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Abstract. This paper presents a method for the detection and classification of 

blast cells in M3 with others sub-types using simulated annealing and neural 
networks. In this paper, we increased our test result from 10 images to 20 
images. We performed Hill Climbing, Simulated Annealing and Genetic 
Algorithms for detecting the blast cells. As a result, simulated annealing is the 
“best” heuristic search for detecting the leukaemia cells. From the detection, we 
performed features extraction on the blast cells and we classifying based on M3 
and other sub-types using neural networks. We received convincing result 
which has targeting around 97% in classifying of M3 with other sub-types. Our 
results are based on real world image data from a Haematology Department. 
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1   Introduction 

In 1895, Wilhelm Roentgen discovered that X-rays tubes were used extensively for 

imaging bones and then for treating a variety of conditions. The technicians who ran 

the X-ray machines as well as many of the exposed patients contracted skin cancer 

tumours and leukaemia.  The changes such as lifestyle, diet and environments are the 

main contributions of increasing the number of people are acquiring by cancers [1,2]. 

Haematologists have concluded that there are series of investigations performed to 
diagnose acute leukaemia such as microscope colour image, segmentation and 

classification or clustering by count of leukaemia cells by using microscopes analysis 

of human blood smears. [2,3]. Recently, there are several image processing application 

that has been developed in collaboration between research groups and clinicians to 

extract the useful and fast information for the diagnosis especially on the cancer areas. 

[4,5]. At the same time, contribution of computer software is not limited to image 

processing but it is extends to analysing and tracking on the drugs recovery or 

chemotherapy. It has been proven successful in treating cancer [6]. 



This paper aims to help the medical doctors to detect and classify AML M3. We 

employ new techniques based on the “best” heuristic method using similarity matrix 

and neural network which can reduce the time taken by a haematologist in detecting 

and classified of leukaemia cells.  

This paper is organised as follows: in the rest of this section we detail the 

motivation behind our paper; in section 2 we describe previous work in the area, 

section 3 details our proposed methodology for detecting and classifying leukaemia 

cells and section 4 explains in detail our methods. The data sets and experiments are 
presented in section 5 and are followed by section 6 in which we discuss the results. 

Lastly, in section 7, we draw conclusions and discuss future research. 

1.1 Leukaemia cells 

Blood cancer or clinical called as Leukaemia is a disease which has unknown cause 

where the bone marrow produces large numbers of abnormal cells [7]. According to a 

paper published [8], the analysis of counting of white blood cells via microscope 
image can provide very useful information of the patient related to the health of the 

patient. When viewing the image of white blood especially for the diagnosis of 

leukaemia, there will be problems to identify the blast cells if the blast is minimal in 

number or the staining of cells are poor in addition it is viewed by an inexperienced 

morphologist, the diagnosis might be delay or incorrect. From this problem, it can 

also lead to time consuming and tiredness in viewing the blood cells.  

Acute myelogenous leukaemia (AML) is a serious illness caused by the abnormal 

growth and development of early nongranular white blood cells. AML begins with 

abnormalities in the bone marrow blast cells that develop to form granulocytes, the 

white blood cells that contain small particles, or granules. The AML blasts do not 

mature, and they become too numerous in the blood and bone marrow. As the cells 
build up, they hamper the body's ability to fight infection and prevent bleeding. 

Therefore, it is necessary to treat this disease within a short time after making a 

diagnosis. The recognition of the blast cells in the bone marrow of the patients 

suffering from myelogenous leukaemia is a very important step in the recognition of 

the development stage of the illness and proper treatment of the patients. The 

clinicians have to identify these abnormal cells under microscope in order to suspect 

that patient is having leukaemia which they need patient's bone marrow to count the 

leukaemia cells(blast cell) to confirm the diagnosis [9,10]. 

There are few subtypes of AML which are classified as M0 to M7 according to 

French-American-British (FAB) classification. The blast cells of these subtypes are 

different in size, shape, amount of cytoplasm, shape and amount of nucleus and the 

constituent in the cytoplasm. It is important to identify certain subtype such as M3 
(Acute Promyelocytic Leukaemia) because the treatment is different from other 

subtypes and it is good prognostic index for the patient. Early diagnosis is also 

required as this will improve patient’s survival. Currently in addition to blast cell 

morphology, the confirmation of the diagnosis is by genetic testing which are time 

consuming and expensive. However, sometimes morphologist also have problem to 

classify this subtype especially the hypogranular variant of M3 and resulted in 

misclassification. Inter-observer variation in classification can lead to improper 



treatment for the patient. The counting procedure should cover 100 immature cells in 

bone marrow order to diagnosis if someone has leukaemia. [8]. As shown in the 

figure 1 are the photographs picture of M1 to M7 sub-types of AML. 

2   Previous Work 

In this paper, we have extended our research [12, 13] by finding the final coordinate 

are located at the same location which we called as similarity matrix. This method we 

used to choose the “best” heuristic search and multilayer perceptron which is one of 

the feed-forward artificial neural networks used in classification  

There are a few papers on detecting the white blood cells but not blast cells in 

leukaemia using image processing. Most of the papers are based on morphological 

techniques. Previous work in [14] has concentrated on using the nucleus for 
classification through image segmentation. In [15, 16] a colour gradient method was 

used before the application of a GVF (Gradient Vector Flow) snake and scale-space 

filtering with watershed algorithm on colour images for detecting nuclei. In [17] 

Genetic Algorithms are used to optimise the parameters of an elastic contour model 

using edge information for automating the segmentation of the prostate. Another 

technique using eigen cells for detecting white blood cells was introduced in [18] but 

this study had limited success in correctly classify all of the white blood cells. 

However, in the case of overlapping cell there can be some problems. In [19] a 

histogram of pixel counts focusing on the touching cells was created and an edge 

cutting algorithm was then applied to separate the cells. This technique can be used 

for touching cells but not for overlapping cells. The technique is not possible to use in 
this project because cutting the cells will create different morphological features 

which might lead to incorrect classification.   

 From our previous research which published in [12,13] we have stated two work 

process which are random and seeded in finding the “best” Heuristic Search method 

using Hill Climbing, Simulated Annealing and Genetic Algorithm in detecting blast 

cells in leukaemia.  In the work process for random experiment, we only have three 

steps which are Otsu, random coordinate as starting point and heuristic search.  

But in work process seeded experiments, the process involves Otsu's method, 

running the Cellular Automata (CA), detecting the starting coordinates, colour image 

clustering and coordinate overlap checking. From the previous result, we using 10 

images but there are drawback in detecting the coordinate and clustering the images 

which only target 7 out of 10 images. We found that Simulated Annealing Seeded 
have highest fitness functions. In this research, we have enhanced our drawbacks in 

detecting the coordinate and clustering the images and increased our images. 

We performed image classifications in this paper to classify blast cells in 

leukaemia for M3 with other subtypes AML. In the paper [18], they use three 

combinations which are shape and appearance, automatic selections and random 

forests using grid in the images as region of interest. We cannot use grid because the 

leukaemia cells might divided into two sections when we grid it. This can lead to 

wrong diagnosis. In our research, we need to the whole of leukaemia cells for better 

diagnosis. 



There are also techniques using Fuzzy Relative Information Measure [19], they 

using discretisation algorithms which to discretise numeric features using K-Mean, 

Fuzzy C Means and Median as the initial centriod of K-Mean. In the paper [20], using 

the difference between the transform coefficient histogram of compressed and 

uncompressed images which the difference of the peaks of histogram characterize 

using the distance metric. We have difficulty in performing compressed and 

uncompressed which the information may lose during the uncompressed and can lead 

to different sub-types of leukaemia. 

3   Work Process 

In this paper, we extended our research into in choosing the “best” heuristic search 

and classification of leukaemia cells. We have explained our previous steps in [12,13] 
which  we used Otsu, cellular automata, finding coordinate, colour image clustering, . 

The figure 2 shows the flowchart of our research methodology in similarity matrix 

and classification. 

 

Extended Research

Image OTSU Cellular Automata

Hill Climbing/

Simulated 

Annealing/Genetic 

Algorithm

Similarity MatrixClassification

Previous Research [12,13]

 
Fig. 2. Research Methodology Flowchart 

4   Method 

In the following sections we present the methods that we use which are: coordinate 

detection, image clustering, coordinate’s similarity and the classification of blast cells 

in leukaemia between M3 and other sub-types. 

4.1   Detecting Coordinates 

After we performed Otsu and Cellular Automata which have been explained in 

[12,13], then we performed detecting coordinates. In the previous research, we just 

draw a rectangle at the seed from cellular automata result. It may have extra a few 

pixels which create an extra unnecessary coordinate. In this research, we did an 

enhancement by performing shrink rectangle to ensure that they are no extra pixel at 

the seed from cellular automata result. In the shrink rectangle, it performs iteration 

until they meet the 1st pixel of seed area. 



4.2   Colour Image Clustering 

We performed the colour image clustering by creating a simple partition of the RGB 

data based on the image detection. For pink which are plasma and red blood cells are 

R = 132, G = 81 and B = 79. Purple which define as leukaemia cell has R = 103, G = 

15 and B = 81. Then we find based on the nearest RGB to purple, then it classify as 

blast cells. 

4.3   Heuristic Search  

We executed the program for Simulated Annealing, Hill Climbing and Genetic 

Algorithms after enhancing the detecting coordinate and colour image clustering. We 

performed the heuristic search to locate the location of leukaemia cells before we 

proceed to classification.  

4.3.1   Fitness Function for Simulated Annealing and Hill Climbing 

A fitness function is particular type of objective function that prescribes the optimaly 

solution in heuristic search. In the equation 1, we define C as our list of circles, Ci as 

the ith circle and |C| as the number of circles within C. R(i) is the radius of circle i, 

B(i) is the number of black points within circle i for a given image, W(i) is the number 

of white points for a given image. The equation 2 stated in [12]: 
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4.3.2   Ratio/Similarity Matrix 

We performed ratio to know how much two circles are overlap based on the Figure 3. 

We also used Figure 3 method as similarity matrix to find out the heuristic search 

location at the same position all the times as final results. 



 
a) 1st scenario  

Circles overlap 
totally 

 

b) 2nd scenario  
Circles do not 
overlap at all 

 

c) 3rd scenario  
Circles  union 

 

d) 4th scenario  
Circles intersect 

 

Fig. 3. Overlapping Circles [13] 

4.3.3 Fitness Function for Genetic Algorithms 

In the Genetic Algorithms, we introduced a measure of how much two circles overlap. 
We used this information to ensure that a small change (an integral part of In the 
Genetic Algorithm we introduced ratio to ensure that a small change (an integral part 
of hill climbing and simulated annealing) did not create any overlap. However, this 
was computationally expensive process and affected the performance of the 
algorithms. We integrate this calculation into the fitness function, which means that the 
Genetic Algorithm should produce non-overlapping solution. [13] 
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4.5   Classification 

We have detected the location of blast cells then we perform the feature extraction 

and classification by using WEKA application [21]. Weka is a collection of machine 

learning algorithms for data mining tasks which contains tools for data pre-

processing, classification, regression, clustering, association rules, and visualization. 

From the feature extraction, we partitional by creating a simple partition of the data 

separated by RGB to find the mean, median, variance and add in the extra 

requirement by separated the individual RGB into the average high and low. 

5   Data Sets and Experiments 

In this research we have increased our testing from 10 to 20 images of leukaemia cells 

(AML). The images were 1280 by 960 in size as in Figure 4. We executed each of the 

seeded for 20 times for 10000 iterations for Hill Climbing and Simulated Annealing 

and 500 iteration and 100 population for Genetic Algorithms; the repeats were so that 

any sampling bias is removed from the stochastic nature of the algorithms for test 

data. After we have chosen the “best” heuristic search, then we executed for 322 
images of real images data sets from Hospital University Science Malaysia (USM), 

Kota Bahru, Kelantan, Malaysia.  



6   Results 

6.1 Detecting Coordinates 

From the previous result [12,13], we only performed 7 out of 10 images. In this paper, 

it targeting 20 images which included 3 images is not targeting from our previous 

research which is 100%. 

6.2 Colour Image Clustering 

We clustered the pixels using Euclidean distance. By using Euclidean distance we can 

determine whether a candidate cell is purple (a leukaemia cell (AML)) or pink (either 

plasma or red blood cells). We have increased of 5% from our previous research 

which are 91.5% stated in [12] and new target is 96.27%. 

6.3 Hill Climbing, Simulated Annealing and Genetic Algorithms 

From the below result, Simulated Annealing has targeting the highest average of 

fitness function and Hill Climbing is the second best in the fitness function 

Surprisingly, Genetic Algorithm still did not targeting the best average fitness 

function as show in Table 1.  

Table. 1. Result fitness function for Hill Climbing, Simulated Annealing and Genetic 

Algorithms 

Image HCSeed SASeed GASeed 

Average 1885876.873 1891374.73 1561045.7 

6.4 Similarity Matrix 

We executing the similarity matrix based on final coordinate result for 20 images for 

20 times execution in heuristic search. We only performed for Simulated Annealing 

and Hill Climbing based on the average in the Heuristic Search. It shows that 

Simulated Annealing has highest average and standard deviation and decided that 

Simulated Annealing is the “best” heuristic search in located blast cells in. Then, we 

performed 322 of real images using Simulated Annealing. 

Table. 2. Result from Similarity Matrix for Simulated Annealing and Hill Climbing 

Method Simulated Annealing Hill Climbing 

 Average Standard Deviation Average Standard Deviation 

 0.964 0.772 0.963 0.758 



6.5 Classification 

After we have detecting as show in the Figure 4, then we extracted the leukaemia cell 

as in the Figure 5. We performed feature extraction based on Mean, Median, Variance 

and High and Low.  

 

 

Fig. 4. Real Image of M3 

 
  

Fig. 5. Feature extraction of M3 

From the feature extraction, we have tested using a few neural network such as 

Bayesian Logistic Regression (78.43%), Mutilayer Perceptron (92.15%), 

DecisionTable (62.74%), Random Tree (76.47%) and KStar (33.33%). The above 

results are based on the 20 images in clustering of M1, M2, M3 and M5.  

From the result above, we choose Multilayer Perceptron and performing 322 

images with 648 feature extraction of images. We have performed clustering for M3 
and others because the treatments for M3 are different from other subtypes and it is 

good prognostic index for the patient. We received convincing results of 97.22% for 

630 images and 2.77% for 18 images for misclassification. Below Table 5 show the 

summary of the result on Multilayer Perceptron with 10 cross validation  

Table. 3. Summary of the result of Multilayer Perceptron 

Classify Test Options 

 Multilayer Perceptron 

Correctly Classified Instances  630 97.2222% 

Incorrectly Classifier Instances  18 2.7778% 

Kappa Statistic  0.9233  

Total Number of Instances  648  

Detailed Accuracy by class  Roc Area Class 

  0.99 0 

  0.99 3 

Weighted Average  0.99  

Confusion matrix a b Classified as 

 485 8 a = 0 

 10 145 b=3 



7   Conclusions 

In this paper, we have extended our research by using more images, enhance previous 
research drawback, performing similarity matrix and classification. We have 
increasing our test images from ten to twenty images for finding the “best” heuristic 
search. We have performing the seeded method which consists of Otsu's, Cellular 
Automata seed generation, coordinate location, colour image clustering, and heuristic 
search for twenty images. 
    Then we extract the leukaemia location and performed feature extraction of the 
leukaemia located. We performed tested for twenty images in a few methods in 
WEKA as Bayesian Logistic Regression , DecisionTable, Multilayer Perceptron, etc. 
We found out that Multilayer Perceptron has the highest classification for twenty 
images. The we finalised using Simulated Annealing seeded for detection leukaemia 
cells and Multilayer Perceptron as classification for 322 images of real data. We 
received around 97.22% for real data image to classify between M3 and other sub-
types. 

As for the main contribution of this paper, we provide the first steps towards 

helping the haematologist’s detection and classification of Leukaemia cells and using 
new techniques in Simulated Annealing and Neural Network. However, our future 

work, we still need to improve our research by classifying M1 to M7 of leukaemia 

cells.  
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