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Abstract—This paper concerns state-based systems thatthe distributed test architecture is typically simpler
interact with their environment at physically distributed and cheaper to implement. Importantly, the situation
interfaces, called ports. When such a system is used ajn which separate agents (users or testers) interact

projection of the global trace, a Io.cal trace, is observed with the system at its ports can correspond to the
at each port. As a result the environment has reduced
expected use of the system.

observational power: the set of local traces observed need oV ) )
not define the global trace that occurred. We consider the ~ Distributed systems often have a persistent in-

previously defined implementation relationC, and prove ternal state and such systems are thus represented
that it is undecidable whether N C; M and so it is also using state-based languages. In the context of testing
undecidable whether testing can distinguishing two sta_ltes the focus has largely been on finite state machines
or FSMs. We also prove that a form of model-checking (Eg\s) and input output transition systems (IOTSs),
is undecidable when we have distributed observations and * . . .
give conditions under which N C; M is decidable. We with 10TSs _be_mg I_abe”ed trangltlon systems (LTSs)
then consider implementation relation C* that concerns where we distinguish between input and output. The
input sequences of lengthk or less. If we place bounds on interest in FSMs and I0TSs is partly due to them
k and the number of ports then we can decideV C¥ M in  being suitable for representing state-based systems.
polynomial time but otherwise this problem is NP-hard. In addition, many tools and techniques for model-
Keywords-D2.4: Software Engineer- based testingtransform a model, written in a high-
ing/Software/Program  Verification, D2.5: Software level notation, to an FSM or IOTS and test from
Engineering/Testing and Debugging, distributed systems, this (see, for example, [3], [4], [5], [6]). Model-

finite state machine, distributed test architecture. based testing has received much attention since it
facilitates test automation, the results of a recent
| INTRODUCTION major industrial project showing the potential for

' . _ ' significant cost reductions [7].

at multiple physically distributed interfaces, calledych as an FSM or I0TS, is often described as
ports, with web-services, communications protggrmal testing. Given a formal model/, ideally
cols, cloud systems and wireless sensor netwokk& wish to produce a test suite that has some
being important classes of such systems. When ygsirable properties such as being guaranteed to find
test such a system we place a local tester at eg@htain types of faults. In order to reason about
port and the local tester at popt only observes testing it is normal to assume that the system under
the events ap. This has led to the (ISO Standardtest (SUT) behaves like an unknown modm,
ised) definition of the distributed test architecturg/pica”y described using the same formalism as
in which we have a set of distributed testers, thfie specification)/: an approach used originally
testers do not communicate with one another durlgg Moore [8] that has been formalised and gen-
testing, and there is no global clock [1]. While it hagralised by Gaudel[9]. Once we have made this
been shown that it is sometimes possible to makgsymption, that the SUT behaves like an unknown
testing more effective by allowing the testers tggdel N written in a given formalism, we can

exchange coordination messages during testing (s&g, what it means for the SUT to be correct by
for example, [2]), this is not always feasible and

'In model-based testing, test automation is based on a mddel o
R.M. Hierons is with the School of Information Systems, anthe expected behaviour of the system or some aspect of thécted
Computing Mathematics, Brunel University, Uxbridge, Mielsex, behaviour.
UB8 3PH, UK 2Gaudel calls this the minimal hypothesis.



defining the required relationship betweén and msc MSC1
_N; this relqtionship_ is usually called eithe_r an Testerl SUT Tester2
implementation relatioror a conformance relation | | | | | |
If N and M are related under the implementation|
relation used thefV is said toconformto M. Natu- "
rally, the implementation relation used should reflect \
the observational power of the environment: given
specification), if it is not possible to distinguish (y/
between two modeld/; and NV, through interacting 2
with them then either both should conformé or /
neither should conform td/. Good description of
formal testing have been produced by a number @
authors including Gaudel [9] and Tretmans [6].
This paper concerns verification and testing Qfg. 1
multi-port systems. Much of the work in the area
of distributed testing has focussed on FSM models
(see, for example, [10], [11], [12], [13]), although
there has also been work that considers more gen@%aspervational ability of a set of distributed testers
models such as I0TSs and variants of IOTSs (ség less than that of a global tester since the local
for example, [14], [15]). While IOTSs are mordraces observed need not uniquely define the global
expressive, this paper explores decidability artece that occurred [11]. Consider, for example,
complexity issues in distributed testing and so w@obal traceso and o’ shown in Figures 2 and 3
restrict attention to multi-port FSMs. Naturally, théespectively. The global traces are different but the
negative decidability and complexity results provel@cal testers observe the same local traces: in each
in this paper extend immediately to 10TSs. case the tester at partobservesyzy and the tester
When a state-based system interacts with its e-port2 observes/’.
vironment there is a sequence of inputs and outputsControllability problems lead to situations in
called aglobal trace with the user or tester at awhich the testers cannot know whether a particular
port p only observing the sequence of events #tput sequence has been received by the SUT and
p (a local trace. It is known that this introducesobservability problems lead to the testers not being
additional controllability and observability problemsible to determine the output sequence produced.
in testing (see, for example, [10], [11], [14], [12],;Thus, both affect the notion of conformance used.
[13]). A controllability problem occurs when a testeRecent work has defined new notions of confor-
does not know when to supply an input due to ihance (implementation relations) that recognise this
not observing the events at the other ports [12gduced observational power and these have been
[10]. Consider, for example, the global trace showgtefined for FSMs [16] and IOTSs [15]. These im-
in Figure 1. We use diagrams (Message Sequeniementation relations essentially say that the SUT
Charts) such as this to represent scenarios. In sweiforms to the specification if the environment
diagrams vertical lines represent processes and ti(pe set of testers) cannot distinguish observations
progresses as we go down a line. In this case thi@de from behaviours allowed by the specification.
system under test (SUT) has two portsand 2, If global trace o of the SUT is observationally
we have one vertical line representing the SUEguivalent to one in the specification then is
one representing the local tester at porand one considered to be an allowed behaviour since a set of
representing the local tester at part There is a distributed testers/users would not observe a failure.
controllability problem because the tester at gbrt  Given multi-port FSMsN and M, there are two
should send input’ after y has been sent by thenotions of conformance for situations in which dis-
SUT but cannot know when this has happened sinttduted observations are made: weak conformance
it does not observe the events at porand there (C,) and strong conformancé&(). UnderC,,, it is
are no communications between the testers. sufficient that for every global traceof N and port
Observability problems refer to the fact that the there is a global trace, of M such thatr ando,

—h

A controllability problem caused by input
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msc MSC2 local trace at portl is z,y;, which is a projection
Testerl SUT Tester2 of o, and the local trace at po# is y5, which is
| | | | | | a prOJectloln ofo’. However, this is not accgptaple
underC, since no global trace of the specification
T has projectionc;y; andys.
\ One of the benefits of using an FSM when there
! is only one port is that there are standard algorithms

Yy Y
/\ for many problems that are relevant to test gener-

ation. For example, we can decide whether there

X
\ are strategies (test cases) that reach or distinguish
y states [18] and such strategies are used by many
/ test generation algorithms (see, for example, [19],

[20], [21], [22]). In addition, if we have an FSM
specificationM and an FSM designV then we
can decide whetheN conforms to M. Thus, if
we wish to adapt standard FSM test techniques to
the situation where we have distributed testers then
we need to investigate corresponding problems for
msc MSC3 multi-port FSMs. Recent work has shown that it
Port 1 SUT Port2 is undecidable whether there is a strat_eg_y thgt is
| | | | | | guaranteed to reach a state or that distinguishes
two states of an FSM in distributed testing [23].
However, this left open the question of whether one

Fig. 2. Global tracer.

\x) can decide whether one FSM conforms to another.
y It also left open the related question of whether
/ it is decidable whether there is a strategy that is
. capable of distinguishing two FSMs of two states
\ of an FSM. There also appears to have been no

/ work on model checking for such models.
(y/\y) This paper concerns two main problems. The first
is that of deciding, for multi-port FSM8/ and NV,
whetherN conforms to). This can be decided in
low order polynomial time foi_,,: for each portp

we simply compare the projections &f and M at

p. However,C,, is often too weak since it assumes
that the agents at the separate ports cannot log their
observations and communicate these to a common
are indistinguishable at pogt they have the sameagent. We therefore focus on the implementation
local traces ap. A similar notion has been discussegelation C,. The second problem relates to a type
for Message Sequence Charts (MSCs), where emodel checking where we have a modél and
weak closure of a language has been defined [17].drfinite automaton? defining a property and we
contrast, undeZ; we require that for every globalwant to know whether any observation that might
trace o of N there is some global trace’ of M be made ofV/ is in the language defined hby.

such thato and ¢" are indistinguishable at all of \ve prove that it is generally undecidable whether
the ports. To see the difference, let us suppose ttmt;s M for multi-port FSMs N and M but we
there are two allowed responses to inpytat port 3|so give some conditions under whidghC, M is

1: eithery, at port1 andy, at port2 (global trace decidable. This problem is important when we are
o) ory; at portl andy), at port2 (global traces’).

Under E.w It Is acceptable for the SUT t_o respond %It is decidable whether there is a strategy that is capable of
to z; with y; at port1 andy} at port2 since the reaching a given state of an FSM.

Fig. 3. Global tracer’.
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checking an FSM design against an FSM specifiddP-hard without such bounds.
tion. In addition,N C, M if no possiblebehaviour = There are several factors that make results, re-
of N can be distinguished from the behaviours afarding strong conformance, highly relevant to dis-
M. Thus, it is also undecidable whether there tsibuted testing. First, they provide information re-
a test case that isapable of distinguishing two garding implementation relations for testing dis-
states or FSMs. This complements the result thtaibuted systems. Given a modal’ that represents
it is undecidable whether there is a test case thataipossible SUT and specificatidd we might want
guaranteed to distinguish two states or FSMs [23b know whether there is a test that is capable of
However, the proofs use very different approacheadistinguishingN’ from M in testing and this is the
the proof of the previous result [23] used resultsase if and only if we do not have that’ C, M.
from multi-player games while in this paper wéhis is important if we produce a set of models
use results regarding multi-tape automata. Note thhat represent possible behaviours of the SUT, such
many traditional methods for testing from an FSM set often being called ault domain A fault
use sequences that distinguish between statesd@main might be explicitly generated, as is done
order to check that a (prefix of a) test case tak@sapproaches to mutation testing (see, for example,
the SUT to a correct state (see, for example, [1926]), or it may be implicit. For example, there are
[20], [24], [21], [22]). The results in this paper andest generation algorithms that take an F8Mand
in [23] suggest that it will be difficult to adapt suchreturn a test (called a checking experiment) that is
techniques for distributed testing. guaranteed to determine whether the unknown FSM
In addition to considering conformance, we als@y that models the SUT conforms t& as long as
investigate two forms of model checking giverV has no more tham states for some givem (see,
model M and propertyP. One problem involves for example, [8], [20], [21]). As noted above, many
asking whether any of the observations that mighEM based test techniques use tests that distinguish
be made of)M (sets of local traces) are consisterstates of the specification FSM in order to check
with sequences in the regular language defined that a transition takes the SUT to the correct state;
P. The second problem asks whether any of the&o statess; and s, can only be distinguished in
observations that might be made/df could also be distributed testing if we do not have that the FSMs
made when interacting witl® through distributed formed by starting)/ in statess; and s, conform
interfaces. It transpires that both types of mod& one another under,.
checking are undecidable. This paper is structured as follows. Section Il
Since it is undecidable whetheé¥ T, M, we provides preliminary definitions. In Section Il we
define a weaker implementation relatiaff that discuss results regarding multi-tape automata that
considers sequences of lengthor less. This is we use in Section IV to prove the decidability re-
relevant when we know a bound on the length &llts. Section IV also gives conditions under which
sequences in use or we know that the system wi¥M C, M is decidable. In Section V we explore
be reset after at modt inputs have been received"*. Finally, in Section VI we draw conclusions and
For example, a protocol might have a bound on thiiscuss possible lines of future work.
number of steps that can occur before a ‘disconnect’
happens. In addition, embedded systems are often
designed to repeat a sequence of activities in a
schedule, returning to the initial state at the end of This paper concerns the testing of state-based
such a sequence: we might use the bound defirdtems whose behaviour is characterised by the
by this (see, for example, [25]). It is also relevanhput/output sequences (global traces) that they can
if we want a test case of length at mostthat produce. Given a sel we let A* denote the set
is capable of distinguishing two FSMs or statesf sequences formed from elements 4fand we
Naturally, it is decidable whetheN C* M since let ¢ denote the empty sequence. In additiott,
it is sufficient to reason about finite sets of globalenotes the set of non-empty sequencesAin
traces. We prove that if we place a bound/oand Given sequence € A* we let prefo) denote the
the number of ports then we can decide whethset of prefixes otr. We are interested in finite state
N C* M in polynomial time but the problem ismachines, which define global traces (input/output

[I. PRELIMINARIES
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sequences). Given a global trage= x,y; ...z, yk, initially connectedf for every states of M there is
in which z,...,z, are inputs andy,,...,y, are a path that has starting staig and ending stata.
outputs, the prefixes of are the global traces ofWe assume that any FSM considered is completely-
the formzyyy ... z;y; with 0 < 5 < k. specified and initially connected since this simplifies

In this paper we investigate the situation ithe analysis. Where this condition does not hold
which a system interacts with its environment ate can remove the states that cannot be reached
n physically distributed interfaces, called ports. Wand we can complete the FSM by, for example,
let 7 = {1,...,n} denote the names of theseither adding self-loop transitions with null output
ports. A multi-port FSM M is defined by a tuple or transitions to an error state.

(S, s0, 1,0, h) in which S is the finite set of states, At times we will use results regarding finite
so € S is the initial state,/ is the finite input automata (FA) and so we briefly define FA here.
alphabet( is the finite output alphabet, aidis the A FA M is defined by a tuple(sS, sg, X, h, F)
transition relation. The set of inputs is partitioneth which S is the finite set of statess, € S
into subsetd, ..., I, such that forp € P we have is the initial state,X is the finite alphabeth
that /,, is the set of inputs that can be received & the transition relation, and’ C S is the set
port p. Similarly, for portp we let O, denote the of final states. The transition relation has type
set of outputs that can be observeghafis is usual S x (X U {r}) — 2% where represents a silent
we allow an input to lead to outputs at several portsansition that is not observed. Similar to IOTSs,
and sowe leD = ((O,U{-}) x...x(0,U{=})) asequenceésy, sy, ai)(ss2,S3,a2)...(Sk, Sk+1,ar) Of

in which — denotes null output. We ensure thatonsecutive transitions is path that hasstarting
the O, are pairwise disjoint by labelling with portstates; andending states;;. The label of this path
names, where necessary. Wektt = /UO denote is the sequence formed by removing all instances
the set of possible observations and fore P of 7 froma, ...a;. The FAM defines the language
we let Act, = I, U O, denote the set of possibleL()) of labels of paths that have starting stage
observations at pont. and an ending state iA.

The transition relatiork is of type S x I — 29%¢ For a global traces and portp € P we let
and should be interpreted as follows: (#,y) € m,(c) denote thelocal trace formed by removing
h(s,z), y = (z1,...,2,), and M receives inputc all elements that do not occur at This is defined
when in states then it can move to state’ and by the following rules in whichs is a global trace
send output, to portp (all p € P). This defines the andy = (21, ..., 2,) is an output (see, for example,
transition (s, s’, z/y), which is aself-loop transition [15]).
if s =¢'. Since we only consider multi-port FSMs
in this paper we simply call them FSMs. The FSM
M is said to be adeterministic FSM (DFSMf mle) = ¢ ,
|h(s,z)] <1forall s €S andz € I. mp(xo) = my(o) if x € I, for someq # p

FSM M is completely-specified if for every state 7,(x0) = zmy(o)if z €I,
s and inputz, we have thah(s, z) # (. A sequence )
(81,Sg,l’l/yl)(SQ,Sg,zg/yg) R (Sk,8k+1,$k/yk) of ) — . (O’) if - 7& _
consecutive transitions is said to bepath which L P
hasstarting states; andending states;, ;. This path  Given a setA of global traces and porp we
haslabel z,y; ...y, Which is called a (global) let 7,(4) = {m,(0)lc € A} denote the set of
trace Further,z,...z, and y; ...y, are thein- projections of sequences .
put portion and theoutput portionrespectively of In the distributed test architecture, a local tester at
T1y1 - - . 2pyk. A path is acycle if its starting and port p € P only observes events fromct,. Thus,
ending states are the same. The F&Mdefines the two global tracess and ¢’ are indistinguishable if
regular languagé (M) of the labels of paths af/ they have the same projections at every port and
that have starting state,. Given states € S of we denote thisr ~ ¢’. More formally, we say that
M we let Ly (s) denote the set of global traces ~ ¢ if for all p € P we have thatr, (o) = m,(0").
that are labels of paths o/ with starting state Given an FSMM, we let £L(M) = {d¢'|Jo €
s, and soL(M) = Ly(so). We say thatM is L(M).c ~ o'} denote the set of global sequences

mp(0) if 2, = —
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IIl. CONFORMANCE AND MULTI-TAPE

z1/(y1,y2) x1/(y1,Y5)

=) =) AUTOMATA

While we can decide (in polynomial time)
/bfy,) whether N C,, M, by comparing projections of
1/\Y15Y2

N and M on different ports, this is quite a weak
conformance relation since it does not allow us to
bring together local traces observed at the separate
ports. It seems likely that normally, will be more
suitable and so we consider the problem of deciding
whetherN C, M. In this section we study language
AB@usion for multi-tape automata; in Section IV we
use the results described here to show that it is

Fig. 4. Finite State Machined/; and N,

that are equivalent to elements 6{M) under~.

These are the sequences that are indistinguish
from sequences ir.(M) when distributed obser- .
vations are made. Previous work has defined t nerally undecidable whethé¥ L, M for FSMs

conformance relations for testing from an FSM th and]\_f and also t_hat a type of m0d9| checking
reflect the observational power of distributed testida und_epl_dable. We first define _multl_-t_ape FA [27]
[16]. Sometimes the agents at the separate ports oP€finition 3: An r-tape FA with disjoint alpha-
the SUT will never interact with one another oP®S >, 1 < @ < r, ¥ = [Ji_, % is a tuple
share information with other agents that can intera&t %0; > 1, £) in which 5 is a finite set of states,
In such cases a global trace is acceptable if the local€ © 1S the initial statSeE C S'is the set of final
trace observed at a postis a local trace of\/ (all states and : S x 2 — 2° is the t.ransmon relation.
p € P). This situation is captured by the following, AN 7-tape FAN is thus a FA with alphabet that

L o . is partitioned intoX,, ..., Y,. As a result, it defines
DEf'.n't'on 1: Given FSMs N and M with the nguIar languagé (N): the set of labels of paths
same input and output alphabets and the same sezg

. m the initial state ofNV that end in a final state.
ports, N C,, M if for everyo € L(N) andp € P - - .
there existsr, € L(M) with ,(,) — (). N is However, it also defines a languagerefuples: N

; accepts tuplgw,...,w,) € X7 x ... x ¥* if and
said toweakly conformto M. only if there Ei{s some se>quenéee L(N) such that
However, sometimes there is the potential fq{i(g) — w,; forall 1 <i < r. We let7(N) denote
information from separate testers to be logged aggk set of tuples accepted by.
later received by an external agent. For example’Deciding whethedV C, M is similar to deciding
there may be a central controller that receives th&ather. for multi-tapg FAN' and M’, T(N') is
observations made by each tester once testing;ig pset of T (M"). This problem, regarding multi-
complete. This_ leads to the following stronger COoRape FA, is known to be undecidable [27]. However,
formance relation. the proof of this result uses FA in which not all
Definition 2: Given FSMs N and M with the states are final and in FSMs there is no concept of
same input and output alphabets and the same se& aftate not being a final state.
ports, N =, M if for every o € L(N) there exists  We now prove that language inclusion is undecid-
o' € L(M) such thats’ ~ 0. N is said tostrongly able even if we require all states to be final states.
conformto M. Theorem 1:Let us suppose thalV and M are
Given FSMsN and M we have thatV C, M multi-tape FA in which all states are final states.
if and only if L(N) C £(M) and this is the caseThe following problem is undecidable, even when
if and only if £L(N) C L(M). It is also clear that there are only two tapes: do we have tgtNV) C
N C, M implies thatN C,, M. In order to see that 7 (M)?
C, is stronger thariZ,, it is sufficient to consider Proof: We will show that if we can decide this
M; and N; shown in Figure 4. We do not have thaproblem for arbitrary multi-tape FA in which all
N; C, M, since M; has no global trace equivalenstates are final states then we can prove this problem
to x1(y1,y,) under ~. However, for every global for arbitrary multi-tape FA that may have states that
traceos of N; and portp there is a global trace’ are not final states. Let us suppose thatand M,
of M, such thatr,(0) = m,(¢’). Thus,N, C,, M,. are multi-tape FA in which there may be states that



are not final states. We will assume that for evefgr multi-tape FA M; and N; whether 7 (M;) N
state ofN; and M, there is a path to a final state; any (IV;) = 0. [ |
state not satisfying this property can be removed.This result shows that a type of model checking is
We introduce a new elements to the alphabet of thadecidable for LTSs and I0OTSs. Specifically, given
first tape and call this. Form N and M| from N; a modelM and a property defined by FR we can
and M, in the following way: from each final statedefine the following type of model checking: de-
add a transition with label to a new sink state (with ciding whetherC(M) N L£(P) contains a non-empty
no transitions leaving it) and make all of the stategequence. Herd/ is a model andP a property
final states. ThusL(N;) = pref(L(N;){z}) and and we wish to know whether any observations that
L(M) = pref(L(M;){x}). As a result,7(N;) € might be made of\/ might also be made aP. We
T (M) if and only if T(N}) € T(M!). Thus, if have seen that this is undecidable
T(Ny) € T(Mj) is decidable for multi-tape FA in  Model checking has been considered for high
which all states are final the(N,) C 7(M;) is level message sequence charts (HMSCs), where we
decidable for multi-tape FA. The result thus followask whether thesets of linearisationsof HMSCs
from this latter problem being undecidable [2M M and P intersect [17], [28]. This is conceptually
Observe that this makes it straightforward to shosvmilar to the problem above. There has also been
that it is undecidable whethe€(N) C L£(M) for work in the context of trace theory [29] but this
LTSs (or IOTSs)N and M. In the next section we previous work does not require that all of the states
show how this can be extended to FSMs. We naoef M are final states.
prove some additional decidability results; these will Finally, we prove that equivalence is undecidable
be used to prove that a type of model checking fer multi-tape FA in which all states are final states.
undecidable. Theorem 3:Let us suppose tha¥V and M are
Theorem 2:Let us suppose thalv and M are multi-tape FA in which all states are final states.
multi-tape FA in which all states are final stated he following problem is undecidable, even when
Then it is undecidable whethey (N) N 7(M) there are only two tapes: do we have thigtV) =
contain a tuple in which one or more components(M)?
are non-empty. Proof: First observe that given set$ and B
Proof: It is known that given multi-tape FA/; we have thatd C B if and only if AU B = B.
and Ny, itis undecidable whethéf (M,)N7T(N,) = Let us suppose that we have multi-tape automata
() [27]. We defineM; and N7 in which we add new N; and N, with the same numbers of tapes and the
tapesr + 1 andr + 2 with alphabets{z} and{z’} same alphabets and assume that all staté¢, aind
respectively for symbols andz’ not used inV, and N, are final states.
M. We defineM] and V] in the following way. We will first show that we can construct a multi-
« Form M| from M, by adding a new start statetape automatonVs such that7(N;) = T (N;) U
with a single transition, with labek’, from 7 (N:) and all states ofN; are final states. As-
this to the start state of/; and by adding a sume thatN; = (5,s0,%,h,5) and Ny =
transition with labelz from each final state to (@, qo, %, ho, Q) We will use AW B, for setsA and
a new sink state (with no transitions leaving itp, to denote the disjoint union of and B. Then
and make all of the states final states. we let N3 be (SW QW {ro},ro, h/, SWQW{re}) for
« Form Nj from N; by adding a new start statery ¢ SWQ, in whichh is the union of, andh, plus
with a single transition, with labek, from the following transitions: for everysy,a,s) € h;
this to the start state ofV; and by adding a we include inh’ the tuple(rg, a, s); and for every
transition with labek’ from each final state to (¢, a, q) € hy we include inh’ the tuple(ro, a, q).
a new sink state (with no transitions leaving it) Thus, if we can decide wheth&r(N) = 7 (M)
and make all of the states final states. for two multi-tape FA that have only final states
Thus, L(N!) = pref({z} L(N,){z"}) and L(M]) = then we can also decide whethB(N,) UT (N,) =
pref({z'} L(M;){z}). Itis clear thatT (M])NT (N;) T (N;) for two multi-tape FA that only have final
contain a tuple in which one or more components, N
While these results are based on Theorem 2, in which allsstdte

are non-empty if and only 'T(Ml) ﬁ T(Nl) 7& 0. the multi-tape FA are final states, this result immediateipeyalises
The result thus follows from it being undecidable the case where we allow some states not to be final states.
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states. However, this holds if and onlyTf(N,) C ¢’ ~ o such thate’ € L(N). Sinceo’ € L(N)
T (N). The result thus follows from Theorem B we have thatl.(F(/N)) contains the global tracg
in which the input portion iss’ and each output
IV. RESULTS FORFINITE STATE MACHINES 1S 1r+1- Since s (N) T, F(M) we must have that
there is some” € L(F(M)) such thatp” ~ .

In this section we consider FSMs. In contragly, yeyer, since the outputs are all at port 1 and
to finite automata and IOTSs, a transition has e inputs are at ports ~ we must have that

input/outp_ut_ pair as a I_abel_and there is an asSoGlr pag output portion that contains only,; and
ated atomicity assumption (input cannot be receiv

. ut portions” for somes” ~ ¢’. Thus, we must
before output has been produced by the Previoys e thato” e L(M). Sinceo ~ o’ ando’ ~ o”

transition). We now show how a multi-tape FA calle must have that ¢ T(M) as required
be represented using an FSM before using this ONow assume that (N) C T (M) and. we are

prove results regarding FSMs. requi
_required to prove thaf(N) C, F(M). Let p be
In or_der to extend Theore_m 1 to FSMs we defing,ne element ofL(F(N)) and it is sufficient to
a function that takes a multi-tape FA and returns Hove thatp € L(F(M)). Thenp = p1ps for some
FSM. This construction is similar to one previously,,vimal 0, such that é” outputs i, are 0,.,;.
produced for single-port models [30]. Let the input portions ofy, and p, be o, and o,
Definition 4: Let us SUppose that espectively. By the maximality gf, we must have
N = (5,50,5h,5) is a FA with r {apes w4, is either empty or ends in outpit,,. Thus,
with alphabetszl, ey D We define thg FS.M o1 € L(N) and so, sincel (N) C T(M), there
F(N) with r + 1 ports as defined below in whichgyigts,r ' with o € L(M). But this means that
for all 1 < p < we have that the input alphabely; -4 hroduce the output portion pf in response
of N atp is ¥, and the outpL_Jt alphabet is empty, o, and so there existg, € L(F(M)) with p, ~
and further we have that the input alphabet at pojt gy the definition of F(11), since all outputs in
r + 1 is empty and the output alphabetrat- 1 is p» are0,,, we have thap! = p,p, € L(F(M)). The

{0, 1}. In the following fora < {0, 1} we usea; 10 aq it therefore follows from observing that —
denote thek-tuple whose firstt — 1 elements are -

. pLp2 ~ p1p2 = p.
empty and whoséth element isa. Theorem 4:The following problem is undecid-

F(N) = (S U {5} 50,5 {00415 Luta }, 1Y) IN gple: given FSMsV and M with the same alpha-
which s. ¢ S, for all = € ¥ we have that pais do we have thay C, M?

W(se, 2) = {(s¢,0r11)} @nd for alls € S andz € & Proof: This follows from Lemma 1 and Theo-
we have that/(s, z) is defined by the following: oy, 1. -
1) If h(s,z) = S" # 0 then h'(s,z) =  We can extend this to show that state equivalénce
{(s',1,41), (8,0,41)|s" € S'}; is undecidable.
2) If h(s,z) =0 thenh/(s,z) = {(se,0r41)}. Theorem 5:The following problem is undecid-

The idea is that while following a path oV able: given FSMM and two states and s’ of M,
the FSM F(NN) can produce eithed or 1 at port ares ands’ equivalent.
r+1 in response to each input but once we diverge Proof: We will prove that we can express the
from such a path the FSM can then only produg#oblem of deciding multi-port FSMs equivalence in
0 (atr + 1) in response to an input. An alternativéerms of state equivalence. We assume that we have
would for the FSM to only be defined on sequencésulti-port FSMs M/; and M, with the same input
from L(N) and to outputl while a path from and output alphabets and we wish to decide whether
N is followed. However, this does not result in &/; and M, are equivalent. Leky; and sy, be the
completely-specified FSM. initial states of M; and M, respectively. We will

Lemma 1:Let us suppose tha¥v and M arer- construct an FSMV/ in the following way. We add
tape FA with alphabety;,...,Y,. ThenT(N) C anew porp and inputz, atp. The input ofz, in the
T (M) if and only if F(N) C, F(M). initial states, of M moves to eithersy; or sy,

Proof: First assume thaF(N) C;, F(M) and . ,
Two statess; and sz of an FSMM are equivalent if the FSMs

we are requ”ed to prove thaf(N) C T(M) M, and M, formed by changing the initial state @f to be s; and
Assume thatr € 7(IN) and so there exists some: respectively are equivalent (M) = L(Ms).
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and produces no output. All other input in state to F.

movesM to a states;, # sy, that is not a state af/; Definition 6: Let us suppose that
or My, from which all transitions are self-loops withV = (S,s0,%,h,S) is a FA with r tapes
no output. The input ok, in a state ofA/; or M, with alphabetsX,,... >,. Given integerk we

leads to no output and no change of state. Now wlefine the FSMF(V, k) with + 1 ports as defined
can observe that a sequence in the language defibetbw in which for all1 < p < r we have that
by startingM in statesg;, i € {0, 1}, is equivalent the input alphabet ofV at p is 3, and the output
under~ to a sequence front()/;) followed by a alphabet is empty and further we have that the
sequence of zero or more instancespfThus,sy; input alphabet at pont+ 1 is empty and the output
andsg, are equivalent if and only i/; and M, are alphabet atr + 1 is {1,k}. In the following for
equivalent. The result thus follows from Theorem 4 € {1, k} we useq; to denote thej-tuple whose
and the fact that if we can decide equivalence thérst j — 1 elements are empty and whogéh
we can decide inclusion. m element isa.

We now consider problems relating to distin- F(N,k) = (S U {s¢}, s0, %, {141, krs1}, A) In
guishing FSMs and states in testing. We can onlvhich s, ¢ S, for all =z € 3 we have that/(s,, z) =
distinguish between FSMs and states on the basis., k.+1)} and for alls € S andz € ¥ we have
of observations and each observation, in distributéthat 7/ (s, z) is defined by the following:
testing, defines an equivalence class-of 1) If h(s,z) = S # 0 then W(s,z) =

Definition 5: It is possible to distinguish FSW {(s',1,41)|s € S'};
from FSM M in distributed testing if and only if  2) If h(s,z) = 0 thenh/(s, 2) = {(s¢, kri1)}-

L(N) € L(M). Further, it is possible to distinguish The idea is that while following a path ¥ the
between FSMsV and M in distributed testing if FSM F(V, k) producesl at portr + 1 in response
and only if £(N)  £(M) and L(M) € L(N). to each input but once we diverge from such a path

The first part of the definition says that we cathe FSM then produces (at r + 1) in response
only distinguishV from A/ if there is some global to an input. The following result is an immediate
trace of V that is not observationally equivalent t¢onsequence of the definition.

a global trace ofM. The second part strengthens | emma 2:Let us suppose thaV and A/ are -
this by requiring that we can distinguish from M tape FA with alphabet&;, ..., %,. Then7(N) N
and also) from N. The following is an immediate 7/ (A1) contains a tuple with at least one non-empty

consequence of Theorem 4. element if and only ifL(F(N,2)) N L(F(M,3))
Corollary 1: The following problems are unde-contains a non-empty sequence.
cidable in distributed testing. Theorem 6:Given FSMsM and P the following
« Is it possible to distinguish FSMW from FSM problem is undecidable: do we have thatM) N
M in distributed testing? L(P) contains a non-empty sequence?
« Is it possible to distinguish between FSM& Proof: These results follow from Theorem 2
and M in distributed testing? and Lemma 2. [ ]

Similar to the proof of Theorem 5, we can express Finally, we give conditions under which equiv-
the problem of distinguishing between two FSMs adence and inclusion are decidable. The proof of
that of distinguishing two statesands’ of an FSM the following uses a results from (Mazurkiewicz)
M. Thus, the above shows that it is undecidabteace theory. We will only use trace theory in proofs
whether there is a test case that is capable (Bfroposition 1, Proposition 5, and Lemma 3); some
distinguishing two states of an FSM or two FSMgeaders might skip the following description and just
This complements a previous result [23], that it iead the results. In trace theory, if the alphabet is
undecidable whether there is some test case thathen there is a symmetric independence relation
is guaranteedto distinguish two states or FSMsZ of type ¥ x 3. If (a,b) € Z thena and b are
It also suggests that it will be difficult to extendsaid to be independent and andba are equivalent
traditional methods, for generating tests from FSMR1]. Relation Z defines an equivalence relation
where they use sequences to distinguish states. ~z: 0,0’ € ¥* are equivalent undexz if o can

Before we prove that a form of model checking ibe rewritten too’ using a sequence of rewrites
undecidable for FSMs we define a function similasf the form oyaboy — o1bacy for (a,b) € 7.
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Independence relatiod can be represented using;. Thus, given sequencesc’ € L(N)UL(M) we
an independence grapfi; in which each vertex must have that’ ~ ¢ if and only if ¢/ = 0. The
represents an element &f and there is an edgeresult therefore holds. [ |
between the vertex representing € > and the  Decidability results have been proved for classes
vertex representing € X if and only if « and b of deterministic multi-tape automata, where a multi-
are independent. Similarly, there is a dependenege automatonV/ with r tapes is deterministic
graphGp defined by there being an edge betweéhthe state setS can be partitioned into subsets
the vertex representing < X and the vertex S;,...,S, such that all transitions from a state
representing € X if and only if « andb are not in S; have a label in the alphabéi; for tape i,
independent. For FSMsg, andb are independent if 1 < ¢ < r. An FSM M can be represented by a
and only if they are at different ports. multi-tape automatod/’ in which the states of\/
Proposition 1: Let us suppose that multi-portare represented by final states/af and if M has
FSMs N and M have the same input and outpufransition(s, s, z/y) then inM’ there is a path from
alphabets and that for each port P, |Act,| < 1. the state that representso the state that represents
Then it is decidable whetheV C, M. s' with a label o that starts withz and has that
Proof: This can be seen as being an instance gf(zy) = 7,(c) for all p € P. By definition, for
the inclusion problem for rational trace languafjesy/’ to be deterministic we require that the FSM
which is decidable if the independence relatioh/ has no state in which it can receive input at
is transitive (Theorem 66, [31]). However, sincenore than one port. Since we consider completely-
|Act,| < 1 for all p € P, the elements ofdct specified FSMs, this requires that input can only be
are pairwise independent and so the independemeeeived at one port.
relation is transitive. The result thus follows. B Proposition 3: Let us suppose thal/ and N are
This condition, that the alphabet at each port coFSMs that can receive input at only one port. If
tains only one symbol, is quite strong and it seergsther every state o/ is involved in at most one
unlikely that many systems will have this propertyycle or every state aWV is involved in at most one
However, it is relevant if there are properties to bgcle then it is decidable whethéf T, 1.
tested that relate to the sequencing of interactions proof: A multi-tape FA is simple if no state is
between the ports and not the actual values obserygtnore than one cycle. It is known that language
at the ports. For example, there may be a schedifig|usion is decidable for two deterministic multi-
that determines how the system should interact wi[tgnpe FA in which at least one is simple [32]. The
the agents at its ports and, in turn, this schedugsult thus follows from the fact that, under the con-
may relate to quality of service agreements thgftions in the hypothesis, we can form deterministic
determine the relative amount of access to resour¢ggiti-tape FA M’ and N’ to representV/ and N

that the system provides to the agents. _and at least one of these is simple. m
We now consider the case where each transitioni ywe are interested in equivalence then we can
produces output at all ports. weaken the conditions on the FSMs.

Proposition 2: Let us suppose thall is an FSM  prgnasition 4: If M and N are FSMs that can
in which all transitions produce output at all port§gceive input at only one port then it is decidable
ThenN C, M if and only if L(N) C L(M). whether bothV C, M and M C, N hold.

F.)TOOf: First observe that ifV L, M then each Proof: It is known that equivalence is decidable
transition QfN must also produce output at EVeNYor deterministic multi-tape FA [33]. The result thus
port. _Cons!der a sequeneec L(M) L.J.L(N) that follows from the fact that, under the conditions in
containsk inputs. Since every transition produceﬁm hypothesis, we can form deterministic multi-tape
output at all ports, for a port we have thatr, (o) Ea 17" and N’ to represent\/ and N. -
containsk outputs with each input; at p being Finally, we will use the result that a rational

_between dthﬁ output prOdsced d]atby the previous trace languagdeis a regular language if every cycle
Input and the output produced atin response to (star) in the expression that defines the language

®A trace language is rational if it is can be formed from finite
sets using a finite number of union, concatenation, anditstation "The result is actually proved for a generalisation of tracaited
operations. semi-commutations.
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has a labelbr such that the dependence gra@ghh L(N) N [0, denote the set of global traces of

restricted to the letters in is strongly connectéd that have at most inputs. We can now define our

[34]. Importantly, the proof also showed how wémplementation relation.

can construct a FAV’ such thatL(M') = L(M). Definition 7: Given FSMs N and M with the

Thus, if we consider two FSMs that satisfy thisame input and output alphabets, we say tNat

condition then the inclusion problem can be reducatirongly k-conforms toM if for all o € Li(N)

to deciding inclusion for two regular languages arttiere exists some’ € L(M) such thato’ ~ o. If

so is decidable. For FSMs the dependence relatithis is the case then we writ¥ CF M.

simply relates all elements at the same port and sdClearly, givenN and M it is decidable whether

we obtain the following result. N C* M: we can simply generate every element
Proposition 5: Let us suppose that FSMg and of L,(N) and for eachv € L, (N) we determine

N are such that every cycle has a labesuch that whethero € £(M). The following shows that this

there is a porp where all inputs and outputs in can be achieved in polynomial time if we have a

are atp. Then it is decidable whethey C, M. bound on the number of ports.
Lemma 3:Given a sequence € 10, and FSM
V. BOUNDED CONFORMANCE M with n ports, we can decide whetherec ,C(M)

We have seen that it is undecidable whether tWo time qu'U‘n)' .
Proof: The membership problem for a se-

FSMs are related undeL,. However, we might ences and rational trace language with alphabet

. . 0]
use a weaker notion of conformance that considets . : :
; and independence relatiah can be solved in
sequences of length at mostfor somek. This . o . .
time of O(|¢|*) where« is the size of the largest

wou]d be relevant when the expected usage doc %ue in the independence graph [35]. Since each
not involve sequences of length greater thasince,

i observation is made at exactly one port and two

for example, the system will be reset after at miost . . : )
. . . opservations are independent if and only if they are
inputs. For example, in a communications protocgl ™. : :
at different ports, we have that the maximal cliques

we might have that a ‘disconnect’ must happen aftgf the independence graph all have sizend so

at mostk steps. Systems that implement atomlg _ . The result therefore follows. -

transactions might also have this property: once 8 Theorem 7-If there are bounds on the value of
transaction has been completed the state of the sys- '

: . and the numbemn of ports then the following
tem returns to its original value once one abstracts . T
blem can be solved in polynomial time: given

T
away any changes to, for example, a database tE%%\/IsN and M with at mostn ports, do we have
has been accessed. In addition, embedded system N CF M9 ’

are often designed to repeat a sequence of activities Proof: First observe thatLy(N) has O(q")

in a schedule, returning to the initial state at th :
) . elements, wherg denotes the maximum number

end of such a sequence: we might use the boun o . : )
Qf transitions leaving a state @¥. Thus, sincet is

defined by this (see, for example, [25]). It is aIsB unded, the elements i,(V) can be produced in
relevant where we want a test case of length at mosofI D . :
ynomial time. It only remains to consider each

. . . [6)
k that dlstlngwshes two FSMs or states. Flnall\z in L,(N) and decide whether it is inC(M).
the tester might use such a notion and chooseHa

. owever, by Lemma 3, this can be decided in
suitable value oft based on a trade-off between Pl
) : olynomial time. The result therefore follows. m
cost and effectiveness or start with a small value :
Thus, if there are bounds on the number of ports

of £ and gradually increase it if necessary. In this )
. : . ) .and the length of sequences considered then we
section we define such an implementation relation

- can decideV C* M in polynomial time. However,
and explore the problem of deciding whether tw s -
: e proof of Theorem 7 introduced terms that are
FSMs are related under this.

. . . exponential im andk. It transpires that the problem
First, we introduce some notation. We 160, . .
s NP-hard without such bounds even for DFSMs.
denote the set of global traces that have at ntos

inputs. In addition, for an FSMV we let L, (N) = he proof uses the following.

Definition 8: Given boolean variables, ..., z,
8Directed graph’ is strongly connected if for any two vertices let 017.' T C{f dgnote sets .Of three lllterals, Where
and’ it is possible to find a path from to v’. each literal is either a variable or its negation.
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The three-in-one SAT problem is: does there exiate produced in response to the last input. Clearly
an assignment to the boolean variables such twa do not haver € L(M;). We now prove that

each(C; contains exactly one true literal. o € L(M,) if and only if there is a solution to the
The three-in-one SAT problem is known to béstance of the three-in-one SAT problem. Consider

NP-complete [36]. the problem of deciding whether there existse
The construction of the FSM/, in the following L(M;) such thato’ ~ . Clearly the first input in

proof is similar to one from a proof in [16]. o’ must bez_;. Each inputz, is received once by

Theorem 8:The following problem is NP-hard:the DFSM and these can be received in any order
given k£ and completely specified DFSM¥& and after _,. Thus, for all1 < p < r we do not know
M, do we have thatV C* M? whetherz, will be received before or after, in o'

Proof: We will show that we can reduce thef -, is received before, then an output is sent to all
three-in-one SAT problem to this and suppose thasrts that correspond to clauses that contain literal
we have variables;, ..., 2. and clause§’;, ..., C,.  z,. If z, is received after, then an output is sent
Define a DFSMAM,; with r + ¢ + 2 ports, inputs to all ports that correspond to clauses that contain
21,205,215+, % at ports—1,0,1,...,r and out- literal —z,. Thus there exists’ € L(M;) such that
puts yi,...,yr+q at portsl, ..., r + ¢q. We count ¢’ ~ ¢ if and only if there exists an assignment to
ports from—1 since the roles of inputs at1 and0 the boolean variables,,.. ., z. such that eaclt;
will be different from the roles of the other inputscontains exactly one true literal.

DFSM M, has statess, s, s2,s3 in which s We now construct DFSMsV and M such that
is the initial state. The states represent different C* A/ if and only if o € £(M;). In the following
‘modes’ and we now describe the roles @f and we assume that > 1 and leto; be the global
s9. In states; an input at porp will lead to output trace formed fromv by replacing the prefix_, 2oz
at all ports corresponding to clauses with litetgl by z,2_,2,. Thus,o; ~ 0. We form N from M,

In states, an input at portp will lead to output at py adding a new path that has label. We add
all of the ports corresponding to clauses with litergkate s, such that the input of; in states, leads
—zp. The inputz, moves M, from s; to s;. The to states) (instead ofss;) and no output. From
special input:_, takesM, from states, to states;. s, we add a transition with labet, to another

Overall, inputz, does not produce output anthew states,. We repeat this process, adding new
only changes the state of, if itis in s, in which states, until we have a path from with label
case it takes\/ to s,. Input z_; does not produce »,z,> ;z,23...2,, ending in states.,,. We then
output and only changes the stateldf if it is in  add a transition frons’_ , to s’ , with input z, and
statesg, in which case it taked/; to states;. the outputsy, .1, ..., y.., Finally, we completeV

Forinputz,, 1 < p < r, there are four transitions:py adding a transition ta; with input z, and null

1) Froms; there is a transition that, for all < output from a state, if there is no transition frona’

J <k, sendsy,; to r + j if C; containsz, with inputz,. Clearly, L(N) = L(M;)Upref(c,)I*.
and otherwise sends no outputiter j. The Let o] be defined such that; = 2,0]. We can
transition sends no output to portsl,...,r similarly form an FSM M from M, such that
and does not change state. L(M) = L(M,)Upref({z }I{o1})I*. Since eacH,

2) Froms, there is a transition that, for all < contains only one input we have tht, } I{o}}I*

J <k, sendsy,; tor+j if C; contains—z, and {o,}/" define the same sets of equivalence
and otherwise sends no outputster j. The classes under. Thus, the equivalence classes of
transition sends no output to portsl,...,r pref(o;)I* and pref{z }I{c}})I* under ~ differ
and does not change state. only in the one that contains; and we know that

3) From s, there is a transition to state; that o, ~ o. We therefore have thalv C* M, for

produces no output. k> r+1,if and only if o € £L(M;) and we know

4) From sz there is a transition to statg that that this is the case if and only if the instance of

produces no output. the three-in-one SAT problem has a solution. The

Now consider the global trace that starts with result follows from the three-in-one SAT problem
input sequence_;zyz; ...z.—1 and then has inputbeing NP-hard. [ |
z, producing the outputg,.; ...y, all outputs  The results suggest that it is likely to be feasible
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to decide N C* M if there are only a few portsdistinguishes all elements &, that do not conform
and k£ is not large. For some classes of systertg M, from M. The results in this paper suggest
such as communications protocols, we have orlyat it will not be possible to extend such fault-
two ports. Thus, it likely to be feasible to determinbased techniques to distributed testing. In addition,
conformance and generate test cases to distinguisany techniques for generating tests from a single-
states and FSMs for such systems where the boypwt FSM M use sequences that distinguish states
on sequence length is not too large. of M and, again, it seems unlikely that we will
be able to extend such techniques to distributed
testing. However, the paper also gave a number of
conditions under which conformance is decidable.
There are important classes of systems suchSince it is undecidable whethe¥ =, M we
as cloud systems, communications protocols, wekfined a weaker implementation relatiarf that
services and wireless sensor networks, that intgfly considers input sequences of lengtlor less.
act with their environment at physically distributedhis is particularly relevant in situations in which
ports. In testing such a system we place a local tesjiefs known that input sequences of length greater
at each port and the local tester (or user) at porthan i need not be considered since, for example,
only observes the events that occupatt is known the system must be reset before this limit has been
that this reduced observational power, under whigBached. The tester might also either choose a value
a set of local traces is observed, can introduce gfr i based on an analysis of the cost/benefit trade-
ditional controllability and observability problems.off or potentially start with a small value fdr and
This paper investigated testing from a finite statacrease it if no problems are found. We proved that
machine (FSM) model\/ that is the specificationif we place a bound o and the number of ports
for a system that interacts with its environment ahen we can decide whethat C* M/ in polynomial
physically distributed ports. We considered implaime but otherwise this problem is NP-hard.
mentation relatioriz, that requires the set of local There are several avenues for future work. First,
traces Observed to be COI’lSiStent with a glObal tra@%re iS the prob'em Of f|nd|ng Weaker Conditions
of the specification. We proved that it is undecidablgnder which we can decid® =, M. There is also
whether N’ C, M even if there are only two portsthe problem of extending the results to situation in
and gave conditions under which this is decidabl@hich we can make additional observations such
We also showed that a form of model checking igs refusals, where we observe the system not be-
UndeCidabIe. The reSUItS aISO app|y to |abe”ed tram'g ab'e to accept an input_ The resu'ts regarding
sition systems and input output transition systems:t gyggest that it will be feasible to determine
There are several additional ramifications for te%onformance, and generate test cases to distinguish
ing. One such consequence is that it is undecidall@gtes and FSMs, for some classes of systems.
whether there is a test case that@pableof distin-  For example, in communications protocols normally
guishing two states of an FSM or two FSMs. Thighere are only two ports: decidirig” is likely to be
complements results that show that it is undecidaliigsible if there is a (not too large) bound on the
whether there is a test case thatgisaranteedto |ength of sequences before a disconnect must occur.
distinguish between two states or two FSMs [23}; would be interesting to investigate the practical
While these results appear to be related the progfsundaries for such systems through significant case
used different approaches: the earlier result use@dies. Finally, while we have proved that deciding

results from multi-player games while this paper* js NP-hard it is still open whether it is in NP.
used results regarding multi-tape automata. Many

methods for generating tests from a single-port

FSM use sequences that either distinguish FSMs ACKNOWLEDGEMENTS

or distinguish states. The former is relevant when

we have a fault domairF that contains a finite | would like to thank the anonymous referees
set of FSMs that model possible behaviours of thehose comments led to significant improvements
SUT: when testing from a single-port FSM we in this paper including a number of the proofs
know that it is possible to produce a test suite theecoming shorter and more elegant.

VI. CONCLUSIONS
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