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1.1 Introduction

We consider the basic and mixed transmission problems for scalar second
order elliptic partial differential equations with variable coefficients and using
the localized parametrices reduce the problems to direct segregated boundary-
domain integral equations.

The transmission problems treated in the paper are well investigated in
the research literature by the variational methods, and the corresponding
uniqueness and existence results are well known (see, e.g., [HW08], [LiMa72]).

For the special cases, when the fundamental solution is available, the
Dirichlet and Neumann type boundary value problems were also investigated
by the classical potential method (see [Mir70], [HW08] and the references
therein).

Our goal here is to show that the problems can be equivalently reduced to
some localized boundary-domain integral equations (LBDIEs) and the corre-
sponding localized boundary-domain integral operators (LBDIOs) are invert-
ible, which beside a pure mathematical interest may have also some applica-
tions in numerical analysis for construction of efficient numerical algorithms
(see, e.g., [Mik02], [MN05], [SSA00], [ZZA98], [ZZA99] and the references
therein).

In our case, the localized parametrix is represented as the product of a Levi
function of the differential operator under consideration and an appropriately
chosen localizing function, e.g., a function supported on some neighbourhood
of singularity point of the Levi function. Although the kernels of the corre-
sponding localized potentials do not solve the original PDEs, the localized po-
tentials preserve almost all mapping properties of the usual non-localized ones
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(cf. [CMN09-1, Mik06, CMN11, CMN09-L]). However, some unusual proper-
ties of the localized potentials appear due to the localization of the kernel
functions which have no counterparts in classical potential theory and which
need special consideration and analysis.

By the direct approach based on Green’s representation formula, we reduce
the transmission Dirichlet and mixed type problems to the LBDIE system.
First we establish the equivalence between the original transmission problems
and the corresponding LBDIE systems, which proved to be a quite nontrivial
problem and plays a crucial role in our analysis. Afterwards we investigate
Fredholm properties of the LBDIOs and prove their invertibility in appropriate
function spaces. In this paper we present analysis for a wider classes of the
localizing functions than in [CMN09-L].

1.2 Reduction to localized boundary-domain integral
equations

1.2.1 Formulation of the interface problems

Let Ω and Ω1 be bounded open domains in R3, Ω1 ⊂ Ω and Ω2 := Ω \ Ω1.
We assume that the interface surface Si = ∂Ω1 and the exterior boundary
Se = ∂Ω of the composite body Ω = Ω1 ∪ Ω2 are sufficiently smooth, say
C∞-regular if not otherwise stated. Clearly, ∂Ω2 = Si ∪ Se. Throughout the
paper n(q) = n(q)(x) denotes the unit normal vector to ∂Ωq directed outward
the corresponding domain Ωq. Clearly, n

(1)(x) = −n(2)(x) for x ∈ Si.
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By Hr(Ω′) = Hr
2 (Ω

′) and Hr(S) = Hr
2 (S), r ∈ R, we denote the Bessel

potential spaces on a domain Ω′ and on a closed manifold S without bound-
ary. The subspace of Hr(R3) of functions with compact support is denoted
by Hr

comp(R3). Recall that H0(Ω′) = L2(Ω
′) is a space of square integrable

functions in Ω.
For a smooth sub-manifold M ⊂ S we denote by H̃r(M) the subspace of

Hr(S), H̃r(M) := {g : g ∈ Hr(M), supp g ⊂ M}, while Hr(M) denotes the
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spaces of restrictions on M of functions from Hr(S), Hr(M) := {rMf : f ∈
Hr(S)}, where rM is the restriction operator onto M.

Let us consider the differential operators in the domains Ωq

Aq(x, ∂x)u(x) :=
3∑

k=1

∂xk
[ aq(x) ∂xk

u(x)], q = 1, 2,

where ∂x = (∂1, ∂2, ∂3), ∂k = ∂xk
= ∂/∂xk, k = 1, 2, 3, and

aq ∈ C∞(R3), 0 < c0 ≤ aq(x) ≤ c1 <∞, q = 1, 2 .

Further, for sufficiently smooth functions (from the space H2(Ωq), say) we
introduce the co-normal derivative operator on ∂Ωq, q = 1, 2, in the usual
trace sense:

T±
q (x, ∂x)u(x) :=

3∑
k=1

aq(x)n
(q)
k (x) γ±q [∂xk

u(x)], (1.1)

where x ∈ ∂Ωq and the symbol γ+q and γ−q denote the trace operators on ∂Ωq

from the domain Ω+
q := Ωq and its complement Ω−

q := R3 \Ωq, respectively.
We set

H1, 0(Ω±
q ;Aq) := {u ∈ H1(Ω±

q ) : Aqu ∈ H0(Ω±
q )}, q = 1, 2.

The classical co-normal derivative operators given by (1.1) can be continu-
ously extended to functions from the spacesH1, 0(Ω±

q ;Aq) by the (generalized)

canonical co-normal derivative operators T±
q : H1, 0(Ω±

q ;Aq) → H− 1
2 (∂Ωq)

(cf., for example, [Co88, Lemma 3.2], [McL00, Lemma 4.3]) defined as⟨
T±
q u , w

⟩
∂Ωq

:= ±
∫
Ωq

[
(ℓ±q w)Aqu+ Eq(u, ℓ

±
q w)

]
dx (1.2)

for all w ∈ H
1
2 (∂Ωq). Here ℓ±q are continuous linear extension operators,

ℓ±q : H
1
2 (∂Ωq) → H1(Ω±

q ) which are right inverse to the trace operators γ±q ,
while

Eq(u, v) := aq(x)∇xu · ∇xv, ∇x := (∂1, ∂2, ∂3)
⊤,

and the central dot denotes the scalar product in R3. The symbol ⟨g1, g2⟩∂Ωq

in (1.2) denotes the duality brackets between the spaces H− 1
2 (∂Ωq) and

H
1
2 (∂Ωq), coinciding with

∫
∂Ωq

g1(x) g2(x)dS if g1, g2 ∈ L2(∂Ωq). Below for

these type dualities we will use sometimes the usual integral symbol when this
does not lead to confusion. We will also employ the shorter notations γq ≡ γ+q ,
Tq ≡ T+

q .
Now we formulate the following Dirichlet and mixed type transmission

problems:
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Find functions u1 ∈ H1,0(Ω1;A1) and u2 ∈ H1,0(Ω2;A2) satisfying the
differential equations

Aq(x, ∂x)uq = fq in Ωq, q = 1, 2, (1.3)

the transmission conditions on the interface

γ1u1 − γ2u2 = φ0i on Si, (1.4)

T1u1 + T2u2 = ψ0i on Si, (1.5)

and one of the following conditions on the exterior boundary:
the Dirichlet boundary condition

γ2u2 = φ0e on Se, (1.6)

or the mixed type boundary conditions

γ2u2 = φ
(M)
0e on SeD, (1.7)

T2u2 = ψ
(M)
0e on SeN , (1.8)

where SeD and SeN are smooth disjoint sub-manifolds of Se: Se = SeD ∪ SeN

and SeD ∩ SeN = ∅.
We will refer to these boundary transmission problems as (TD) and (TM)

problems, respectively.
For the data in the above formulated problems we assume

φ0i ∈ H
1
2 (Si), ψ0i ∈ H− 1

2 (Si), φ0e ∈ H
1
2 (Se), ψ0e ∈ H− 1

2 (Se),

φ
(M)
0e ∈ H

1
2 (SeD), ψ

(M)
0e ∈ H− 1

2 (SeN ), fq ∈ H0(Ωq), q = 1, 2.

The equations (1.3) are understood in the distributional sense, the Dirichlet
type boundary and transmission conditions are understood in the usual trace
sense, while the Neumann type conditions for the co-normal derivatives are
understood in the sense of the canonical co-normal derivatives defined by
(1.2).

We recall that the normal vectors n(1) and n(2) in the definitions of the
co-normal derivatives T1u and T2u on Si have opposite directions.

As we have mentioned in the introduction, all the above formulated trans-
mission problems are well investigated in the literature by the variational
methods and the corresponding uniqueness and existence results are well
known (see, e.g., [LiMa72]). Our goal here is to show that the problems can
be equivalently reduced to some LBDIEs and to investigate the Fredholm and
invertibility properties of the corresponding LBDIOs.

1.2.2 Properties of localized potentials

It is well known that the function
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Pq1(x, y) = − 1

4π aq(y) |x− y|

is a Levi function for the operator Aq(x, ∂x) (cf. [CMN09-1]).
Now we introduce the localized parametrix (localized Levi function) for the

operator Aq,

Pq(x, y) ≡ Pqχ(x, y) := χ(x− y)Pq1(x, y), q = 1, 2,

where χ is a localizing function (see Appendix A)

χ(x) = χ̆( |x| ), χ ∈ Xk
1∗, k ≥ 3.

One can easily check the following relation [CMN09-L],

Aq(x, ∂x)Pq(x, y) = δ(x− y) +Rq(x, y), q = 1, 2,

where δ(·) is the Dirac distribution and

Rq(x, y) = Rq χ(x, y) = − 1
4π aq(y)

3∑
j=1

{
− ∂

∂yj

[
∂aq(x)
∂xj

χ(x−y)
|x−y|

+aq(x)
∂χ(x−y)

∂xj

1
|x−y|

]
+ aq(x)

∂χ(x−y)
∂xj

∂
∂xj

1
|x−y|

}
.

The function Rq(x, y) possesses a weak singularity of type O(|x − y|−2) as
x→ y if χ is smooth enough, e.g., if χ ∈ X2.

Let us introduce the localized volume potentials for y ∈ R3,

Pq f(y) :=

∫
Ωq

Pq(x, y) f(x) dx, (1.9)

Rq f(y) :=

∫
Ωq

Rq(x, y) f(x) dx,

and the surface potentials for y ∈ R3\S,

V (q)
S

g(y) := −
∫
S

Pq(x, y) g(x) dSx,

W (q)
S

g(y) := −
∫
S

[
Tq(x, ∂x)Pq(x, y)

]
g(x) dSx,

based on the localized parametrices Pq. Here S ∈ {Si, Se, ∂Ω2}. Note that
for the layer potentials we will drop the subindex S when S = ∂Ωq, i.e.,

V (q) := V
(q)
∂Ωq

, W (q) :=W
(q)
∂Ωq

. If the domain of integration in (1.9) is replaced

with the whole space Ωq = R3 , we employ the notation Pq f = Pq f .
Let us also define the corresponding boundary operators generated by the

direct values of the localized single and double layer potentials and their co-
normal derivatives for y ∈ S
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V(q)
S
g(y) := −

∫
S

Pq(x, y) g(x) dSx, (1.10)

W(q)
S
g(y) := −

∫
S

[
Tq(x, ∂x)Pq(x, y)

]
g(x) dSx, (1.11)

W ′ (q)
S

g(y) := −
∫
S

[
Tq(y, ∂y)Pq(x, y)

]
g(x) dSx, (1.12)

L±(q)
S

g(y) := r
S
T±
q (y, ∂y)W

(q)
S
g(y). (1.13)

For the pseudodifferential operator (1.13), we employ also the notation L(q)
S

:=

L+(q)
S

. Note that the kernel functions of the operators (1.11) and (1.12) are
at most weakly singular if the localizing function χ ∈ X2 and the surface S
is C1,β smooth with β > 0. Mapping properties of the operators (1.9)–(1.13)
are studied in [CMN09-L].

Further on we assume that the following relation holds on the interface,

a2(x) = κ a1(x) for x ∈ Si, κ = const > 0. (1.14)

Finally, we present some auxiliary propositions which play a crucial role
in our analysis and which can be proved by extending the arguments similar
to those applied in the proof of Lemmas 6.3 and 6.4 in [CMN09-L] from the
case χ ∈ X3

1+ to the case χ ∈ X3
1∗.

Lemma 1. Let χ ∈ X3
1∗ and condition (1.14) hold. Further let Gq ∈ H0(Ωq),

g1 ∈ H− 1
2 (Si), g2 ∈ H

1
2 (Si), ge ∈ H− 1

2 (Se) and

V (1)
Si

(g1) +W (1)
Si

(g2) + P1(G1) = 0 in Ω1,

V (2)
Si

(g1)−W (2)
Si

(g2)+V
(2)
Se

(ge)+P2(G2)=0 in Ω2.

Then Gq = 0 in Ωq, q = 1, 2, g1 = 0, g2 = 0 on Si, and ge = 0 on Se.

Lemma 2. Let χ ∈ X3
1∗ and condition (1.14) hold. Further let Gq ∈ H0(Ωq),

g1 ∈ H− 1
2 (Si), g2 ∈ H

1
2 (Si), geD ∈ H̃− 1

2 (SeD), geN ∈ H̃
1
2 (SeN ), and

V (1)
Si

(g1) +W (1)
Si

(g2) + P1(G1) = 0 in Ω1,

V (2)
Si

(g1)−W (2)
Si

(g2) + V (2)
Se

(geD) +W (2)
Se

(geN ) + P2(G2) = 0 in Ω2.

Then Gq = 0 in Ωq, q = 1, 2, g1 = 0 and g2 = 0 on Si, geD = 0 and geN = 0
on Se.

1.2.3 Basic LBDIE relations

Second Green’s identity holds for the operatorAq(x, ∂x) and u, v ∈ H1, 0(Ωq;Aq),
see, e.g., [Co88, Lemma 3.2], [McL00, Lemma 4.3],∫

Ωq

[v Aq u− uAq v] dx=

∫
∂Ωq

[(γqv)Tqu− (γqu)Tqv] dS, q = 1, 2.
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By the standard limiting procedure near the singular point of the parametrix
(see, e.g., [Mir70]), we obtain the following parametrix-based third Green’s
identity for arbitrary u = uq ∈ H1, 0(Ωq;Aq),

uq +Rquq − V (q)Tquq +W (q)γquq = PqAquq in Ωq. (1.15)

Recall that for layer potentials we drop the subindex S when S = ∂Ωq.
Taking in mind the properties of the localized potentials exposed in Appendix
B, for the trace and co-normal derivative of (1.15) we get

1

2
γquq+γqRquq−V(q)Tquq+W(q)γquq=γqPqAquq on ∂Ωq, (1.16)

1

2
Tquq+TqRquq−W ′ (q)Tquq+L(q)γquq=TqPqAquq on ∂Ωq. (1.17)

With the help of these relations one can construct various types of LBDIE
systems for the above formulated transmission BVPs.

1.3 LBDIES for the transmission Dirichlet problem

Let a pair (u1, u2) ∈ H1, 0(Ω1;A1)×H1, 0(Ω2;A2) be a solution to the trans-
mission Dirichlet problem (1.3)-(1.6), i.e., Problem (TD). Assume that the
problem right hand sides satisfy the imbeddings

φ0i ∈ H
1
2 (Si), ψ0i ∈ H− 1

2 (Si), φ0e ∈ H
1
2 (Se), fq ∈ H0(Ωq). (1.18)

Let us introduce the following combinations of the unknown functions

ψi =
1

2
rSi

(T1u1 − T2u2), φi =
1

2
rSi

(γ1u1 + γ2u2), ψe = rSe
T2u2. (1.19)

Then evidently ψi ∈ H− 1
2 (Si), φi ∈ H

1
2 (Si), ψe ∈ H− 1

2 (Se).
Let us introduce the five-vector function (column matrix function)

U (TD) := (u1, u2, ψi, φi, ψe)
⊤ ∈ H(TD), (1.20)

where

H(TD) := H1, 0(Ω1;A1)×H1, 0(Ω2;A2)×H− 1
2 (Si)×H

1
2 (Si)×H− 1

2 (Se),
(1.21)

and consider formally the components of U (TD) as unrelated to each other
(i.e., segregated).

Further, let us employ the third Green identities (1.15) in Ω1 and Ω2,
difference of their traces (1.16) and sum of their co-normal derivatives (1.17)
on Si, and also the trace (1.16) on Se. Then after substituting transmission and
boundary conditions (1.4)-(1.6) and notations (1.19) we arrive at the following
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system of direct segregated LBDIEs for the components of the vector function
U (TD) = (u1, u2, ψi, φi, ψe)

⊤,

u1 +R1u1 − V (1)
Si
ψi +W (1)

Si
φi = F

(TD)
1 in Ω1, (1.22)

u2 +R2u2 + V (2)
Si
ψi +W (2)

Si
φi − V (2)

Se
ψe = F

(TD)
2 in Ω2, (1.23)

γ1R1u1 − γ2R2u2 − (V(1)
Si

+ V(2)
Si

)ψi + (W(1)
Si

−W(2)
Si

)φi + γ2V
(2)
Se
ψe

= γ1F
(TD)
1 − γ2F

(TD)
2 − φ0i on Si, (1.24)

T1R1u1 + T2R2u2 − (W ′ (1)
Si

−W ′ (2)
Si

)ψi + (L(1)
Si

+ L(2)
Si

)φi − T2V
(2)
Se
ψe

= T1F
(TD)
1 + T2F

(TD)
2 − ψ0i on Si, (1.25)

γ2R2u2+γ2V
(2)
Si
ψi+γ2W

(2)
Si
φi−V(2)

Se
ψe=γ2F

(TD)
2 −φ0e on Se, (1.26)

where

F
(TD)
1 = P1f1 +

1

2
V (1)

Si
ψ0i −

1

2
W (1)

Si
φ0i,

F
(TD)
2 = P2f2 +

1

2
V (2)

Si
ψ0i +

1

2
W (2)

Si
φ0i −W (2)

Se
φ0e.

If we introduce the notation

K(TD) = [K(TD)
kj ]5×5 :=

I + rΩ1
R1 0 −rΩ1

V (1)
Si

rΩ1
W (1)

Si
0

0 I + rΩ2
R2 rΩ2

V (2)
Si

rΩ2
W (2)

Si
−rΩ2

V (2)
Se

r
Si
γ1R1 −r

Si
γ2R2 −V(1)

Si
− V(2)

Si
W(1)

Si
−W(2)

Si
r
Si
γ2V

(2)
Se

r
Si
T1R1 r

Si
T2R2 −W ′ (1)

Si
+W ′ (2)

Si
L(1)

Si
+ L(2)

Si
−r

Si
T2V

(2)
Se

0 r
Se
γ2R2 r

Se
γ2V

(2)
Si

r
Se
γ2W

(2)
Si

−V(2)
Se


,

the LBDIEs system (1.22)-(1.26) can be rewritten as

K(TD)U (TD) = F (TD), (1.27)

where U (TD) ∈ H(TD) is the unknown vector, while F (TD) ∈ F(TD) is the
known vector generated by the right hand side functions in (1.22)-(1.26) and

F(TD) := H1, 0(Ω1;A1)×H1, 0(Ω2;A2)×H
1
2 (Si)×H− 1

2 (Si)×H
1
2 (Se).

There holds the following equivalence theorem.

Theorem 1. Let conditions (1.18) hold and χ ∈ X3
1∗.

(i) If a pair (u1, u2) ∈ H1, 0(Ω1;A1) × H1, 0(Ω2;A2) solves the Problem
(TD), then the five-vector U (TD) ∈ H(TD) given by (1.20), where ψi, φi and
ψe are defined by (1.19), solves LBDIEs system (1.22)-(1.26).
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(ii) Vice versa, if a five-vector U (TD) ∈ H(TD) solves LBDIEs system
(1.22)-(1.26) and condition (1.14) holds, then (u1, u2) ∈ H1, 0(Ω1;A1) ×
H1, 0(Ω2;A2) solves Problem (TD) and relations (1.19) hold.

Proof. Claim (i) immediately follows from the deduction of (1.22)-(1.26).
Now, let a five-vector U (TD) ∈ H(TD) solve LBDIEs system (1.22)-(1.26).
Subtracting from equation (1.24) the trace γ1 of equation (1.22) and adding
the trace γ2 of equation (1.23), we prove (1.4). Similarly, subtracting from
equation (1.25) the co-normal derivative T1 of equation (1.22) and the co-
normal derivative T2 of equation (1.23), we prove (1.5). At last, subtracting
from equation (1.26) the trace γ2 of equation (1.23), we prove (1.6). That is,
the transmission conditions on Si and the Dirichlet boundary condition on Se

are fulfilled.
It remains to show that uq solves the differential equations (1.3) and that

the conditions (1.19) hold true. Due to the embedding U (TD) ∈ H(TD), the
third Green identities (1.15) hold. Comparing these identities with the first two
equations of the LBDIEs system, (1.22) and (1.23), and taking into account
transmission conditions (1.4)-(1.5) and the Dirichlet boundary condition (1.6),
already satisfied, we arrive at the relations

V (1)
Si

(1
2
[T1u1 − T2u2]− ψi

)
+W (1)

Si

(
φi −

1

2
[γ1u1 + γ2u2]

)
= P1(f1 −A1u1) in Ω1,

V (2)
Si

(1
2
[T1u1 − T2u2]− ψi

)
−W (2)

Si

(
φi −

1

2
[γ1u1 + γ2u2]

)
+ V (2)

Se
(ψe − T2u2) = P2(A2u2−f2) in Ω2.

Whence by Lemma 1 we conclude that conditions (1.19) are satisfied and

A1u1 − f1 = 0 in Ω1, A2u2 − f2 = 0 in Ω2.

This completes the proof. 2

Due to this equivalence theorem we conclude that the LBDIE system
(1.22)-(1.26) with the special right hand side which belongs to the space F(TD)

is uniquely solvable in the space H(TD) defined by (1.21). In particular, the
corresponding homogeneous LBDIEs system possesses only the trivial solu-
tion. By the way, one can easily check that the right hand side expressions
in LBDIEs system (1.22)-(1.26) vanish if fq = 0 in Ωq, q = 1, 2, φ0i = 0 and
ψ0i=0 on Si, and φ0e = 0 on Se.

Our next aim is to establish the invertibility of the matrix operator gen-
erated by the left hand side expressions in the LBDIEs system (1.22)-(1.26)
both in already introduced and in wider function spaces.

Let us introduce the notations

X(TD) := H1(Ω1)×H1(Ω2)×H− 1
2 (Si)×H

1
2 (Si)×H− 1

2 (Se) ,

Y(TD) := H1(Ω1)×H1(Ω2)×H
1
2 (Si)×H− 1

2 (Si)×H
1
2 (Se) .
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Evidently H(TD) ⊂ X(TD) and F(TD) ⊂ Y(TD).
Due to Theorems 6 and 7 in Appendix B the following operators are

bounded if χ ∈ X3,

K(TD) : H(TD) → F(TD) (1.28)

: X(TD) → Y(TD). (1.29)

Theorem 2. Let χ ∈ X3
1∗ and condition (1.14) hold. Then the operators

(1.28) and (1.29) are invertible.

Proof. We can easily see that the upper triangular matrix operator

K(TD)
0 :=



I 0 −r
Ω1
V (1)

Si
r
Ω1
W (1)

Si
0

0 I r
Ω2
V (2)

Si
r
Ω2
W (2)

Si
−r

Ω2
V (2)

Se

0 0 −V(1)
Si

− V(2)
Si

W(1)
Si

−W(2)
Si

rSi
γ2V

(2)
Se

0 0 0 L(1)
Si

+ L(2)
Si

−rSi
T2V

(2)
Se

0 0 0 0 −V(2)
Se


(1.30)

possesses the same mapping properties as the operator K(TD),

K(TD)
0 : X(TD) → Y(TD) , (1.31)

and by Lemma 4 in Appendix B the operator (1.31) is a compact perturbation
of the operator (1.29).

For q = 1, 2, the operators V(q)
S

: H− 1
2 (S) → H

1
2 (S) are strongly el-

liptic pseudodifferential operators of order −1 with strictly positive princi-
pal homogenous symbols [ 2 aq(y) |ξ′| ]−1 for ξ′ ∈ R2 \ {0} and y ∈ S, while

L(q)
S

: H
1
2 (S) → H− 1

2 (S) are strongly elliptic pseudodifferential operators of
order 1 with strictly negative principal homogenous symbols −1

2 aq(y) |ξ
′| for

ξ′ ∈ R2 \ {0} and y ∈ S. Therefore by standard arguments it can be shown
that the operators in the main diagonal in (1.30) are Fredholm of zero index
in the corresponding function spaces. Therefore the operator (1.29) is also
Fredholm with zero index.

It remains to show that the null space of the operator (1.29) is trivial. We
proceed as follows. Let U ∈ X(TD) be a solution to the homogeneous system
K(TD)U = 0. Then the first two equations of the system imply that U ∈ H(TD)

due Theorems 6 and 7, and by the equivalence Theorem 1 we conclude U = 0.
Thus the kernel of the operator (1.29) is trivial and consequently (1.29) is
invertible.

To prove invertibility of operator (1.28), we remark that for any F (TD) ∈
F(TD) a unique solution U ∈ X(TD) of equation (1.27) is delivered by the
inverse to the operator (1.29). On the other hand, since F (TD) ∈ F(TD), the
first two lines of the matrix operator K(TD) imply that in fact U ∈ H(TD) and
the mapping F(TD) → H(TD) delivered by the inverse to the operator (1.29)
is continuous, i.e., this operator is inverse to operator (1.28). 2
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1.4 The transmission mixed problem (TM)

Let us consider the mixed type transmission problem (1.3), (1.4), (1.5), (1.7),
(1.8), with the right hand sides

φ0i ∈ H
1
2 (Si), ψ0i ∈ H− 1

2 (Si),

φ
(M)
0e ∈ H

1
2 (SeD), ψ

(M)
0e ∈ H− 1

2 (SeN ), fq ∈ H0(Ωq), q = 1, 2.
(1.32)

Let us denote by Φ0e ∈ H
1
2 (Se) and Ψ0e ∈ H− 1

2 (Se) some fixed extensions of

the boundary functions φ
(M)
0e and ψ

(M)
0e from SeD and SeN , respectively, onto

the whole surface Se, preserving the space. Then rSeD
Φ0e = φ

(M)
0e , rSeN

Ψ0e =

ψ
(M)
0e .
Similar to (1.19) for the Problem (TD), let us introduce the following

combinations of the unknown boundary functions

ψi =
1

2
(T1u1 − T2u2) ∈ H− 1

2 (Si), φi =
1

2
(γ1u1 + γ2u2) ∈ H

1
2 (Si),

ψe = T2u2 − Ψ0e ∈ H̃− 1
2 (SeD), φe = γ2u2 − Φ0e ∈ H̃

1
2 (SeN ).

(1.33)

Further, let us set

U (TM) :=(u1, u2, ψi, φi, ψe, φe)
⊤ ∈ H(TM), (1.34)

H(TM) :=H1, 0(Ω1;A1)×H1, 0(Ω2;A2)×H− 1
2 (Si)×H

1
2 (Si)

× H̃− 1
2 (SeD)× H̃

1
2 (SeN ),

and we consider again the components of the vector U (TM) as formally unre-
lated.

Let us employ the third Green identities (1.15) in Ω1 and Ω2, difference
of their traces (1.16) and sum of their co-normal derivatives (1.17) on Si,
and also the trace (1.16) on SeD and the co-normal derivative (1.17) on SeN .
Then after substituting transmission conditions (1.4)-(1.5) and mixed bound-
ary conditions (1.7)-(1.8) we arrive at the following system of direct segregated
LBDIEs for the components of the vector U (TM),

u1 +R1u1 − V (1)
Si
ψi +W (1)

Si
φi = F

(TM)
1 in Ω1, (1.35)

u2+R2u2+V
(2)
Si
ψi+W

(2)
Si
φi−V (2)

Se
ψe+W

(2)
Se
φe = F

(TM)
2 in Ω2, (1.36)

γ1R1u1 − γ2R2u2 − (V(1)
Si

+ V(2)
Si

)ψi + (W(1)
Si

−W(2)
Si

)φi

+γ2V
(2)
Se
ψe−γ2W (2)

Se
φe=γ1F

(TM)
1 −γ2F (TM)

2 −φ0i on Si, (1.37)

T1R1u1 + T2R2u2 − (W ′ (1)
Si

−W ′ (2)
Si

)ψi + (L(1)
Si

+ L(2)
Si

)φi

−T2V (2)
Se
ψe + T2W

(2)
Se
φe =T1F

(TM)
1 +T2F

(TM)
2 −ψ0i on Si, (1.38)
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γ2R2u2+γ2V
(2)
Si
ψi+γ2W

(2)
Si
φi−V(2)

Se
ψe +W(2)

Se
φe

= γ2F
(TM)
2 − φ0e on SeD, (1.39)

T2R2u2+T2V
(2)
Si
ψi+T2W

(2)
Si
φi−W ′ (2)

Se
ψe +L(2)

Se
φe

= T2F
(TM)
2 − ψ0e on SeN , (1.40)

where

F
(TM)
1 =P1f1 +

1

2
V (1)

Si
ψ0i −

1

2
W (1)

Si
φ0i, (1.41)

F
(TM)
2 =P2f2+

1

2
V (2)

Si
ψ0i+

1

2
W (2)

Si
φ0i+V

(2)
Se
Ψ0e−W (2)

Se
Φ0e. (1.42)

As in the case of the problem (TD), we have here the following equivalence
theorem.

Theorem 3. Let χ ∈ X3
1∗ and conditions (1.32) hold. Further, let Φ0e ∈

H
1
2 (Se) and Ψ0e ∈ H− 1

2 (Se) be some fixed extensions of the boundary func-

tions φ
(M)
0e and ψ

(M)
0e from SeD and SeN , respectively, onto the whole surface

Se.
(i) If a pair (u1, u2) ∈ H1, 0(Ω1;A1)×H1, 0(Ω2;A2) solves the transmission

mixed problem (TM), then the six-vector U (TM) ∈ H(TM) given by (1.34),
where ψi, φi, ψe and φe are defined by (1.33), solves the LBDIEs system
(1.35)-(1.42).

(ii) Vice versa, if a six-vector U (TM) ∈ H(TM) solves the LBDIEs sys-
tem (1.35)-(1.42) and condition (1.14) holds, then the pair (u1, u2) solves the
Problem (TM) and the relations (1.33) hold.

Proof. The claim (i) immediately follows from the deduction of (1.35)-(1.42).
Now, let a six-vector U (TM) solve the LBDIEs system (1.35)-(1.42). Sub-

tracting from equation (1.37) the trace γ1 of equation (1.35) and adding the
trace γ2 of equation (1.36), we prove (1.4). Similarly, subtracting from equa-
tion (1.38) the co-normal derivative T1 of equation (1.35) and the co-normal
derivative T2 of equation (1.36), we prove (1.5). Subtracting from equation
(1.39) the trace γ2 of equation (1.36), we prove (1.7). Similarly, subtracting
from equation (1.40) the co-normal derivative T2 of equation (1.36), we prove
(1.8). That is, the transmission conditions on Si and the mixed boundary
conditions on Se are fulfilled.

It remains to show that the equations (1.3) and the relations (1.33) hold
true. Due to the embedding U (TM) ∈ H(TM), the third Green identities (1.15)
hold. Comparing these identities with the first two equations of the LBDIEs
system, (1.35) and (1.36), and taking into account transmission conditions
(1.4)-(1.5) and mixed boundary conditions (1.7)-(1.8), already satisfied, we
arrive at the relations
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V (1)
Si

(1
2
[T1u1 − T2u2]− ψi

)
+W (1)

Si

(
φi −

1

2
[γ1u1 + γ2u2]

)
= P1(f1 −A1u1) in Ω1,

V (2)
Si

(1
2
[T1u1 − T2u2]− ψi

)
−W (2)

Si

(
φi −

1

2
[γ1u1 + γ2u2]

)
+ V (2)

Se
(−T2u2 + ψe + Ψ0e) +W (2)

Se
(γ2u2 − φe − Φ0e)

= P2(A2u2−f2) in Ω2.

Whence by Lemma 2 we conclude that (1.3) and (1.33) are satisfied. 2

Denote by K(TM) = [K(TM)
kj ]6×6 the localized boundary-domain 6 × 6

matrix integral operator generated by the left hand side expression in (1.35)-
(1.40) and set

F(TM) := H1, 0(Ω1;A1)×H1, 0(Ω2;A2)×H
1
2 (Si)×H− 1

2 (Si)

×H
1
2 (SeD)×H− 1

2 (SeN ) . (1.43)

Then the LBDIEs system (1.35)-(1.40) is written in matrix form as

K(TM) U (TM) = F (TM), (1.44)

where U (TM) is the unknown six-vector function (1.34), while F (TM) ∈ F(TM)

is the known vector function compiled by the right hand side functions in
(1.35)-(1.40).

From Theorem 3 it follows that the LBDIEs system (1.35)-(1.40), i.e.,
equation (1.44), is uniquely solvable in the space H(TM) for the special right
hand side vector-function, which belongs to the space F(TM) defined by (1.43).
One can easily check that the right hand side expressions in LBDIEs system
(1.35)-(1.40) vanish if fq = 0 in Ωq, q = 1, 2, f1 = 0 and ψ0i = 0 on Si,
Φ0e = 0 and Ψ0e = 0 on Se.

Now we establish that actually the operator given by the left hand side of
equation (1.44) is continuously invertible as an operator both in the function
spaces already introduced and in wider function spaces. To this end let us
consider the operators

K(TM) : H(TM) → F(TM), (1.45)

: X(TM) → Y(TM), (1.46)

where

X(TM) :=H1(Ω1)×H1(Ω2)×H− 1
2 (Si)×H

1
2 (Si)×H̃− 1

2 (SeD)×H̃ 1
2 (SeN ) ,

Y(TM) :=H1(Ω1)×H1(Ω2)×H
1
2 (Si)×H− 1

2 (Si)×H
1
2 (SeD)×H− 1

2 (SeN ) .

As follows from the mapping properties of the potentials (see Theorems 6 and
7), operators (1.45) and (1.46) are bounded.



14 O.Chkadua, S.E. Mikhailov, and D. Natroshvili

Let us show that operator (1.46) is Fredholm with zero index and thus
(1.46) and consequently (1.45) are invertible.

Consider the upper triangular operator

K(TM)
0 :=



I 0 −r
Ω1
V (1)

Si
r
Ω1
W (1)

Si
0 0

0 I rΩ2
V (2)

Si
rΩ2

W (2)
Si

−rΩ2
V (2)

Se
rΩ2

W (2)
Se

0 0 −V(1)
Si

−V(2)
Si

W(1)
Si

−W(2)
Si

rSi
γ2V

(2)
Se

−rSi
γ2W

(2)
Se

0 0 0 L(1)
Si
+L(2)

Si
−r

Si
T2V

(2)
Se

r
Si
T2W

(2)
Se

0 0 0 0 −r
SeD

V(2)
Se

r
SeD

W(2)
Se

0 0 0 0 0 r
SeN

L(2)
Se


It is easy to see that, on the one hand, the operator

K(TM)
0 : X(TM) → Y(TM), (1.47)

is bounded, while due to Lemma 4,

K(TM) −K(TM)
0 : X(TM) → Y(TM)

is a compact operator.
On the other hand, as it has been mentioned above, in the proof of Theo-

rem 2, the third and forth operators in the main diagonal

−[V(1)
Si

+ V(2)
Si

] : H− 1
2 (Si) → H

1
2 (Si) ,

L(1)
Si

+ L(2)
Si

: H
1
2 (Si) → H− 1

2 (Si) ,

are Fredholm with zero index.
Moreover, applying the results of the theory of strongly elliptic pseudodif-

ferential equations on manifolds with boundary (see, e.g., [BCN09, Theorem
3.5], [CMN09-1, Lemma 3.4]), we conclude that the last two operators on the
main diagonal,

r
SeD

V(2)
Se

: H̃− 1
2 (SeD) → H

1
2 (SeD) ,

r
SeN

L(2)
Se

: H̃
1
2 (SeN ) → H− 1

2 (SeN ) ,

are also Fredholm operators with zero index.
Therefore, (1.47) and consequently (1.46) is a Fredholm operator with zero

index. It remains to show that the null space of operator (1.46) is trivial. Let
U ∈ X(TM) be a solution to the homogeneous equation K(TM)U = 0. Then due
to the first two lines of the matrix equation and mapping properties (1.52),
(1.53) and (1.54) we see that U ∈ H(TM) and by the equivalence Theorem 3
we conclude U = 0 due to the uniqueness theorem for the problem (TM) in
the space H(TM). Thus the operator (1.46) is invertible.
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To prove the invertibility of operator (1.45), we note that for any F (TM) ∈
F(TM) a unique solution U ∈ X(TM) of equation (1.44) is delivered by the
inverse to the operator (1.46). On the other hand, since F (TM) ∈ F(TM), the
first two lines of the matrix operator K(TM) imply that in fact U ∈ H(TM) and
the mapping F(TM) → H(TM) delivered by the inverse to the operator (1.46)
is continuous, i.e., this operator gives inverse to operator (1.45) as well.

Now we can summarize the results obtained above in the following theo-
rem.

Theorem 4. Let χ ∈ X3
1∗ and condition (1.14) hold. Then the operators

(1.45) and (1.46) are invertible.

1.5 Appendix A: Classes of localizing functions

Let us introduce the classes for localizing functions (cf. [CMN09-L]).

Definition 1. (i) We say χ ∈ Xk for integer k ≥ 0 if χ(x) = χ̆(|x|), χ̆ ∈
W k

1 (0,∞), ϱ χ̆(ϱ) ∈ L1(0,∞).
(ii) We say χ ∈ Xk

∗ for k ≥ 1 if χ ∈ Xk, χ(0) = 1 and

σχ(ω) :=
1

ω
χ̂s(ω) > 0 for a.e. ω ∈ R, (1.48)

where χ̂s(ω) denotes the sine-transform of χ̆: χ̂s(ω) :=
∫∞
0
χ̆ (ϱ) sin(ϱω) dϱ.

(iii) We say χ ∈ Xk
1∗ for k ≥ 1 if χ ∈ Xk

∗ and ω χ̂s(ω) ≤ 1 ∀ ω ∈ R.

Note that if χ̆ ∈ W k(0,∞), k ≥ 1, then χ̆ is continuous due to the Sobolev
embedding theorem, and χ(0) = χ̆(0) is well defined by continuity of χ̆. Ev-
idently, we have the following imbeddings: Xk1 ⊂ Xk2 , Xk1

∗ ⊂ Xk2
∗ , and

Xk1
1∗ ⊂ Xk2

1∗ for k1 > k2. Since the inequality in (1.48) is to be satisfied only
almost everywhere, the classes Xk

∗ , X
k
1∗ are wider than their corresponding

counterparts Xk
+, X

k
1+ from [CMN09-L].

Some examples of the functions χ from these classes are presented in
[CMN09-L].

The class Xk
∗ is defined in terms of the sine-transform. The following

lemma implied by [CMN09-L, Lemma 3.2] gives an easily verifiable sufficient
condition for non-negative non-increasing functions to belong to the class
Xk

∗ ⊃ Xk
+.

Lemma 3. If χ ∈ Xk, k ≥ 1, χ̆(0) = 1, χ̆(ϱ) ≥ 0 for all ϱ ∈ (0,∞), and χ̆ is
a non-increasing function on [0,+∞), then χ ∈ Xk

∗ .

1.6 Appendix B: Properties of localized potentials

Here we collect some assertions describing the properties of the localized po-
tentials following from [CMN09-1, CMN09-L].
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Theorem 5. The following operators are continuous

Pq : H̃s(Ωq) → Hs+2(Ωq), s ∈ R, χ ∈ X1, (1.49)

Pq : Hs(Ωq) → Hs+2(Ωq), −1

2
< s < k − 1

2
, χ ∈ Xk, k = 1, 2, 3. (1.50)

Continuity of (1.49) is given by [CMN09-L, Theorem 5.4] while (1.50) can be
proved using [CMN09-L, Lemma 5.9] and [CMN09-1, Theorem 3.8].

Theorem 6. The following operators are continuous

Rq : H̃s(Ωq) → Hs+1(Ωq), s ∈ R, χ ∈ X2, (1.51)

Rq : Hs(Ωq) → Ht(Ωq), −1

2
< s < k − 1

2
,

t < k − 1

2
, t ≤ s+ 1, χ ∈ Xk, k = 2, 3. (1.52)

Continuity of (1.51) is given by [CMN09-L, Theorem 5.4] while (1.52) can be
proved using the continuity of operator (1.50) above along with relation (3.28)
and Lemma 5.3 from [CMN09-L].

Theorem 6 implies the following statement.

Lemma 4. The operators

Rq : H1(Ωq) → Ht(Ωq), t < 3/2, χ ∈ X2,

γqRq : H1(Ωq) → Ht− 1
2 (∂Ωq), t < 3/2, χ ∈ X2,

TqRq : H1(Ωq) → Ht− 3
2 (∂Ωq), t < 2, χ ∈ X3

are compact.

Theorem 7. The following localized operators are continuous

V (q)
S

: H− 1
2 (S) → H1, 0(Ω±

q ;Aq), χ ∈ X2 , (1.53)

W (q)
S

: H
1
2 (S) → H1, 0(Ω±

q ;Aq), χ ∈ X3 , (1.54)

V(q)
S

: H− 1
2 (S) → H

1
2 (S), χ ∈ X1 , (1.55)

W ′(q)
S

: H− 1
2 (S) → H− 1

2 (S), χ ∈ X2 , (1.56)

W(q)
S

: H
1
2 (S) → H

1
2 (S), χ ∈ X2 , (1.57)

L±(q)
S

: H
1
2 (S) → H− 1

2 (S) χ ∈ X3 , (1.58)

where Ω+
q := Ωq, Ω

−
q := R3\Ω̄q.

Theorem 7 follows from [CMN09-L, Theorems 5.10, 5.14].
The following jump properties are given by [CMN09-L, Theorem 5.13].
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Theorem 8. Let g ∈ H− 1
2 (S) and h ∈ H

1
2 (S). Then

γ+q V
(q)
S

g = γ−q V
(q)
S

g = V(q)
S

g, χ ∈ X1 ,

T±
q V

(q)
S

g = ± 1

2
g +W ′ (q)

S
g, χ ∈ X2 ,

γ±q W
(q)
S

h = ∓ 1

2
h+W(q)

S
h, χ ∈ X2 ,

T+
q W

(q)
S
h− T−

q W
(q)
S
h ≡ L+(q)

S
h− L−(q)

S
h = h

∂aq
∂n(q)

, χ ∈ X3.
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