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ABSTRACT

There has been an increasing interest in Semantic Web services (SWS) as a
proposed solution to facilitate automatic discoyeympositionand deployment

of existing syractic Web servicesSuccessful implementation amdder adoption

of SWS by research and industry are, however, profoundly based on the existence
of effective and easy to use methods feervice semantic description
Unfortunately, Web service semantic annotation is currently performed by manual
means Manual annotation is difficult, errorprone and time&onsuming taskand

few approaches exist aiming to sesmitomatethat task. Existing approaches are
difficult to use since they require ontology building. Moreover, these approaches
employ ineffective mahing methods and suffer from theow Percentage
Problem.The latter problenhappens whea small number o$ervice elements

in comparison to the total number of eleménése annotated in a given service

This research addresses M&eb services anmation problemby developinga
semtautomatic annotation approach trediows SWS developers to effectively
and easily annotate their syntactic servicEse proposed approach does not
require application ontologies tmodel service semantics. $tead, a tandard
query template is used: This templadilled with data and semantics extracted
from WSDL filesin order to produce query instanc&se input of the annotation
approach is the WSDL file of a candidate service and a set of ontologies. The
outputis an annotated WSDL file. The proposed approach is composed of five
phases: (1Concept extraction{2) concepffiltering and quenyfilling; (3) query
execution; (4) results assessmereind (5) SAWSDL annotationThe query
execution engine makes use ohmebased and structural matching techniques.
The namebased matching isarried outby CN-Match which is anovel matching
method and tool that is developed and evaluated in this research.

The proposed annotation approach is evaluated using a set ohgeXgeb
servicesand ontologies. Precision (P)eé&all (R), FMeasure (F) and Percentage

of annotated elements are used as evaluation metrics. The evaluation reveals that



the proposed approach is effective sinde relation to manual resultsaccurate

and alnost complete annotation resu#tee obtained. In addition, high percentage
of annotated elements @&chievedusing the proposed approach because it makes
use of effectiveontologyextension mechanisms.
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Chapter 1: Research Introduction and Motivation

Chapter 1: Researchintroduction and
Motivation

1.1 Background and Motivation

The kst decade has witnessad increasing interest in engineering information
systems that communicate and interopenadee easily(Hasselbring2000). This

is becauseexisting information systems are no longer isolated but they need to
exchange data and knowledge. In addition, ¢éimeergence of the Web as a
platform for people and machine communication has added new requirements and
facilities for systems interoperabilitysgkowitz et al., 1998) In response to the
increasing nee for effective methods and approaches to system integration and
communication, Web services have appeared as a systematic and extensible

approach for system to system interactions (Curbera et al., 2002).

1.1.1 Web Services

Web services are software componehtt can be published and discovered by
other services and applications. The Web service framework is based on three
fundamental XMLEbased standards. These standards are SOAP, WSDL (Web
Service Description Language) and UDDI (Universal Description, Desgoand
Integration) Curberaet al.,2002. SOAP allows communication among services
and between services and other software systems. WSDL is used to describe Web

services as sets of communication endpoints that enable message exchange and
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UDDI is a diretory that stores information about services and allows developers

to search for services.

Many applications require a business logic that cannot be achieved using a single
service. Therefore, a number of services need to be composed together to perform
the desired task. Web service composition however, is not an easy task. This is
because composition involve@) Discovering the right services that can do the
specified tasksand(2) solving potential structural and semantic misrhas that

may occur beteen parameters @fandidate services. Mismatches occur because
different service developers normally have different viewslaia structure and

semantics of same or similar service elements.

For Web services to meet the requirements of modern apptisatemtomatic
discovery and composition of servicesneeded since the manual discovery and
composition is difficult, timeconsuming and erregrone Agarwal et al., 200B
Moreover, inthe future Web, intelligent agents may be responsible for service
discovery and composition that should be performed automatically at run time
(Narayanamand Mcllraith, 2002)Unfortunately, existing Web service standards
do not enable dynamic discovery and composition of services because they are
missing important semantwonstructs $ivashanmugam et al., 200)3Sycara et

al., 2003. The use of semantiesodelledin the form of ontologies cafacilitate
automaticservice discovery and compositigMcliraith et al., 2001):This is
becauseontologies providemachineunderstadable and precise definitiorts
service elements. This can facilitaervice discovery and comgton based on
functional, norfunctional and capability descriptionRifigelstein et al., 2007)
Moreover, gsmantic matching techniques can be used toluesthhe semantic
mismatching issues between parameters of composed sefliwgforeit is
important to describe Web services in a semantenner using ontologies
(Mcllraith et al.,2001).Web service semantic description can be achieved using
thed S entictaWebSe r v i (SWS§ iditiative
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1.1.2 The Semantic Web and Ontology

The Semantic Web islefined by Bernertee et al. (2001pp. 34) s fian
extension of the current 8% in which information is given wetlefined meaning,

better enabling coputers and pedpe t o wor k iThe SemamiqgpVéeb at i on o
therefore aimgo provide computeunderstandable and precise descriptiohs

static and dynamic Web resourc@dcliraith et al., 2001). Consequently an

important contribution of the Semantic Web is thaddition of semantics to

syntactic Wb serviceswhere servicesfferedanduser requirements in relation

to desired servicemre described semantically (Martin and Domingue, 2007).

Ontologies aresignificant components of theeMantic Web: They are used to
model and provide semantics to different data elements on the @feblogies
have been employed in a wide range of applicatiorssich as; Artificial
Intelligence and Knowledgebased systemsJdnev and Vranes, 2009). In
computational terms, an ontology can lokefined as "a formal explicit
specification of a shared conceptualisation" (Gruber, 19933. That is, an
ontology isa definition ofvocabulary axioms and relations in a formal, shared

and machinainderstandabliorm (Jasper and Uschold, 1999)

Sinee ontologies are important elements to many applications and systems, they
have to be designed and engineered using suitable design methods that produce
good quality. Building a good ontology, however, is a hard task: It requires a very
good level of techisal and domain knowledge to provide semantically and
syntactically sound ontologies (Devedzic, 2002). Technical knowledge is needed
because a tangible ontology has to be encoded asiogtology representation
languagesuch as OWL (Ontology Web Languag@Bke Nicola et al., 2009). Using

such a represerdtion languagerequires knowledge of the language and its
constructs such as classes, properties, cardinaktyiattons and domain and
range axioms. In addition, domain knowledge is needed to precisdlgcto
define and model domain concepts, their relations and axioms (De Nicola et al.,
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2009). Using imprecise and incomplete domain knowledge may result in
ontologies thaareinaccurate representations of domain knowledge (Staab, 2004).

Currently, therearefew approacheghat seeko automate the ontology building
task. These approaches are called ontology learning techniques (Grobelnik et al.,
2009; Wei et al., 2010which utilise methods such as Machine Learning (ML),
Natural Language Processing (NL&nd StatisticsGomezPerez and Manzano
Macho, 2003 The learning process is generally composed of steps such as
knowledge acquisition, concepiltering and relation learning and ontology
organisation which improves the knowledge content of the newlagyt
(Missikoff et al., 2002; Zhou, 2007). Available ontology learning methods,
however, provide ontologies that are of unsatisfactory quality (Zouag and
Nkambou, 2008) sincthey miss many important constructs such as axioms. In
addition, the resultingontologies are representations of the source documents
rather than being prese models ofdescribed domains. Consequently, sthe
ontologies may not be useful when they are shared between different applications
since theyoverlook many ontological entitieghat are important for these

applications.

Summarising the previous literatureon manual and automatic ontology
engineering, one can conclude that manual ontology building is difficult and
labourintensive task (Jiang and Tan, 2010) since it requireshndomain and
technical knowledge (Devedzic, 2002). In addition, existing automatic ontology
building methods have many understandable limitations and theusesulting

ontologies may not be shtisfactoryquality.

1.1.3 Semantic Web Services (SWS)

SWShasemerged as a promising solution to solve the discovery and composition
problems of current syntactic Web serviceg\ar et al.,2007). The SWS idea is
based orusing ontologies tgrovide semantic descriptions to service elements.
Generally speaking, semarally describing a service entails two significant
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processes\(erma and Sheth, 20R7(1) Identifying the service elements that
should be semantically describeghd (2) annotating the identified elements to
appropriate ontological entities. In the cotitef this research, annotation means
referencing Web service elements to suitable ontological entities. Successful
implementation of SWS in industandresearch requires effective and easy to use
SWS annotation approachésaet al.,2004).

1.1.4 The Dilemmaof Semantic Web Service Annotation

Web services are currently annotated by manual mésasual annotation is
difficult, error-prone and time&onsuming taskor the following three reasons
(Hepp, 2006)

1. The large number of potential domain ontologiesthat can be used for
annotation Over time it is expected thahore domain ontologies will be
availableto SWS developersequiring a developer tgearch manually for
most appropriate ontologi€Batil et al.,2004)

2. The big size of potential ontologies. @iogies can contain hundreds or
maybe thousands of entities. Using such heavy weight ontologies for
annotation requires aegleloper to browse through thalescriptions to find
entities that suit the different service elements

3. Thebig size of candidat®/eb services. Many services havkigh number of
elements that should be annotated.

Given these three problems, there is a pressing medde SWS arendor
effective and automatic Web service annotation mechani&niew approaches
and tools have beedeveloped aiming to automate the annotation task. What
exists can be classified into learnibgsed, matchinQased and workflow
definition-based approaches. These categories and their limitationisriafly
described as follows:
1 Learningbased approacke employ ontology learning techniques to
automatically build ontologies for annotation(Chifu et al., 2007).

Retrospectively, existing learning techniques provide poor quality ontologies
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as they miss many important construdts addition, resulting ontotpes are
representations of individual services rather than being precise and shared
domain models.

1 Matchingbased approaches require manual building of application ontologies
to capturethe semantics of candidate services. The application ontologies are
then matched against existing domain ontologies to find corresponding
ontological entities for given service elements. Manual building of application
ontologies is difficult as it requires much domain and technical knowledge.
Moreover, employed matchingdeniques cannot perform accurate matching
when labels of candidate services and ontological entities are composed of
multiple words.

1 The workflow definitonb ased approach wuses Atried &
and annotated services to derive annotation few rservices.Existing
annotated services and dAtried and tes:

practical settings.

1.2 Research Aim and Objectives

Given the difficulty ofmanual annotation of Web services and the limitations of
existing semiautomatic annotatin approaches, the SWS area needs a new semi
automatic annotation approach that can help SWS developers to effectively and

easily annotate their services. Subsequently, the aim of this research is:

To develop an effective and easy to use Web serviceasematic

annotation approach that utilisestology matching techniques.

In fulfilling this aim, a number of objectives are considered important to be

achieved afollows:

O1. Analyse the previous Web service seaatomatic annotation approaches and
study their limitations in order to derive a set of design requirements and

strategies for the new approach.
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0O2. Designan initial annotation framework based on the derived requirements
and strategies and the analysis of WSDL general structure.

03. Develop and test thautomated components of the annotation approach.

O4. Evaluate the final annotation approach ussujtable evaluation methods,
metrics and data.

O5. Draw conclusions fronthe building and evaluation phases and identify future
research directions that are img@ot to continue refining and developing this

significant area of research.

1.3 Research Approach

To achieve the research aim and objectives, this research follows the Design
Science Research (DSRpproachDSR is a problem solving paradigm that aims
to desgn innovative and effectivartefacts that can solve significant research
problems (Hevner et al., 2004). DSR is deemed appropriate for this project since
the aim of this research is to design an effective and easy to use solution for the

important problenof Web service annotation

The DSR process comprises three significant activiGégbuildg deploy and
Gevaluaté (March and Smith, 1995)/cross theseactivities, the desired design
artefact is developed, deployed and tested using suitable epalunagthods and
metrics. The DSR process cae of iterativeandbr incremental nature which
implies that theduild-deployevaluaté process can be repeated or incremented
until satisfactory artefacts are obtained (Markus et al., 2002). In iterative BSR, t
build-deployevaluate process is repeated a number of times to improve the
artefact. On the other hand, incremental DSR means that the design of the
required artefact is decomposed into more granular artefacts where each one is
developed and evaluatedirthg an increment (Simon, 1996 p20). The DSR
process of this project is an incremental one. This is because the proposed
annotation approach contains different components where each component or set

of componets is developed and tested in a spedifazement.
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In presenting this research, the DSR cycle provided by Kuechler and Vaishnavi
(2008) and presented in Figure 32 utilised. This cycle is composed of five
phases called awareness of problem, suggestion, development, evaluation and
conclusionKnowledge feedback is very significant in the DSR cycle. Knowledge

is acquired during all phases of the design process and transferred to previous and
subsequent phases. This knowledge is very important because it can help to
improve the design processdathe resulting artefacts (Kuechler and Vaishnauvi,
2008).In designing the required annotation approach, six design increments are

defined. These increments are briefly explained as follows:

(1) Increment 1 (Design of the Initial Framework): In this incremety the initial
annotation approach is developed andnisnual and automatic phases and
components are identified. Three automatic phases are defined which) are: (
Concept extraction,bj query execution andcY SAWSDL annotation. The
two manual phasesear@ Concept filtering and query filling andb)(results
assessment.

(2) Increment 2 (Design of the Concept Extraction Technique)The extraction
technique is designed to automatically extract candidate service elements from
given WSDL files. This techniqueis implementedusing text analysis
techniques.

(3) Increment 3 (CN-Match Design): CN-Match is the nambéased matching
mechanism that is employed by the query execution engine. String and
linguistic matching mechanisms are used to implemeniaith.

(4) Increment 4 (Structural Matching Design): The structural matching
mechanism is the second matching technique thatilised by the query
execution engineStructural matching ideveloped andsed to improve query
execution by measuring similaritidsetween relted elements of candidate
service concepts and related classes of candidate ontological classes.

(5) Increment 5 (SAWSDL Annotator Design): The SANSDL annotatoris
designed using text parsing and string similarity techniqueskéis correct
matches and uséhem toautomaticallyannotate the given service based on
the SAWSDL notation.
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(6) Increment 6 (Design of the Ontology Extension Mechanisg). The
extension mechanissvare developed amnadded to the annotation approach to
allow the addition ofppropriate otlogical entitiesfor service elements that
do not have suitable correspondendago extension methods are developed,

one for simple queries and the other for complex queries.

The role of design artefacts is central for any D$Bject. Artefacts repeent
solutions o defined research problems (Orlikowski and lacono, 2001). March and
Smith (1995) classified DSR artefacts into constructs, methods, models and
instantiations. March and Smith (1995) classification is usedaldssify the

artefacts of thiproject. Table 1.1 msents the classification aftefacts.

Category Artefact
Construct Standard query template
Model None
Method Initial annotation framework

CN-Match

Structural matching mechanism

Ontology extension mechanism

Instantiation Concept extraction mechanism
CN-Match

Structural matching mechanism
SAWSDL annotator

Ontology extension mechanism

Semtautomatic annotation framework

Table 1.1: The Classification of the DSR Artefacts of this Rsearch
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1.4 Structure of the Thesis

In presenting the researchigthesis is structured as follows:

Chapter2 provides a review of related research literatdilee issue of semi
automaticsemantic description (i,eannotation) of Web servicesthe maintopic

to explore. To understandthe semantic annotation issué is important to
investigate th&Veb services, ontologies and Semantic Web ser(®@&S) areas

Web service is a promising technology feupporting seamless connectivity
between distributd application systems. Automatic discovery and composition of
services is, however, very difficult when using currenébAservice standards.
SWS is aproposed solution for solving the discovery and composition problems
of Web services. There is no consenguthe SWS arenan the service elements

that should be semantically annotated. Therefore, this chapter provides a set of
synthesised elements that should be semantically described. Ontologies are very
important components of Semantic Web applicationt s13 SWS. Consequently,
ontologies and their manual and automatic building methods are discussed. Few
semtautomatic annotation approaches exist: They are classified as lebasied,
workflow definition-based and matchidgased approaches. These appneacare

discussed and their limitations are illustrated.

Chapter3 describes the research approach used in designing\ahgiatingthe
proposed semrautomatic Web service annotatistamework The Design Science
Research (DSR) paradigm is chosen agititeé approach for tackling the defined
research problem. DSR is a problem solving paradigm that aims to provide novel
and purposeful artefacts to solve significant research problems. The research
carried out in this project is then described in lightle# DSR research cycle.

Five DSR phases are identified whiare: (1) Awareness of problenf2)
suggestion (3) development (4) evaluation and (5) conclusions. Later, the
research increments performed during the design process of the annotation
framework are illustrated along with the learning that happens during each

increment. Since the evaluatiama very crucial activity in anpSR prgect, the

10
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methods, metrics and data used to evaluate the developed annotation approach and
all its automatic componentare described. The design artefacts produced in this
project are also presented and classified according to a widely used DSR artefact

classification approach.

Chapter 4 presents timew annotation approach and identifies all its phases and
componentsThe proposedapproach is of a sersiutomated nature and utilises a
query template rather than application ontologies. The design n&thapproach

is based on a set of design requirements and strategies that are derived from
limitations of previous anmnation approaches and the analysis of the WSDL
general structure. Analysing the WSDL structure allows the identification of
WSDL elements that shoulak annotated. The proposed approach comprises five
interrelated phases. Three phases are fully automhbtahvare concept extraction,
query execution and SAWSDL annotatidpueries are executdny means of a

novel query execution engine that employs ndrased and structural matching
mechanisms. The two manual phases@woacept filtering and query fillirigand

results assessment. The design of all phases is described and the techniques used
to implement the automatic parts are illustrated.

Chapter 5 presents the design and evaluatio@MMatch which is the name
based matching mechanismployedby the aquery execution engine. The chapter
starts byhighlightingthe significance of matching Compound Nouns (CNs) in the
area of ontology matchingd discussionabout the structure and types of CNs
from a linguistic point of view igollowed. Previousapproachesf CN matching
arediscussed antheir limitations are provided. The given limitations provide a
motivation for designing a novel GMatching mechanism that can automatically
and effectively measure similarities between single terms, binary and triple CNs
Considerations and rules for the design of the new matching approach are derived
from the deficiencies of previous approaches and the linguistic structure of CNs.
Six design cases are identified for @Mtch design: These cases are
distinguished based ahe number of constituents any two candidatesLater,

the design and implementation of @Match are illustrated.To assess the

11



Chapter 1: Research Introduction and Motivation

performance of CMNMatch, it is evaluated using Precision (P), Recall,(R)
Measure(F) and Percentage metrichree sets oexperiments are conducted
using three different sets of exiting ontologid$ie evaluation results are then

discussed and important implications are derived.

Chapter 6 focuses on evaluating the proposed -aatomated annotation
approach. The chapterasts by presenting the ontology extension mechanisms
supporing the proposed annotation approach. Then, three illustrative cases are
provided to explain the annotation steps and show how the annotation approach
works in practice. Next, the framework evdloa method and metrics are
presented. P, R and F metrics again used in this evaluation. Five sets of
experiments are performednd the evaluation results discussed. Finally,
implications of the conducted evaluation and limitations of the proposed
anndation approach are given.

Chapter 7summarigs the research findings and conclusions: It categorises the
research contributions tm contributions to theory and contributions to practice.
Last this chapter discusses how this research meets its defipectivss and
directions for further research are explored.

To simplify the reading of this thesia mapping betweethe thesis chapters and

objectives is provided in Figure 1.1

12
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&hapter 2: Literature Review

Ohjective One: Analyse the previous Web

service semi-automatic annotation approaches
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Figure 1.1: Mapping Between Chapters and Objetives
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Chapter 2: Literature Review

2.1 Introduction

This chapteiinvestigateghe stateof-the-art in Web service semantic description
and exposesthe limitations of existing semtautomatic annotatiomethods. In
order toexaminethe semantic annotation issug is neessary to present Web
services, ontologies and Semantic Web serv(&4S) Ontology matching is
also a significant area for this research because matching technigirapa@tant

means for achieving the desired semtomatiorof annotation

The chapte is organised as followSection 2.2 presents Web services and their
supporting technologiesSection 2.3 discussesntologies their engineering
learning and extensiorsection 2.4 focuses dBWS and their major description
frameworks Section 2.5lisausses the importance of seautomatic annotation of
Web services and categorises existing samdmatic annotation approaches into
three categoriesSection 2.6 illustrates the first and second categories which are
learning and workflow definitioibased approaches.Section 2.7 discusses
matchingbased annotation approaches which constitute the third category and
illustrates thefundamental ontology matching mechanisms. Finally, Section 2.8
presents deficiencies of previous reseanctt Section 2.8ummarsesthe dapter

14
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2.2 Web Services

Modern applicationsof distributedsystems such as; electronic comme(ee
commerce)and supply chain management require the development of platform
independent and distributed software components (Paolucci 20@). Ths is
because such componemit® necessary to facilitate flexible communication and
integration across heterogeneous systems. atbieve this aim, distributed
software entities should be made discoverable, composable and reusable by
different applicationsand organisations (Chengt al., 2006). Nevertheless,
developing such network accessible components has been a complex and
challenging undertaking (Stal, 2002). In response to this challenge, SOA (Service
Oriented Architecture) has been developed as taildised computing paradigm

that offes software components described by puldidle and discoverable
interfaces to other applications and services existing on a network (Papagzbglou
al., 2007). Services in SOA can be defined as open, platiiotdependenand
self-describing software components (softwass-service) that enable fast and

low cost composition of distributed application systems (Papazoglou and
Georgakapoulous, 2003).

One can argue that SOA has roots in previous compdrssed software adels
such asCORBA (Common Object Request Broker Architecture) and DCOM
(Distributed Component Object Mode(http://www.servicearchitecture.con)/

since SOA services are themselves software componéetsservices in SOA

are different because they are capable of providing more granular business
functionalities that can be discovered and composed in a flexible mdnner.
addition, these services are decoupled from implementatiorse Bignificant
chaacteristic of services make them different from previous compobased
software sgtems and enable them to begsed as effective solutions to business
needs (Papazoglou, 2003; Stal, 2002).

15
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The basic SOA architecture is composedgkrvice providerservice consumer
(client) and service registry (Huhns and Signh, 2005). A service provider offers a
service description and suppéot service useA service client utilises the service

in their application. Service descriptions are stored in a diettat makes these
descriptions searchable by clients. Once an appropriate service is found a client
can bind with the provider, invoke the service and implement its functionality
(Papazoglou, 2003).

Service
Provider

Service
Client

Service
Reqgistry

Figure 2.1: The Basic SOA Architecture (Source: Papazoglou, 2003)

The SOA literature provides a theoretical foundation but lacks fundamental
pragmatic issues pertaining to service description, publishing, management,
orchestrationcoordination and securityhe practical implementation of the SOA
framework however,can be realised bthe Web service technology (Ferris and
Farrell, 2003). Web services can be seerhasapplication oSOA on the Web.

The innovation ofWeb servicess a collaborativeeffort supported by different
parties including the W3C (the World Wide Web Consortium) staisdznalip,
OASIS (Organisation of the Advancement of Structured Information Standards)

and the open source community.

A Web serviceisdefile as fna software system identif

interfaces and bindings are defined and described using XML. Its definition can

16
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be discovered by other software systems. These systems may then interact with

the Web service in a maen prescribed ¥ its definition using XML-based

messages conveyed by dtal{260dppel). Thp Webt oc ol s 0

service framework is based on three fundamental standardgathigate the

operations performed byhe three basic elements of the SOA,igervice
provider, client and registry. These open and Xbésed standards are WSDL

(Web Service Description Language), UDDI (Universal Description, Discovery

and Integration) and SOAP. The three standaredaefly illustrated as follows

(Curberaet al.,2002).

1 SOAP is a messaging protocol that facilitates message exchange among
servicesand between a service provider and consurAeSOAP message
encompassesvo components(1l) An enveloe and (2) a model describing
how the message should be processedebipients and who should process
the message.

1 WSDL describes the service interface as a set of communication endpoints
that enable message exchange. A WSDL fileitaios two kinds of
descriptioni(a) Service application descriptiancluding XSD (XML Sclema)
definitions that provide specifications for data types of various service
elementsand (b) concrete binding information that alkbthe end user to
access the serviceitd endpoints.

1 UDDI is a centralised directory of service description. UDDI a#iothe
description of services using a set of features called tModel. tModel contains
information that describes service interface and category. Using tModel, a
service client has to browse through different categories and may use
keywordbased search in @er to find their desired services (Brittenhatral.,

2001). Subsequently, this discovery process must be performed with full
human involvement andhus can be timeonsuming, erreprone and

unsuitable for applications that require-thie-fly discovery

A more flexible, accurate and dynamic service selection mechanism than the one

offered by UDDI is requirefbr the following reasons:

17
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1. Services in an open and dynamic environment such as the Web should be

discovered at ritime by other services and softwaagents (Paolucet al.,
2002). Runtime discovery is fundamental to facilitate dynamic
interoperability between different systems.

. Exact matching between service advertisements and requests is very unlikely
as service clients and providers may hawey i#fferent knowledge about the
same service (Benatallagt al., 2005). Therefore, more tolerant discovery
mechanisra should be used in order to find services that offer more or less
than what is required by clients (Cardoso and Sheth, 2003).

. Services sbuld be discovered based not omly their functional properties
(e.g. inputs and outputs) but also their capabilities (what they offer) and
behaviour (how they perform their tasks). The reason is that services could
have the same inputs and outputs bufqgom very different functionalities

and have different behaviour.

Service
Provider

s
)}
< (@)
e e A
99 =%
S D =
1 A
%

Find
(UDD1)

Service
Requester

Service
Registry & Broker

Figure 2.2: Web Services Architecture Model (Source: Huhns and Singh,
2005)

WSDL describes Web services as a set of ports that offeatogres Austin et al.,

2004. Each operation performs a specific functionality by sending and receiving

one or no messageMany applications and clientshowever, require an
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implementation of a&omplex business logic that ¢ast be achieved by using a
single service operation or available composed services. Therefore, it is necessary
to integrate services in a specific manner in order to achieve the desired complex
functionality (Dustdar and Schreiner, 2005). Organising single operations of
services or exsting composed services in a specific sequence to achieve the
desired business process is called Web services composition (Khalaf and
Leymann, 2003). In response to the high importance of Web service
composition, different standards have been proposetd ss¢ WSFL (Web
Services Flow Language) from IBM, XLANG (XMhased extension of WSDL)

from Microsoft, ebXML (Electronic Business using eXtensible Mapk
Language) and BPEL4WS (Business Process Execution Language for Web

Services).

The earlier XML-based composition standards differ on the necessary
composition constructs and their semantics (Staab, 2003). Mordbeeveb
services composition process is ot easy taskit is much more complicated
than the design afonventionalvorkflow-based systenfer two reasons (Cardoso
and Sheth, 2003):

1 Web services discovery camt be performed manually as the number of Web
services potentially appropriate for the given composition can be massive.
Therefore, an efficient automatic discovery method based onidnattand

operational characteristics is needed.

9 The structural and semantic heterogeneities of the selected Web services. The
structural heterogeneity happens because Web services use different data
structures to describe their elements, while the sembaterogeneity is due
to the different interpretations of information used by the connected services
in a process. These heterogeneity issues require schema and semantic
mediation in order to enable interoperability between elements of connected

services

These two challenges highlight the importance of automatic discovery and

composition because the manual process can be very difficultctnsiming
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and erroprone. For Web services to meet the needs of future Web applications, it
Is especially impdant to enable othefly discovery and composition of Web
services (Agrwal et al., 2003). Software agents may play important roles in the
future Web where they may perform tasks such as service discovery, selection and
composition on behalf of a humarsar (Narayananand Mcliraith, 2002).
Unfortunately, using existing Web service standards alone does not enable the
desired automation and agility because these standards lack the necessary
semantic constructs (Sycara et al., 2003; Sivashanmugam et 8g).2D%e use

of semantics represented in the form of ontologiesptamide precise, machine
understandable and shared meanings of service elements and thusaiay en
automatic discovery and composition of Web services (Mcllraith et al., 2001;
Sycara et la, 2003). Moreover, semantic matching techniques can resolve the
above mentioned heterogeneity issues. Therefore utilising semantics in the area of
Web services seems to be a natural choice (Mcllraith et al., 2001). This utilisation
launched a new and aot resarch area calledSsemantic Web &vice® (SWS)

which combines the Semantic Web initiative proposed by Betresset al.

(2001) with the Web service technology.

The Semantic Web is defined in the widely cited Scientific American article

written by BernersLee et al. (200pp.34) as fAan extension of t
which information is given welllefined meaning, better enabling qmuters and
peopletoworkincoper ati ono. The Semantic Web ide
static Web resourceBut then extended to cover dynamic resources \IVeb
services(Mcllraith et al., 2001). Therefore, an important contribution of the

Semantic Web is the provision of semantic mapk of web services where

services offered and capabilities required byeptal consumers are described
semantically (Martin and Domingue, 200%). summary,Table 2.1 presnts the

most significant issudiscussed in this Section.
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Issue Number Issue Description

Issue 1 Existing Web service standards do not facilitateomnatic
discovery and composition because they lack the nece

semantics.

Table 2.1: Issueldentified in Section 2.2

2.3 Ontology

Ontologies are fundamental componentof SWS: They are used to provide
precise, explicit and shared meanings of Web service elem&htsefore
ontologies araliscussed in detaih this section.Ontologies havdéeen applied to

a wide range of computer applications such as knowledge engineering and
sharing, database design, Adial Intelligence andWeb services(Janevand
Vranes,2009)

Ontology can be defined as "a formal 8gp specification of a shared
conceptualisation" (Gruber, 1998p. 3; that is, a definition of concepts, axioms
and relations between concepts in a formal, shared and mactdeestandable
format (Jasper and Uschold, 1998).the context of the Seman Web, hings

that exist in the domain under consideration should be represented in an
ontological model (Gruber, 1995). The last sentence has two important
implications on ontology modelling. The first is the notion of existence which
refers to ontologial commitment. This notion enables an ontology to precisely
reflect real life phenomena. The secondaisepresentation which is achieved

using a formal language (Zuniga, 2001).
In response to the importance of ontologies in Semantic Web applicaboms)

ontology representation languages have been proposed. Examples are DAML
(http://www.daml.org/), OIL (http://www.ontoknowledge.org/oil/) and OWL
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(http://www.w3.org/TR/owAguide/) which is based on DAML and OIL. These
languages are based on logic iderto be formal and enable machmeadability.

2.3.1 Ontology Engineering and Learning

According to Guarino (1998 pp. dntologyisd ef i ned as fiengineer:
which comprises a set of vocabulary to describe a certain reality and some axioms

to restrct the interpretation of this vocabulary. Due to the important role of
ontologies in inbrmation systems applicationspecial attention should be taken

when engineering an ontology. The ontology mhestofgood quality in relation

to its contentjn orde to serve its intended purposes and be shared and reusable

by different applicationgStaab, 2004)

Building a good quality ontology, however, is not an easy task: It requires
extensive technical and domain knowledge to ensure correctness of syntax and
semantics (Devedzic, 2002). Technical knowledge is required because building
tangible and usable ontologies entails representing these ontologies in one of the
ontology representation languages such as OWL (De Nicola et al.,, 2009).
Representing ontologiesn an ontology representation language requires
knowledge of this language and its constructs such as classes, properties,
cardinality restrictions and domain and rangeioms. In addition, knowledge of a
development tool that can help developers durimgrépresentation process may

be necessary to speed up the development process.

In addition, domain knowledge is needed in order to precisely capture and
represent domain concepts, their relations and axioms (De Nicola et al., 2009).
Lack of domain knowlége may result in an ontology thatorrectlymodels the
domain or misses many significant concepts and axioms (Staab, 2004). To help
ontology developers in building good quality ontologies, gy building
methodologies arproposed (De Nicola et aR009; Gruninger and Fox, 1995).
These methodologies aim to provide guidelines that can make the development a
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systematic process. For examdknto and Martins (2004)ropose arontology

engineering proceghat is conposed of the following five main phes

1 Specification: Identifies goals and scope.

1 Conceptualisation: Constructs the conceptual model.

1 Formalisation: Rpresents the conceptual model in a formahnerin order to
define axioms.

1 Implementation: mplements the ontology in an ontology regrgstion
language.

1 Maintenance: Mintains the correctness of tresultingontology.

Given the previous literaturen ontology engineeringit can be inferredhat
manual ontology building is difficult and labeintensive task (Jiang and Tan,
2010) snce it requires domain and technical knowledge and can go through
different steps such as conceptualisation and formalisation in order to produce
good ontologies (Devedzic, 2002here ardew approachethat aimto automate

the ontology building proceshowever They utiliseontology learning techniques
(Grobelnik et al., 2009; Wei et al., 201®hich, in turn, employmethods
borrowed from other disciplines such as Machine Learning (ML), Natural
Language Processing (NLP) arslatistical mechanisms Gomez-Perez and
ManzaneMacho, 200). The learning process requires resources for knowledge
acquisition such as unstructured, setnuctured and structured documents or
databases (Sanchez, 201Ggnerally speakinghe learning process consists of
three fun@mental steps (Missikoff et al., 2002; Zhou, 2007): Khowledge
extraction which involves mining a resource to obtain the required ontological
constructs (2) ontology discovery which entails domain concepts filtering and
relations learningand (3) onttogy organisation which involves harmonising the

discovered knowledge and improving the knowledge content of the new ontology.

Given the current state of the ontology learning research, existing automatic
ontology building methods have many understaraeléibilitations. Consequently,
resulting ontologies may not be of a satisfactory qualityese limitationsare
(Zhou, 2007; Zouag and Nkambou, 2008):
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1 Existing learning methods focus on detecting relations of type generalisation
specialisation and miss othienportant relations such as whedart.

1 Current techniques can only provide binary relations which link two concepts
together. Highedegree relations ardnowever,very significant components
and must be included in resulting ontologies.

1 Produced ontogies contain many irrelevant concepts to given domains
because effective automatic filtering techniques are still under development

1 The quality of the produced ontologies is profoundly based on the quality and
richness of theisedresources.

1 Ontologies hat are learnt from specific documents are representations of these
documents rather than beimpmprehensive and accurate representation of
given domainsConsequently, these ontologies may not be useful when they
are shared between different applicatioasiace they cannot capture and

represent many ontological entities that are important for these applications.

2.3.2 Ontology Extension

Ontologyextension is defined as the process of adding new ontological constructs
to an existing ontology (Beneventano et 2003). These constructs can belong to
any type of ontological entities such as classes and propébtiesi(inikovaand
Kihnbergey 2006. Retrospectively, building an ontology from scratch is a very
difficult and costly processtherefore, expanding anxisting ontology is
considered as an effective solution to many applications that use ontologies
dynamically (Liu et al., 2005). So, once an application is changed or new
requirements are added, the ontologgn be updated to accommodate new
semantics fothe changesgvchinnikovaandKihnberger2009.

There are dw approachethat aimto extend ontologies1 an automatic or semi
automatic mannefor example, Jung et al. (2009) provide an ontology extension
method tcaddconcepts and relations extracteaim textual documentssingNLP

techniques A different ontology extension approach is proposed by Liu et al.
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(2005): It expands ontologies serautomatically by mining textual data of
websites. In the later approachSpreading Activation which is a serantic
network search methods used to find the most mlant terms to the given
domain: These terms are then incorporated into the original ontology (Liu et al.,
2005). Developing an extension method is profoundly based on the nature of
given knowledge @sources. A knowledge resource such as a database or a text
document provides knowledge that supports the addition of a subset of the
required ontological constructs. For example, a text document could provide
concepts and relations extracted from verbdgrd€eting other important constructs
such as cardinality and domain and range restrictande difficult using such a

resource. Table 2.2 shows the significant isstestified inSection 2.3.

Issue number Issue description

Issue 2 Manual ontology hilding is a hard and timeonsuming tas

since it needs extensive technical and domain knowledge

Issue 3 Automatic ontology building camt provide good qualit

ontologiesdue to the immaturity of existing learningethods

Issue 4 Ontology extensiolis proposed as an effective solution wh
allows expanding and reusing an existing ontology by ad

new ontological constructs.

Table 2.2: Issuesldentified in Section 2.3

2.4 Semantic Web ServicegsSWS)

The SWS proposal emerges as a solution to the problems (see section 2.2) of
current syntactic Web services (Martin and Domingue, 2007; Vétat.,2007).

SWS can enable more agile and efficient discovery, composition and execution
monitoring of services. The key principle of SWS is the use of ontologies to

describe different service elements in a precise, shared and semantically rich
manner. The SWS idea ha#iractedmuch attention and many approaches for
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description (Feieet al.,2005; Jacelet al.,2007; Martinet al.,2007), discovery
(Sycaraet al., 2003; Pathalet al., 2005 Sbodioet al., 201) and composition
(Cardoso and Sheth, 2003; Ve al., 2007 Yeganeh et al., 20)Chave been
proposed. However, successful implementation of automatic discovery,
composition and interoperabilityof SWS is based on the availability of
appropriate methods for SWS description (Laet al., 2004). The SWS
description $ composed of service elements such as inputs and outputs annotated
using suitable semantic metadata (Verma and Sheth, 2007). Web service
annotation means explicitly describing t
using concepts of shared ontologiasorder to give these elements precise and
machine understandable definitions (Martin et al.,, 20073ubsequently,
semanticallydescribing a Web service ais two significant activities:(1)
Electing the service elements that need to be semanticaltyiloss$ and (2)
annotating these elements along with their data to appropriate ontological

concepts.

The «isting SWS literature des n ot agree on the service
constitute a comprehensive SWS descriptibable 2.3 provides comparison

between four neutral Semantic Web services description approdaiasing on

(Cardoso, 2006; Nagajan, 2006; Ringelsteieat al.,2007; Sivashanmugast al.,

2003), these papers are chosen on the basis that they consider SWS description
regardless of any pacular SWS approach such as; OW&, SAWSDL or

WSMO. The reason betd this selection is that theynthesised elements are used

as abenchmarlfor comparing the major SWS approaches in order tggutieir

completeness.
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[Ringelsteinetal. (2007) [ X [ X [ x [ x [ x [ x X
Cardoso (2006) X X X X X X X X -
Sivashanmugam et al. (2003§ X X X X X X X - X
Nagrajan (2006) X X X X - X X - X

Table 2.3: A Comparison between Four Neutral Semantic Web Service

Description Approaches

From Table 2.3it can beinferred that inputs, outputs, preonditions, effects,
category, noffunctional semantics, functionality and exeoatsemantics are the
commonserviceelements that are described in the SWS arena. Rabjgovides

a synthesisof the common service elements aoffers a definition and an
example of each element. The examples are based on an imaginary online pizza

ordaing Web service. This service has two operations; the firsbfore s er vi ng a

p i zandtbe second fapaying the total pria@

Input The formal definition of data in an inpijf For Geserving a pizZaoperation, the

message of a service (Nagarajan, 2006)| inputs are: PizzaName and Quantity

Output The formal definition of data in an outp|| For deserving a pizZaoperation, the

message of a service (Nagarajan, 2006)| output is the total price.
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Pre-condition

Conditions thatmust be fulfilled beforg

the execution of a

T conditions describe constraints on {

inputsd values as

world before successful execution of
Web service (Ringelstein et al., 2007).

For @aying the total pced operation,
the precondition is that the used creq

card must be valid.

Describes constraints on the returr

values and the impact of a Web sery|

@Paying the total prideoperation has

two effects; (1) the total price amount

execution. Effects are mol|| transferred from the customer accoun
Effect comprehensive than pesonditons ag/t he restaurant ao
they covelimpacts ofsewice executioron || balance is decreased byetlotal price
the external worldSivashanmugam et alf amount and the destination acco
2003a). balance is increased by the same amq
(2) the delivery process is commenced
Category Identifies theWeb service category suql Food selling service.

as travel, and finance (Ringelstein et
2007).

Non-functional

Semantics

Formally describe quantitative or no
guantitative constraints that support f{
Web service discovery and selection s

as cost and security (Cardoso, 2006).

The description of the security issues

the online pizza ordering service

Functionality

Annotates operatigdg
Functionality can be specified using
functionality ontology which has concep

of functionalities (Nagarajan, 2006).

For Geserving a pizZaoperation, the

functionality is  dnline pizzal
reservabné For gaying the total prick
operation, the functionality igpaying

the total pricé

Cultural

Semantics

Describe culture specific semantics of
Web service such as currencies, time

date formats and measurement units

The total price must bgaid in Great
Britin Pound (GBP)

Execution

Semantics

Formally define the operational behavig
of a service (Zaremba arlssler 2005).
Execution semantics describe the flow
data and actions with a service or thg
flow of services in a process. Protod
semantics defined in (Ringelstein et 4

2007) are similar to execution semanticy

The customer must reserve the piz

before paying the total price

Table 2.4: Descriptions and Examples for the Web Service Elements
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2.4.1 SWSDescription Frameworks

SWScan be achieved through the use of either formal Web service ontologies like
WSMO and OWLS, orby means foradding semantics to current Web service
standads like SAWSDL. In this section, th8WS frameworks are reviewed
briefly and then compared against gymthesise@&lements o5WSas a means of

assessing the completeness of tHedéSframeworks.

SAWSDL

SAWSDL (Semantic Annotation for WSDL) is a lightight framework for
Semantic Web Serviceflacek et al., 2007)SAWSDL defines a means for
ontologically annotating elements of WSDL documents and XML schema
(examples of such elements include input and output message structures,
operations and interface§AWSDL semantic annotations are independent of any
particular ontology definition and mapping language. The only requirement for
SAWSDL is that all concepts are identified with URIs. SAWSDL defines two
extension attributes called Model Reference and Sahéfapping. Model
Reference linkgannotatesi concept in an ontology with a unit of structure in an
XML schema or WSDL documenilodel Reference can provide annotation for
simple and complex XSD types of a WSDL document (Akkiraju and Sapkota,
2007). The Mdel Reference for a complex type can provide partial or full
annotation. Full annotation happens whwth of the complex type arits child
elements are annotated. On the other hand, partial annotation takes place when

either thecomplex type oits child elements are annotated but not both of them.

The hemaMappingextension attributés used during invocation to translate a
semantically described concept to a syntactically defined one and vice versa.
SAWSDL specification does not define how to reygr@ preconditions and
effects however; Akkiraju and Sapkota (2007) suggest the use of SWRL
(Semantic Web Rule Languaga)les to represent these elements. Moreover,
SAWSDL does not deal with execution semantics.
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SAWSDL is, arguably, promising and easi® use and understand by Web
service developers in comparison tdhet SWS frameworks since it doest
introduce any new notations or languages (Sivashanmugam et al., 2003b; Verma
and Sheth, 2007). SAWSDL utilises WSDL which is a well known language
amangst the Web service community.

OWL-S

OWL-S is an OWL upper ontology for services and compriseseet
complementary models: (a) profile model which describes what the service
does; (b) a process model which defines how the service works; and (c) a
grounding model which describes how to access the service. A profile model can
describe the functionality and ndwmnctional properties of a Web service.
Moreover, functional descriptions of the service including data transformation
(input and output) and stttransformation (preconditions and results) are
described in the profile and process -suiologies. OWLS does not define the
rules for preconditions and effects but recommends the use of rule definition
languages such as SWRL (Marénhal.,2007).

WSMO

Web Service Modelling Ontology (WSMO) is another project that provides an
abstract foundation and a formal language called WSML (Web Service Modelling
Language) to describe features of Semantic Web services (\étvalr, 2007).
WSMO comprises four mai components which arga) Ontologies; (b) Web
servicesj(c) goals and (d) mediators. Ontologies define the terminology used by
other WSMO components. Web services provide access to service functionalities
that have value for users. A goal describesdiéngred functionality from the user
point of view. Finally, mediators solve heterogeneity issues that arise at different
levels including data, process and protocol levels (Roetaal.,2005). WSMO
defines Web service capabilities in terms of-goaditions, assumptions, pest
conditions and effects. The peendition and postonditions define the state of
information (constraints on the values of inputs and outputs) before and after the

execution of a Web serviceespectively. Assumptions and effects adse the
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state of the world before and after the execution of a Web serggpmectively. In
WSMO Web services, the interface describes the Web service behaviour and has
two components choreography and orchestration. The choreography of a Web
service $ a specification of how to invoke and interact with the Web service. The
orchestration describes how the Web service achievésnitsionality by means

of utilising other Web services (Feiet al.,2005). WSMO does not explicitly
define the concepts afiputs and outputs of Web service operations. Instead, the
capability part of the Web service describes constraints on the inputs and outputs
of a service through thase of preconditions and postonditions (Laraet al.,

2004).

IRS Il (Internet Reasoning Service)

IRSII is a platform for developing and executing Semantic Web services. IRS
[ll service development is based on the WSMO framework. ThelllR&&rvice
ontology has similarities and differences with the WSMO specification. WSMO
and IRSIII are similar in their description of neflanctional properties, Web
service capability, choreography, grounding and orchestration. A fundamental
difference is the declaration of input and output parameters which is explicit in
IRS-11I and implicit in WSMO (Daningueet al.,2008).

Table 2.5compares the four Semantic Web service description frameworks in

order to show the frameworksdo SW&mpl et er

elements.
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Table 2.5: A Comparison between Semantic Web Service Frameworks

against Synthesised Senmiic Web Service Elements
Table Keys: E: Explicit, I: Implicit, S: Supported and NS: Not supported.

Table 2.6Summariseshe most significant issudiscussed in Section 2.4.

Issue Number Issue Description

Issue 5 Major SWS description frameworks dff on the SWS
elements that constitute a comprehensive semantic descl

of a service.

Table 2.6: Issue Identified in Section 2.4

2.5 Importance and Categories of Web Services
Semtautomatic Annotation Approaches

Annotation is a significant process in the area of Semantic Web. It enables
different Web resources to hayeecise, machinenderstandable and shared
meaning by referencing these resources to appropriate concepts iml share

ontologies.Manual annotation of Web services is a difficult task and requires
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comprehensive human involvement. Thus, automating the dimmotiask is

highly desired(Hepp, 2006) Few approaches and tools have been developed to
semtautomatically annotate Web services. What exists can be categorised
according to the method used in performing the annotation. These categories are
machine leanmg-based, semantic matchugsed and workflow definitichased.

The following twosectiors present a review of different approaches within those
categoriesSection 2.6 illustrates the machine learAbaged and the workflow
definition-based approachesSection 2.7 discusses the Matchivased
approaches and the underlying ontology matching techniques. Talpeegéents

the significant issuef Section 2.5.

Issue Number Issue Description

Issue 6 Manual annotation of Web services is a difficult, efposne
and timeconsuming task. Therefore, automating

annotation process is a pressing need in the SWS arena.

Table 2.7: Issues Identified inSection 2.5

2.6 Machine Learning-based and Workflow
Definition-based Approaches

2.6.1 Machine Learning-based Approaches

A framework for learning domain specific taxonomies from textual descriptions
of Web page®f Web servicess proposed in (Chifeet al.,2007). The taxonomy
learning pocess is composed of two stepsynceptextraction followed by
taxonomy building and pruning. Taxonomy concepts are extracted based on
recognising linguistic patterns in a text corpus. The taxonomy learning process is

based on hierarchical seifganising maps. The generated taxonomies regresen
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the domain ontologies necessary for annotating Web services. Taxonomy
concepts are used to semantically annotate inputs and outputs of Web service
operations (Chifiet al.,2007). Though useful, the work only explains the process
of domain ontology builehg and says nothing about the process of Web service
annotation. Moreover, the taxonomies built could be used to annotate the input
and output parameters of a Web service but without considering the other

important Web service elements that should alsanmetated.

An approah to automatically creatmetadata from training data to semantically
describing a Web service is developed g3 and Kushmerick (2003). The
training data comes from HTML pages documenting the service and the WSDL
file of the servie. Three different interrelated types of metadata are created. The
first type is the category taxonomy that categorises Web services. The second type
is the domain taxonomy, which describes the functionality of a specific service
operation such asisearchi ng for a book 0 or oOquerying an

airline timetable 0. The third taxonomy describes the semantic categories
of input and output data such axbook title 06 or odestination

airport 0 (Hel3 and Kushmerick, 2003). This approach considers the

annotations of inputs, ¢puts, category and functionality only.

ASSAM is a tool developed bileet al.(2004) to semautomatically annotate
elements of a WSDL file. ASSAM suggests which ontology class should be used
to annotate a WSDL element. The tool exploits an iteragiagional classifier to
semantically categorise Web services, their operations and parameters. The tool
learns from previously annotated Web services, which provide training data
(annotated Web services) from which ASSAM learns in order to predict
annotatons for new Web services. Furthermore, ASSAM uses a schema matching
technique to aggregate data returned by a number of Web services that are
semantically related. Having completed the annotation process, semantically
annotated WSDL files can be exportadoi OWL-S and a concept file that
contains complex data types. Though relatively comprehensive, ASSAM has

limitations:
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1 Previously annotated services are prerequisite for ASIAt4tingannotated
services are not always available to be used as traintagataother services:
This deficiency limits the utility of ASSAM to annotating services belonging
to domains that have many annotated services.

1 The generated OWE process model allows only one atomic process per

operation because ASSAM does not hamabekflow definitions.

An approach which uses knowledge that exists in domain models to train the
semantics of Web service data represented in WSDL documents is proposed in
(Lermanet al.,2006). The system starts by querying a domain model in order to
populate it with instances of all the semantic types. Two classifiers are then used.
The first classifier, which is metaddbased, predicts the data types of inputs
using concepts taken from WSDL documents. While the second classifier, which
Is conterdbasel, predicts the semantics of output data after successfully invoking
the Web service with correct input data. This approach differs fidef® and
Kushmerick, 2003) by adding a verification stage to guarantee a correct prediction
of input data and generaticof output data, but has some drawbacks. First, the
system does not find any semantic metadata suitable for an input if an appropriate
semantic type does not exist in the selected domain model. In this case, the input
under consideration is left withouh@otation.Consequently, a service annotated
using this approacts likely to have many elements that are not annotated. This
latter problem is called thé Low Per c e nt Segoedthe searthl fad mo
appropriate semantic metadata becomes expensive thikeelVeb service has

more than two inputs (Chifu et al, 2007).

2.6.2 The Workflow Definition -based Approach

A framework for automatically annotating Webwserc es based oen so ca
andt est edo wor kfl ows is proposesdonithe ( Bel h:
annotation of Web service operation parameters are inferred based on their links

to other annotated operation parameters in the workflow.
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The authors claim that their approach is effective in detecting errors in existing
annotations. If a workfi produces correct results then the parameters of the

linked operations are semantically compatible. -&isting annotated Web

servi ces-andtnas thietdrd ewWor kf | ows, which are n

prerequisite for this approach to work.

2.7 Using Ontology Matching for Semiautomatic
Annotation of Web Services

This class ofannotation techniques utilisexisting sharedlomainontologies for
annotation rather than developing neames Performing the desired semi
automation of annotatiorequiresthe following two processegl) WSDL files of
services along with their XSD#ave to be represented usirapplication
ontologies and (2) shareddomain ontologies and application ontologies are
matched using ontology matching techniques. Due to the ceolgabfrmatching
techniquedn automating the annotation procefisy are discussed in detail in
Sub®ction 2.7.1 while previous matchingpased serrautomatic annotation
approabes areresentedn Subgction 2.7.2

2.7.1 Ontology Matching

IS ontologiescan be bBterogeneous at the syntactic as well as the semantic levels.
The syntactic differences result from using dissimilar representation languages.
This issuecan be solved by using the same language or translating an ontology
from one language into another. W¢h semantic mismatches occur due to
differences in terminology, meaning, interpretation or conceptualisation between
ontologies developed for the same universe of discourse (Sheth and Larson, 1990;
Euzenat and Shviko, 20@p. 40Q.
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Ontology heterogeneityprevents systems that use different ontologies from
communicating and interoperating effective($shvaiko and Euzenat, 2008
Mascardi et al.,2009. The solution to this problem is ontology matching
(Rodriguez and Egenhofer, 2003) which has synonymseiditérature such as;
ontology mapping (Kalfoglou and Schorlemmer, 2003), semantic matching
(Giunchiglia and Shvaiko2004 and semantic coordination (Bouquetet al.,
2003).

Kalfoglou and Schorlemmer (20@®p. 49 def i ne ontol ogy matchi
of relating the vocabulary of two ontologies that share the same domain of
discourse in such a way that the mathematical structure of ontological signatures

and their intended interpretations, as specified by the ontological axioms, are
respect e &ubsectioh, rnthe fotus is on the major similarity calculation

methods because most of the developahotation and matchingpols and

frameworks modify one or more of the methods and combine them in a way to

achieve the desired goal. Figure Z8picts the mahing process between two

ontologies.

In general, the input of the matching process is two ontological entities belonging
to two different ontologies. The process utilises different similarity meamsume
techniques in order to perform a more accuratelhiag (Lipinget al.,2007). The
results of the individual techniques must be combined in an appropriate way to
give an overall matching score for the entities under consideration (Euzenat and
Valtchey, 2004. The matching score is then assessed agathstshold to decide

whether the two given entities match or not.
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Figure 2.3: The General Matching Process Explained

Several authors hawassified matching tdniques (Shaviko and Euzen2005
Rahm and Bernstei2001; Noy 2004 Giunchglia and Shvaik@004; Choiet al.,
2006; Euzenat andh@viko, 2007pp. 61). The classification of Euzenat and
Shaviko (2007%p. 6) is adopted here as it the latest and most comprehensive.
They classify the basic techniques into four major -marually exclusive

categories which are explained in some itletes follows:

NamebasedTechniques

These techniques utilise labels of ontological entities and can be further
categorised into stringased and linguistibased techniques. triig-based
techniques such asdE Distance (Levenshtein, 1965) are syntabtsed
techniques which consider a concept as a string of characters (seeefathen
(2003) for a comparison between strApgsed techniques). Linguisti@sed
metlods exploit external thesausuch as WordNet (Miller, 1995) which
accommodate conceptswith synonym and hyponym relations. These methods
can discover thadCar6 andd Au t o mo bairel sgnénymsThesauriusually
organise linguistic resources in a graph or network like stryatimeh is used to
find paths between nodemnd calculate similai#s. Effective use of linguistic
methods is however, subject to availability of linguistic relations between
concepts under consideamt. General purpose thesaumight miss domain
specific concepts and thus could be unable to $mmematchesTherefor, it is
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possible to design domain specific linguistic databases and utilise them in
applications (Budanitsky and Hirst, 2008)abels of ontological entities are
normally composed of single or multiple word3agtano et al., 2006; Nagy et al.,
2009. Congquently namebased matching methods must be able to effectively
measure similarities between labels that contairtipt@lwords. These labels are
called Compound Nouns (CNsydrrentino et al., 2009 A few namebased
matching approaches can match lalibEt contain CNs, however, they cannot
perform accurate automatic matchirfu(and Gulla2004;Castano et al., 2006

Due to the high significance of CN matching in the context of this research,
existing CN matching approaches and their limitations belldiscussed in detalil

in Chapter 5. In addition, a novel and effective CN matching mechanism will be

proposed and evaluated in Chapter 5.

Structure-basedTechniques

Thesecan be broken down intatiernal and relational structurééchniques.
Internal £chniques exploit the internal structure of ontological entities such as;
primitive datatypes, and cardinality restrictions. These technicpredeused for
clustering purposes prior to the actual matching process (Rahm and Bernstein,
2001). Though, relanal techniques make use bietstructural relations such as
super/subclass and properties of ontologies. For example, if a subclass in one
ontology matches a subclass in another ontology, then their superclasses can
potentially match. An example of usimgoperties of ontologies for matching is
when an ontology has two classes (B1 and B2) linked by a property X and another
ontology has other two classé&¥1(andD2) linked by a property Y. If B1 matches

D1 and X matches Y then, B2 probably matcB&s Thisclass of techniques is
useful however;they have someleficienciessuch as:(1) A matcher based on
super/subclass relation might consider subclasses of a-dapsras being the
same and (2) a matcher based on the relational structure might give iatecur
matching. This deficiency can be explained by the following example. Let us
assume that an ontologa$that two classesi ndi vi danddIPd oduct 6
linked by a propertyis bought by 6 and another ontology which has two

A

classes 6Organisation 6 and OProdu ct 6 linked by a propertyois
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bought by 6. A relationatbased matcher matching the prewdwo ontologies
may find thatéIndividual 6 and 60Organisation 6 are correspondences
becaus®Product 6 match with6Product 6 anddis bought by 6 matches

with 6is bought by 6. Therefore, relational techniques are usually used with
other techniques. Structubased techniques can be syntactic when the similarity
calculation is based on syntactieams like strindpbased matchinwhilst they are
semantic when the similarity comjationis performed bysemantic means. In¢h
later case, meaning of ontological entities along with domain and structural
knowledge are representecsing logical formulae. Therefore, the problem of
finding a match turns into a logical deduction (Boucgtetl., 2003) which can be
carried out using a logical reasoner such as the SAT (propositional SATisfiability

technique) decider.

Extensional techniques

These techniques amnly feasible when instances of classes and properties are
available. The maindea behind these techniques is: If two concepts have the
same set of individuals then they can be the same. A more tolerant approach can
define two concepts as overlapping when they share some of their individlnals.
example of this categoris formal concept analysis which can analyse the given
data and organise it in a concept lattice (Zhao et @6RExtensional techniques

are not always applicable sinicglividuals are not always available in ontologies.

Semanticbased techniques

These techniges are based dogical deduction and thus acaot work alone
requiing an initial processing to produce prior matching entities in order to
deduce new matches. The prior matching can be produced by matching the two
given ontologies to an external commamtology using name or structdbased
techniques. Based on the prior matching results, logical formulas can be
constructed. Havimp had the formulas, a reasoner such SAT decide or
description logic reasonean be used to deduce new matches.
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The abowe techniques cannot perform a good matching when used in isglation
therefore composing a number of techniques is usually needed in order to
produce a better matching. Grouping individual techniques is generally based on
producing a weighting system to mbine the separate similarity scores.
Weighting is an importantnechanismas it enables maximising scores of more
important techniques and minimise scores of less important ones. Weights can be
assigned manually or automatically. Automatic weighting capeoformed using
methods such as machine learning (see Edmid) Surg(2005) for an example).
Manual weighting can present some problems when dynamic weighting is needed
to optimise the overall similarity score.

The matching problem has gained monutrguring the last decade (Rahm and
Berrnstein, 2001 Kalfoglou and Schodmmer, 2008 Many fully and semi
automatic tools (Giunchigliat al.,2004; Do and Rahm, 2002; Madhavan et al,
2001) have been proposed to solve the matching problem. Some ofttbegasa
target the general matching issue. Examples are FOAM (Framework for Ontology
Alignment and Matching) developed by khrand Sure (2005), QOM (Quick
Ontology Matching) proposed by Ehrig and Staab (2004) and Prompt (Noy and
Musen, 2000)Other appro@hesare designed as solutiots specific problems
such as; atalogue integration (Bouquet al.,2003) and Web service composition
(Wu et al.,2007; Pahi and Zhu, 2006).

Ontology matching is a very difficult and computationally expensive problem
especally when considering the matching at a general ldvet more efficient

and effective to design matching solutions for specific problems rather than
designing general solutionbowever The reason is that the more internal and
external ontological feares and constraints are available to the matching process,
the more accurate the matching is (Euzenat and Valtchev, ZD®@4ummarise

the important issues discussed in Subsection 2.7.1, Table 2.8 presents the most

significant ones.
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Issue Number Issue Description

Issue 7 Individual matching techniques do not normally proy
satisfactory results thus combinations of these techniqug

usually used to perform better matching.

Issue 8 Existing namebased matching techniques cannot pro

accurateautomatic CN matching.

Table 2.8: Issues Identified inSubsection 2.7.1

The following Sulsection describes how matching techniques are utilised by the

existing research to serautomate the annotation of Web services.

2.7.2 Matching-based Semiautomatic Annotation
Approaches

The METEORS Web Service Annotation Framework (MWSAF) which is part of
the METEORS Project (http://Isdis.cs.uga.edu/projects/meggpiis developed

by (Patil et al.,2004) to add semantics to WSDL documents of Web services.
MWSAF (METEOR-s Web Service Annotation Framework) uses ontology
matching techniques to sesmutomatically annotate WSDL documents with
appropriate concepts from domain ontologies. The framework suggests a
transformation of domain ontologies and the XML schema of W8B&tuments

into a common representation called SchemaGraph in order to enable structural
matching. Once a common representation is achieved, every concept in the WSDL
graph is matched against every concept in the domain ontology graph using two
matching tebniques. The twdechniques are element level (nabssed) and
schema level (structurllasedl matching technique§he element level matching
utilises NGram as a strinpased mechanism and synonpased similarity as a
linguistic mechanismHaving compléed the matching process, only the best
matches are selected by a function called getBestMapping. Moreover, MWSAF
classifies Web services into semantic categories taken from domain ontologies
where the percentage of domain ontology concepts, used to ntiotaWeb
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service, is considered (Patilt al., 2004). This framewdr suffers from some

limitations:

1 XSD and OWL transformation to schema graphpeformed by manual
means which makes this transformation hard to achieve. In addition, this
transformationis no longer necessary as OWL is the dominant ontology
representation language. This drawback limits the expressiveness of the
produced ontology as OWL is more expressive than a graph

1 This approach can measure similarities between labels containing @igs us
basic similarity mechanisms that ignore the linguistic structure of CNs
(Compound Nouns). Other authors (Kim and Baldwin, 2005) have noted that
this ignorance may result in imprecise similarity scores, however.

1 This framework becomes computationallypersive when the number of

candidate ontologies increases.

METEOR-S was modified to enable the generation of Q®B/descriptions from
semantically annotated WSDL documents (Rajasekartral., 2005). The
modified framework implements a Naive Bayesian §ifees to classify a service

into a specific domain. Then, an ontology describing the same domain is selected
to annotate the service. This addition of the classifier makes the approach less
computationally expensive but on the price of limiting the aniwstascope to a
single ontologyA service description may span more than one dgnhawvever
Therefore, many service elements may not have appropriate ontologitaies
andthus may be left without annotatioMlany none annotated service elements

causehe Low Percentage Problem.

A framework for generating OWE descriptions o&m WSDL files was
developed byDuo et al. (2005). The process of generating O\3Lstarts with
manuallytranslating XML schema of a WSDL description into an intermediate
OWL ontology. This transformation uses rules such(asComplex, simple and
global XSD elements are translated into Owl:Claskile (2) local element of
type of simple type is translated into Owil:DatatypeProperty. Then, the

intermediate ontology is mappedégisting domain ontologies usimgmebased
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and structural similarity measures. The mapping result is used to generate the

desired OWLS description from the WSDL file. The mapping rules from WSDL

to OWL-S are given as follows:

1 A WSDL port type becomes aqress model in OWAS.

1  Anoperation in WSDL is mapped to an atomic process in €BNVL

1 Inputs and outputs messages of an operation are mapped to inputs and
outputs of an OWLS atomic process.

1 A WSDL message part type becomes an G8/parameter for that megga
part.

The approach has some drawbacks:

1. The implemented narAeased matching uses Levéten Distance to measure
similarities between labels containing single terms only. Though relatively
effective, this approach cannot measure similarities betwdeatskhat have
CNs.

2. The approach requires manual ontology buildivigich is a hard and time
consuming task

3. Many service elements could end up without annotation since this approach
uses a limited set of ontologies and do not utilise an effective ontology

extension mechanism.

Subsequenyl services annotated using the latgproach may suffer from the

Low Percentage Problem.

Lei et al. (2008) proposed an approach for annotating WSDL files. They claim
that their approach can improve the efficiencytloé annotation process by
performing an initial naméased matching step to create a set of ontological
concepts that are the best matches of the given XSD element. Having had the set,
structural matching is implemented fiad the best matches among elerseof

the set. Nevertheless, this approachasa comprehensive one because it does not
provide clear guidance fotransforming an XSD to demporary ontology.
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Moreover, the approaalses very basic matching mechanisms that cannot provide
accurate CN ntahing.

Another Web service annotation approasideveloped by Zhang et al. (2008)

This approach is similar to the one proposed by Duo et al. (2005) since it utilises
the same XSD to ontology transformation rules. This apprpemtiuces services

in the SAWSDL format.In this annotation mechanisrii-MATCH (Castano et

al., 2006) is utilised as a matching tool to find correspondences between an
intermediate ontology that represents a service and shared ontologvestcIi

can measure similarities betweeN<but it requires the addition of CNs, that do

not have entries in WordNet, to a newly constructed thesaurus. Once that is done,
a similarity calculation can be carried out between CNs and other single terms or
CNs that already exist in WordNet. @hadditon of new CNs toa newly
developed thesaurumay delay and complicate the semitomatic annotation
process. This is because creating new entries needs some degree of human
involvement to extend the constructed thesaurus with new entries. For more

detailsabout HMatch see Section 5.4.

2.8 Limitations of Previous Research

Unsurprisingly, given the immature nature of the stdtthe-art, current semi
automatic annotation frameworks need more development to be able to achieve
the required Web service annidé task more efficiently and effectively We
therefore now use the outcomes of the previous section to sumniauise

important issues.

First, no approackanannotate all the required service elements provided in the
synthesised setSecond, pproachs based onontology learning have some
deficiencies

1 Ontology learning mechanisms are stihder developmenand thusmay

produce semantically poor ontologies. Thernead ontologies are usually in
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the form of taxonomy where important ontological consttacsuch as;
properties and axioms are not captured.

1 The datarequiredfor learning purposess notalways available. For example,
ASSAM requires annotated services as training data to annotate similar
services. Thesexistingannotated services cannot ddevays found due to the
limited number of existing SWS.

1 The resulting application ontologies are representations of sole services
instead of being precise representations of shared domain knowledge.
Therefore, matching the produced ontologies againseghanrtologies is still
required either at design time or at run time when service related activities

such as discovery and composition are performed.

Third, the approach based evorkflow definition is only effective for checking

the correctness an anrotation rather thaperformingthe annotation itself. The

reason is that already annotated services that can be composed with new services

and Atried and tested workfl owoAndar e ver
fourth, wing semantic matching to perin Web service serautomatic

annotationis promisingdue to the following reasongl) The existence of a

family of matching techniques that can produce reasonable matching;raadits

(2) the ability to reuse and share existing ontologies for anngtatamy services.

The later is a significant reason as manual ontology building is not an easy task

and automatic ontology building, at best, produces semantically poor ontologies.

Existing semantic matchingased techniques suffer from numerous limitations

1 They require manual development of application ontologies to model implicit
semantics of WSDL files of candidate services. Manual ontology building is a
tedious and difficult process that requires extensive domain and technical
knowledge.

1 Implemented matching approaches cannot provide effective and precise
matching results when labels of service data and/or ontological entities contain
CNs. The reason is that these matching approaches do not take the linguistic
structure of CNs into consideratioturing the similarity calculation process
(Kim and Baldwin, 2005).
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1 The Low Percentage Problem: Using existing annotation approaches may
result in manyunannotated service elements. This is because the shared
ontologies used for annotation may not have suitabieespondences for all
service elements that should be annotated. Used ontologieslatieely
incomprehensive and mis®@medomain concepts. Subsequently, annotating
Web services to these ontologies without a dynamic and effective ontology
extension rachanism thatan add necessary conceptsotuologies will lead
to the Low Percentage ProbleniThis later problem hasa very negative
impact on the performance and utility of annotation approaches.

1 The matching process is computationally expensive véh&amevork uses
many existing ontologiedor annotation. This expensiveness limits the
efficiency and usability of ser@iutomatic annotation. Therefore, a method is
usually needed to reduce the number of potential ontologies and improve the

efficiencyof automatic annotation.

To summarise, Tabl2.9 defineshe significant issues discussed in Section 2.8.
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Issue Number Issue Description

Issue 9 All existing semiautomatic annotatiompproaches cann

annotate the whole set of synthesistiments.

Issue 10 Learningbased approaches suffer from the follow
limitations: (1) Poor quality ontologie¢2) training data i
hard to find and (3) ontologies are not representation

shared domain knowledge but models of individual servi

Issue 11 The workflow-based approach is only useful for check

annotated services but not to prodne& annotatios.

Issue 12 Matching based approaches are promising however
share the following deficiencies: (1) They require mal
building of aplication ontology; (2) mplemented namg
based matching canohperform accurate CN matching;

the low Percentage Problemand (4) hey can be
computationally expensive when annotating to m

ontologies.

Table 2.9: Issues Identified inSection 2.8
This research will address the issues that are relevant to its aim. Other issues can

be addressed in future research. Table 2.10 presents the issues to be tackled in this

research.
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Issue Number

IssueDescription

Reason for Addressing

Issue 1

Web
standards lack the necess

Existing servicq

semantics.

This add
semantictso Web services

research will

Issue 2

Manual ontology building i
hard.

To avoid manual ontolog

building in the provided

approach

Issue 4

Ontology extension is usef
for expanding and reusir

ontology.

To

ontologies for annotation.

extend and reug

Issue 6

The

ineffectiveness

difficulty and

of manu

annotation of Web services.

The researchsemiautomate

the annotation task.

Issue 7

Individual matching
techniques do not provid
satisfactory results and th

they should be combined.

To develop and use

combination of individual
techniques in the annotatiq

approach.

Issue 8

Existing namebased
matching techniques cann
automatic

provide an

accurate CN matching.

Web

and

Labels of servic

elements ontologic

entities contain CNs.

Issue 12

Matchingbased annotatio

approaches have limitations

The research will overcom
many limitations of existing

approaches.

Table 2.10: An Overall Summary Table Highlighting the Issues to Be

Addressed in the Research
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2.9 Summary

This chapter presesd previous research in the area of s@miomatic annotation

of Web servies. Web services and their indististandards were discussed. The
discussion showed that existing standards such as; WSDL, UDDI and SOAP do
not support automatic discovery and composition of services because they miss
the importat semantic constructaodelled in ontologies. Due to theentral role

in the SWS area, ontologies, their engineering, learning and extension were
presentedThe SWSdea which is a proposed solution to automate the discovery
and composition of Web services was then illustrated. After, the major SWS
descriptionframeworks were presented. Since those major frameworks do not
agree on the service elements that should be annotated, a synthesis of service
elements that should be semantically described was developed and used to assess
the completeness of the major frawvorks.

The SWS literature reports that SWS adoption by developers is low because of the
difficulty of manual annotation of Web services. Consequently, automating the
annotation process iskay issue for SWS succeskherefore the existing semi
automaic annotation approaches were discussed and classified into three
categories which are: Learnuiigased, workflow definitiotbased and matching
based approachekimitations of those annotation approachesere uncovered

and issues like annotation difficulaynd efficiency, matching effectiveness and the
Low Percentage Problemereraised.This chapter concludes that matchimased
annotation approaches are promising because exiting ontologies can be effectively
shared between services and there sem@e matding approaches that can be
combined and used to automate the annotation task. Those mdiaked)

frameworks, however, suffer from numerous limitations which require attention.

In order to benefit frommatchingbasedsemtautomaticannotation, thelifficulty
of the annotationprocess whichresults from the manual ontology building of
application ontologies should be minimisdelrthermorethe effectiveness and

accuracy of matching especially when it comes to CNs should be improved. In
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addition, the LowPercentage Problem has to be sorted in order to improve the
adoption of semautomatic annotation approaches. Finally, a method should be
developed to automatically select ontologies when performing annotation. Such
an automatic selection mechanism catuce the computational expensiveness of

matching approaches when multiple ontologies are used for annotation.
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Chapter 3: Research Design and Approach

3.1 Overview

This chapter describd3SR (Design Science Research) asrgmearch approach

used in designing and tesy the proposed serautomatic Web service
annotationframework DSR is a problem solving paradigm: It offers solutions to
research problems by providing useful design artefacts. These artefacts should be

designed and evaluated using appropriate methods.

This chapter is structured as followSection 3.2 highlights the different research
approaches employed in IS research showing the importance of selecting the right
research method in answering the defined research question. Section 3.3 discusses
in deail the Design Science Research (DSR) paradigm, its philosophies and
processes. Section 3.4 descrilles employment of DSR in the context of this
research and illustrates the design increments and evaluation of the proposed
approach and its artefactSection 35 defines the artefacts produced in this
research and classifies them based on a widely used classification approach.

Finally, Section 3 summarises the chapter.

3.2 Research Paradigms and Approaches in
Information Systems

Research in Information Stems (IS) has attracted increasing attention in the last

decade because IS can improeiectiveness and capabilities of organisations
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(Nunamaker et al., 1991). The nature of IS research is complex because the IS
field is multidisciplinary as IS has strgnlinks with other domains such as
medicine, engineering and social science. These richness and varieties in the IS
field result in having different IS research methods (Land, 1982qditional IS
research such as Ch@a986 and Orlikowski and Baroudi(1991) differentiate
between two major researgiaradigmswhich are Positivist and Interpretive:
These two types are briefly explained as follows:

1 The IS research can be categorised as positivist when there are: (1) hypothesis
generation and a set of qudiatble depadent and independent variablé€2)
tests of proposed hypothesand (3) drawing of conclusions and inferences
about the examined phenomenon from a representative sample set of the
population (Orlikowski and Baroudi, 1991). Positivist researstbelieve that
hypothesises about reality can be tested independently of the researcher and
the used tools.

1 The IS research is described as interpretive when knowledge of reality is
characterised by social context and factors such as language, shared
understanding and meaning, tools and documents. Hence, interpretive research
aims to investigate and understand the reality represented by IS context and

the mutual influence between IS and its context (Walsham, 1993 pp. 62).

The other IS research approaittat has emerged and characterised in the last
decade is the DSR paradigm. DSR aims to produce useful and usable novel
artefacts that can solve important research problems and change current social or
organisational states into better ones (Hevner eP@0D4). Research iterations or
increments are very significant in DSR processes since they result in generating
knowledge and learning about the studied phenomenon and produce and improve
the desired artefacts (Nunamaker et al., 1991; Vishnavi and Kue20@=t).

Hevner et al. (2004) provide a framework for IS research for both behavioural and
design science. In their framework, they insist on the mutual relation between
knowledge base and IS research. The existing knowledge base provides
background knovedge that helps conducting the intended research work. In
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addition, IS research should add significant contributions to the knowledge base.
Contributions of IS research are, however, examined by applying them to business
or socialneeds in appropriate emenments. Research rigour is guaranteed by

applying existing foundations and methodologies in a suitablener

It is worth mentioning that behavioural science and DSR are not isolated but
mutually related to each other (Gregor and Jones, 2007).xaarpée, DSR can
utilise knowledge produced by behavioural science to improve existing IT
artefacts while behavioural science can be effectively used to examine the impact

of produced artefacts on organisations and individuals.

Environment |Relevance IS Research Rigor |Knowledge Base
People Foundations
*Roles Develop/Build *Theories
+Capabilities *Theories *Frameworks
*Characteristics +Artifacts *Instruments
. : *Constructs
Organizations Business Applicable | v el
“Strategies Needs Knowledge | .pethads
*Structure & Culture | Assess Refine +Instantiations
*Processes | v ﬁ
Methodologies
Technology Justify/Evaluate +Data Analysis
*Infrastructure +Analytical Techniques
+Applications +Case Study *Formalisms
*Communications *Experimental *Measures
Architecture *Field Study +Validation Criteria
*Development *Simulation
Capabilities
F 9

A

Application in the
Appropriate Environment

Additions to the
Knowledge Base

Figure 3.1: The Information Systems Framework (Source: Hevner et al.,
2004)

This research tackles the problem of Web service annotation: This prablem
significant since it preven@wider adoption of SWS by Web service develgpe

and researchers. Aiming to change the current state of SWS adoption, this
research designs a new seantomatic Web service annotation approach that
overcomes limitations of existing approaches. Retrospectively, IS research is

considered DSR when it agrto change a current state of an organisation into a
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new state by developing novel IT artefacts (Hevner et al., 2@®f)sequently,
this research follows the DSR paradighine way in which DSR is employed in
this research along with DSR processes anefeatt are discussed in detail in
Sections3.4 and 3.5

3.3 The Design Science Research (DSR) Paradigm

DSR has recently attracted increasing attentigdhenS and computing discipline:

It is seen as another analytical perspective that can compleneehelvioural
science paradigntraditionally the dominant paradigm in the IS area (Hevner et
al., 2004; Vaishnavi and Kuechler, 2004; March and Storey, 2008). Research in
DSR is impacted by Simonés view of t
term artifidal implies a handnade product or artefact (Simon, 1996 pp. 123). The
term design implies creating something novel that does not already exist in nature.
Hevner et al . (2004 pp. 78) defines

organisation of resourceso accompl i sh a goal 0.

DSR is necessarily a problem solving paradigm that seeks to build IT artefacts
addressing an existing problem (Nunamaker et al., 1991; Vaishnavi and Kuechler,
2004). Particularly, DSR focuses on developing and evaluating IT @defzat

are described as innovative, purposeful and novel (Hevner et al.,, 2004).
Purposeful indicates that developed artefacts should potentially offer to
organisations and individuals @itility 6 that addresses unresolved problems or
provide better solutns that can enhance existing practices (Vaishnavi and
Kuechler, 2004).

Unlike typical routine design activities which only focus on creating working
artefacts, DSR signifies the systematic creation, capturing and communication of
knowledge about and thin the designprocess(Baskerville, 2008). Knowledge

and understanding of design problems and solutions are obtained during the

development, evaluation and application of designed artefacts (Simon, 1996 pp.
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120). This is because the design process is ssea learning process where
understanding is enhanced as researchers are progressing in design activities. This
understanding helps to improve the quality of the design process and the resulting

design artefacts (See Figure 3.2).

3.3.1 DSR Processes

Researchs such as Hevner et gR004) and Kuechler and Vaishnafd008)

argue that DSR projects are normally composed of certain activities or Bbeps.
latter define five importantproject stepsas the@anatomy of DSR (See Figure

3.2). The DSR process stariwith awareness of problem then followed by
suggestion, development and finally evaluation which tunn leads to a
conclusion. All these phases are good opportunities for knowledge generation that

can feed into earlier or subsequent steps.

A distinctive feature of DSR is its iterative or incremental nature which implies
that t-beabbatéed process c awntisaisfacteryp eat ed
artefacts are obtained (Markus et al., 2002). Unfortunately, most DSR scholars
(Gregor and Jones, 200vtarch and Story, 2008) focus on the iterative DSR and
ignore incremental DSRA description of incremental DSR, however, can be
found in Simon (1996 ppl20) stressingthat the design process of a complex
artefact can be broken down into more granular a®iniindependent
components These components cumulatively make the desired artefact. In
addition, Hevner et al. (2004) argue that DSR activities can be incremental. In
incremental DSR, each artefact, part of artefact or a set of artefacts are designed
during a DSR phase called an increment. It is worth mentioning that incremental
design is necessarily associated with incremental learning since the understanding
of the design process is improved as the design grows and more components of

the final artefactredevelopedand evaluated.
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Figure 3.2: Reasoning in the DesigfScience Research Cycle (Source:
Kuechler and Vaishnavi, 2008)

3.3.2 DSR Evaluation

The evaluation process is significant in the context of DSRu=e it can generate
feedback and knowledge that can lead to better understanding of the problem
domain and improvementsf the artefacts and design activities. To perform
correct and effective evaluation, appropriate methods and metrics must be selected
and used (Kuechler et al., 2005). Hevner et al. (2004) define a set of evaluation
methods that can match different types of design artefacts. These methods are
presented in Table 3.1.
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Guideline Description

Observational| Case Study Study artefat in depth in business environment

Field Study: Monitor use of artefact in multiple projects

Analytical Static analysis: Examine structure of artefact for sta
qualities (e.g. complexity).

Architecture Analysis: Study fit of artefact into techoal 1S
architecture

Optimisation: Demonstrate inherent optimal properties
artefact or provide optimality bounds on artefact behaviour
Dynamic Analysis: Study artefact in use for dynamic qualit
(e.g. performance)

Experimental| Controlled Experiment: Study artefact in controlle
environment for qualities (e.g., usability)

Simulation: Execute artefact with artificial data

Testing Functional (Black Box) Testing: Execute artefact interfaces
discover failures and identify defects.

Structural (White Box) Testing: Perform coverage testing
some metric (e.g., execution paths) in the arteg
implementation

Descriptive | Informed Argument: Use information from the knowledg
base (e.g., relevant research) to build a convincing argunmeg
the artefactds utility.
Scenarios: Construct detailed scenarios around the artefa
demonstrate its utility.

Table 3.1: Design Evaluation Methods (Source: Hevner et al., 2004)

3.3.3 DSR Artefacts

March am Smith (1995)and Baskerville (2008) describe DSR as a problem
solving paradigm that aim to provide solutions to problems by designing useful
artefacts. Orlikowski and Il acono (2001)
Consequently, the role of amt@fact is central for any DSR project. Despite the
significance of artefacts in design research, there is a lack of consensus about
what constitutes a DSR artefact. Some researchers such as Orlikowski and lacono
(2001) and Benbasat and Zmud (2003) argust iT artefacts are the only
acceptable outputs of DSR. On the other hand, other researchers like (Winter,

2008) suggest that pure organisational artefacts such as those related to
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organisational culture should be considered as valid DSR artefacts lsnt® t

field is interested in not only technology but also organisations and individuals.

The classification of design artefacts provided by March and Smith (1995) is
widely acepted in the DSR literature (iger et al., 2004these being

T

Constructs: Tiese are conceptual vocabulary and symbols that provides a
language to define and share design problems and solutions.

Models They use design constructs to conceptualise the problem and its
proposed solution in order to improve understanding.

Methods They define processes that aid the activities of searching the
solution domain. These methods can be formal such as formal mathematical
algorithms, informal such as natural language descriptions of approaches or a
mixture of both.

Instantiations These arémplementations of constructs, models and methods
in a form of working systems. Instantiations allow IS researches to examine
the applicability and appropriateness of design artefacts to their intended

purposes in practical settings.

3.4 The Employment of DSRin the Context of this

Project

Since the research presented in this work follows the design research paradigm, it

is important to carefully and clearly present the research in the DSR format. We

adopt the DSR cycle provided by (Kuechler and Vaishnavigpaad presented

in Figure 3.2 to illustrate the design activities carried out in this research. These

activities are described as follows:
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3.4.1 Awareness of problem

As presented earlier in Section 2tde interest in SWS has increased in the last
few years kbcause they promise to facilitate automatic discovery and composition
of Web services. Semantically describing (annotating) a Web service is, however,
a difficult and erroiprone task when performed manual8ee Issue 6)This is
due to the size of Web is#éces and ontologies as well as to the number of
ontologies that can potentially annotate a given servieepg, 2005
Subsequently, many researches call for a solution to solve the problem of manual
annotation of Web services. Having reviewed the liteega few approaches exist
that aim to serautomate the annotation task. These approaches, however, suffer
from numerous deficiencies that significantly limit their usefuli{€s® Issues 10,
11 and 12)The main deficiencies are:
1. The approaches are ddfilt to use since they require ontology building which
can be hardor many Web service developers.
2. The implemented matching mechanisms produce inaccurate results when the
matching task involves compound nouns (CNs)
3. The Low Percentage Problemhich indicates thamany service elements may
be left without annotation when appropriate ontological correspondences are

missing.

This research is seen as a response for the calls of effective and easy to use semi
automatic Web service annotation approach whah improve the adoption of
SWS by researchers and industrial practitioners. This research bridges the
annotation gap by proposing a novel samiomatic annotation approach that
uses queries and employs improved ndrased and structural matching

mechanism.

3.4.2 Suggestion

At this phase of the design process, the limitations of previous approaches are

studied thoroughly and a subset of these deficiencies that require urgent solutions
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is selected as a motivation for improvements. This subset is used to set up
requirements which should be met by the new approach in order to be effective
and useable. Then, the requirements are used to derive a set of design strategies
for the new approach. Latetrbecomes apparethiat it is important to analyse the
WSDL generaktructure in order to define what service elements can be annotated
when havinga WSDL file as the input for the annotation process. The processes

of the suggestion activity are presented in Figure 3.3.

Study limitations of
previous
approaches

v

Set up
requirements

v

Derive design Analyse WSDL
strategies general structure

A4 A 4

Propose Initial framework

Figure 3.3: The Stepsof the Suggestion Activity

3.4.3 Development

The developmentstage of any DSR project involves desigrincrements or
iterations carried oubb provide theconcrete artefastproposed in the suggestion
activity (Vaishnavi and Kuechler, 2004The development stage of this project is
composed of six design increments. dach increment an artefact eet of
artefacts is developeddditionally, every increment feedssues and knowledge

into the next increment. Thesesugs and knowledge improve the understanding

of the problem and solution domains and provide ideas and avenues to extend and
improve he proposed solution. Figure 3ptesents the architecture of design

incrementswhich arediscussed in detaiih the subsguent paragraphs
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Increment 1: Design of
| the Initial Framework
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: [
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! |
L.—. —. S ) -
Increment 6: Design of Increment 5: SAWSDL
the Ontology Extension Annotator Design

Figure 3.4: The Architecture of Design Increments

Increment 1: The Design of the Initial Annotation Framework

The design of thinitial framework isdriven by the desigstrategies andnalysis
resultsof WSDL structure The initial framework identifies the components and
phase®f the approachrive phases are defined:)(The concept extraction phase;

(2) the concept filtering and query filling phag8) The query execution phase

(4) the results assessment phase; and (5) the SAWSDL annotation phase. Three
phases are fully automatic while the other two phases require the involvement of a
human user. The three automatic phases are: (1) The concept extraction phase; (2)
the query execudn phase; and (3) the SAWSDL annotation phase. The role of
concept extraction phase is to automatically extract the required concepts from a
given WSDL files. The query execution phase is responsible for executing queries
against existing ontologies usirmgquery execution engine. The query execution
engineinvolves twosignificant artefactsthe namebased matching mechanism
which is called CNMatch and the structural matching mechanism. The output of

a query execution is a set of recommended correspoesealong with their
matching degrees. The SAWSDL annotation component uses correct matches that
result from manual assessment to automatically annotate given service elements

based on the SAWSDL format using the Model Reference technology.
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Increment 2: The Design of the Concept Extraction Technique

Since the input of the annotation process is always a WSDL file, it is necessary to
extract candidate elements from this file before they can be used for the
annotation task. Manual extraction of required WWS&ements is a tedious,
difficult and timeconsuming task; therefore the concept extraction mechanism
has beermleveloped to automate it. This mechanism employs a set of text analysis
techniques of the GATE (General Architecture for Text Engineering) ttwol
automatically extract simple and complex XSD types. This mechanism is

explained in detalil in Section 4.7.

Increment 3: The Design of CNMatch

An important matching technique utilised by the query execution engine is the
namebased matching: This tedkpme measures similarities between labels of
service elements and ontological entities. These labels can contain more than two
constituents i.e., Compound Nouns (CNs). Unfortunately, existing -baex
matching approaches cannot perform accurate and atitonsimilarity
measurements when labels of candidates are CNs. The reason is that these
approaches ignore the linguistic structure of CNs. Consequently, a new approach
called CNMatch is developed. ClMatch performs automatic similarity
measurements beter single terms, binary and triple CNs. The design of CN
Match is based on a set of matching rules derived from the English linguistic
literature on CN structureSge Section 5)3 CN-Match is implemented in Java
1.6.0 to provide a useful tool for the atemon approach and any other possible

applications that require automatic CN matching.

Increment 4: Structural Matching Design

Individual matching approaches such as ndased matching cannatlone
provide good results (See Issue HQr instance, narleased matching may detect
thatd A p p | (&hich represents a fruit) andl A p p | (&hich represents the
technology company) as matches since the labels are idenfigdhg the
structure as a similarity criterion may help in eliminating such wrong matches

since the structure®r contextof candidatesis considered Consequently, a
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combination of namdased and structural matching should be used for query
execution. Therefore, a structural matching mechanism is developed and
implemented The implemented struatal techniquefinds structural similaries

based ommatchinglabels of related elements of the given service elemgainst

related classes of a candidate ontological class. Related classes of an ontological
class are those that have object propertyragiavith the given ontological class.
Labels of object properties are, however, not taken into account because they do

not have counterparts in queries of service elements.

Increment 5: SAWSDL Annotator Design

The annotationis performed based on the SAWIS notation using the Model
Reference technology: This technology adds a URI of the appropriate ontological
correspondence to the given service elemdperforming the SAWSDL
annotatiormanually is g&edious and time&onsumingasktherefore automations
neededand thus an annotator is designed. The new annotator pasgsen
WSDL document line by line and searches for the contwepé annotatedOnce

this concept is found, a model reference element with the URI of the appropriate

ontological correspatence is added to the tag of the service element.

Increment 6: Design of the Ontology Extension Mechanism

The ontology extension mechanism is designed and added to support the
annotation framework. This is becausatamingbased annotation approaches
may suffer from the Low Percentage Problem if they do not use an appropriate
and effectiveontology extension method (See Issue 12 providednechanism
extendsthe required ontology with appropriate ontological clasgesviding
correspondences for thevgn service elements. Two extension methods are
designed: One for simple elements and the other for complex typesddition

of these method to the propose@nnotation frameworkcan alleviate the Low
Percentage Problersince a higher percentage of sSeev elementscan be
annotatedThis learning about tHatter problemand the added extension metkod

provide important knowledge that can be fed back to the knowledge base.
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3.4.4 Evaluating the  Semtautomatic = Annotation
Approach and its Components

This sectiondescribes in detail the evaluation methods and metrics of the
annotation approach and its componerigaluation methods such dssting
(functiona), experimentalcontrolled experimentand descriptivgscenario)are
employed to evaluate the differeneésign artefacts provided by this project. In
addition, measures such as Precision (P), Recall (R)-ameBure which are well
known Information Retrieval (IR) metrics are utilised in the evaluation of some

components.

A. Evaluating the Components of theAnnotation Framework
This evaluation exercise concerns the evaluation of the automated components of

the annotation framework.

A.1 Evaluating CN-Match:

CN-Match is evaluated using the experimental (controlled experiment) evaluation
method. The evaluatio is performedto ensure that CMlatch is capable of
precisely measuring similarities between labels containing CNs. Precision (P),
recall (R), and Fmeasure (F) are used as metrics for this evaluafioese three
metrics are deemed appropriate since #re widely used to evaluate other name
based and ontology matching techniqueszenat et al., 2009; Giunchiglia et al.,
2009. The evaluation is conducted by employing -G@fdtch to measure
similarities between labels of classes taken from existing anéso Existing
ontologies are utiliseth the evaluation to avoid any potential bias that can tresul
from using ontologiesbuilt for the specific purposef this evaluation The
evaluation task is composed of two different sets of experimé&hes.first se
comprisedwo experimentgonducted to derive a suitable threshold for-KBkch

and uses data belonging to two iffierent domains which are then&wledge
acquisition and theravel domains. The reason for having two experiments is to

derive ageneral andlomain independeiiireshold.
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The second set of experiments is performed to evaluate the performance of CN
Match using P, R and F. Three different sets of existing ontologies (the
Benchmark set, the Russian set and the Conference set) are used for this
evaluation. These sets have ontologies desuy different domains and having
different CN coverage. Table 3.2 preseatsrief description of these sets. For
each seta number of tests are performed to generate matching scores. Then, P, R
and F values araneasured and presented. Based on the provided results,

important coiclusions about CMlatchare drawn.

Set Number of Tests Domain Covered
Benchmark | 4 Bibliographic
Russia 3 Country
Conference | 8 Organisation of Conferences

Table 3.2: Description of TestSets Used inEvaluating the Performance of
CN-Match

A.2 Evaluating the Other Components of the Annotation Framework

The other automatic components of the annotation framework which are the
concept extraction mechanism, the structural matching mechanism and the
SAWSDL annotation technique aevaluatedaccording to the functional (black
box) evaluation method. In other words, each component is employed individually
to ensure that it is not faulty ar@hn produce the expected results. Individual
evaluations of these components are explained briefly as follows:

1 Evaluation of the concept extraction technique: Three different WSDL files
are used in this evaluation. The evaluation is devoted to ensur¢héhat
extraction method is able to extract all the required WSDL elements
including simple types, complex types and complex relations.

1  Evaluation of the tsuctural matching mechanism: This mechanism is tested
by calculating the structural matching scorés mumber of pairs of classes

belonging to two different ontologies.
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1 Evaluating the SAWSDL annotation mechanism: This mechanism is
evaluated by providing the annotator with annotation results from the query
execution engine and then employing this amoot®d annotate simple and
complex types of source WSDL files.

A.3 Evaluating the Ontology Extension Mechanism:

The evaluation ofttis technique is also conductesing thefunctional(black box)
evaluation method. The evaluation is performed by empipyhe extension
technique tcautomaticallyadd appropriate ontological correspondences of some

given service elements.

B. Evaluating the Whole Annotation Framework

The developed annotation framework is evaluated by applying it to a typical
organisatioal scenario. The scenario itself is not directly identified from a live

SWS project because no real industrial SWS applicatavesavailable The

scenario, however, is drawn from a proposed use case of the provided annotation
approach in an organisatiornahvironment. According to Go and Carroll (2004)
design that supports a specific scenario
concepto research whose relevance is ag
against the research objectives. Scesaaie accepted as an evaluation method

and strategy in different disciplinesuchascomputer sciengesincethey provide

grounding fordesign and evaluiain of research and suppagalworld use cases

(Wack, 1985). The organisational scenario adopted in ésisarch is psented

graphically in Figure 3.@nd explained in detail in the following paragraph. In

addition, the ontologies and Web services used in this evaluation and their search

and selection processes are diéstt in details in Subsection (B.1

Scenario:

Organisation X is specialised in SWS development: It receives
WSDL files of Web services from other organisations and migrates
these syntactic services into semantic ones by annotating them to

67



Chapter 3: Research Design and Approach

existing ontologies based on the SAWSDL W3C reconatiemd
Organisation X owns a repository of OWL ontologies describing
different domains. For every domain covered in the repository, there
is one and only one ontology describing this domain. Consequently,
Organisation X sharean ontologybetween elementselongingto
different services buhe same domainThe reason is that sharing
ontologies between services albiliis organisation to provid8WS

that are preequipped withshared semantics that enable these
services tanteroperate easilyand effectivel. In addition, using a
limited set of ontologies enable organisation X to maintain the
quality oftheseontologies and perform an ongoing maintenance of
them The annotation process at Organisation X is currently
manua] difficult and timeconsunng therdore, it is seeking to
utilise an effective and easy to use samtbmatic annotation

approach that can be used by any Web service developer.

: Repositor

: Annotation pof .

/ Approach Ontologies
v

Annotated Annotated
Service 1 Service n

Figure 3.5: The Organisational Scenario of the Annotation Apppach

B.1 Collecting Web Services and Ontologies for theEvaluation of the
Annotation Approach

Existing Web services and ontologies are used to evaluate the proposed annotation
approach. Using ontologies and Web services that are developed by different

paties is deemed useful in this research because it allows us to mimic real life

68



Chapter 3: Research Design and Approach

cases when a set of Web services are annotated to a limitedl @etologies
available in an ontologyepository. Moreover, using available Web services and
ontologiesallows s to avoid any potential bias that may resuwom building
ontologies pre-equipped withgood matchesof Web serviceelements The
selected ontologies and Web services are carefully gathered from available
resources. In this subsection, the methods ofckesy for and selecting Web
services and ontologiesare illustrated. Moreover, these Web services and

ontologies ardriefly described.

SelectingDomainsof Web Services

The selection process staty finding domains that can have several Web

servicesThis is an important selectiatrategyfor the followingreasons:

1. It limits the scope of the process of searching for ontologies. Finding
appropriate ontologies describing many different domains is hard because a
limited number of existing ontologiesasvaileble in open access repositories.

2. Having different Web services in the same donaiablesusto experiment
the extension exercis@he later reason is very importasince annotating
different Web services from the same domain using the same gynallows
us to extend this ontology when appropriate correspondences for service
elementsare unavailable

3. Using the proposed approach to successfully annotate Web services belonging
to different domains proves that it can be used to annotate a wide aange

Web services and it is not limited to a single domain or a set of domains.

The domain selectioms performed by conducting searches in available Web
service repositories. As a result of the conducted searehfind that we an
collect Web servicesrom few domains to satisfy our selectistrategy An
average of ten Web servicescollected for each selected domain. Td®sen
domainsare Book, Stock Information, Weather, Communication and Payment
Many of the selected Web services contain datt telong to the User
Information domain however Consequently, a decision to search for User

Information ontology is taken.
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Selecting Web Services for Each Domain

After selecting Web servise6 domai ns and setsare select
examined andhosewith relatively rich XSDsare takenAs a result, twenty five

Web services are gathered to conduct the evaluation process. Every five of these
twenty five services belong to one of the five selected domains. Table 3.3
provides some details about théested Web services.

Domain Web Service
Book BookInfoPort Servicell.Accounti8ooks BookService
BookStorel
Weather service38.Accountservice47.Utility

service43.Miscellaneouservicel85

service51.Utility

StockInfo Service3.StockService7.Addres Servicell.Stock
Service7.Stockservicel7

Communication| Service9.SpecialisBervice4.Specialist
Service50.MiscellaneouService60.DeveloperTools

Service80.Miscellaneous

Payment Service72.AccounisseoCash Service24.Accounts

Service39.AccountSavice68.Accounts

Table 3.3: Details of Selected Web Services

Selecting Ontologiegor the Ontology Repository

Once the Web seme selectioris finalised the process of searching fexisting

ontologiesthatdescrile the general theme dtiie sekected domaings startedThe

selection criteria are:

1. Seleced ontologes should be rich enough and have satisfactory level of
details about the specified domains

2. Ontologiesshouldbe developethy recognised bodies or research projects.
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The search iperformedin sixteen ontology repositi@s and search engines such

as; he Ontology Yellow Pages, TONES Ontology Repository of Manchester
University, Knowledgeforge, Protégé Ontology Library, Ontoselect, Sweet NASA
repository and Swoogle Search EngifAie.a result of the conducted search, two to
four ontologies are selected for each domain. Then, for each domain, the richest
ontology is selected and added to the repository. The final version of the
repository contains five ontologies since the same ontolegelected for the
Stock Information and Payment domains. Table Brdvides details about

selected ontologies.

Ontology Domain Ontology developer
BookProperty Book ISLAB at the Hanyan(
University of South Korea
LSDIS-Finance Stock  Information| LSDIS research project
and Riyyment University of Georgia
WeatherConcepts | Weather LSDIS research project

University of Georgia

MoguntiaDataTypes| Communication Moguntia Semantic  Wel
research project at Manches

University

Contact User Information The SWAP research project
the W3C

Table 3.4: Details of Selected Ontologies

B.2 Black Box Testing

After conducting theevaluation of the individual components of the annotation
approach these components areombined and evaluated together based on the
black box esting method using the proposed organisational scenario. The purpose
of this evaluation is to ensure that the components can work jointly to provide the
desired annotation results. For this evaluation, three Web services from the Book,
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Weather and Stocknformation domains are selected from the set of the twenty
five Web services. Then, these three services are annotated using the proposed
semtautomatic annotation approach to ontologesidingin the repositorylLast

the annotation steps and resulte @resentedn Section 6.3to prove that the

amotation framework is capable of providitige expected outcomes.

B.3 Experimental (Controlled Experiment)

The experimental evaluation of tipeoposed annotation approach is undertaken
through its applicatio to the typical organisational scenario. P, R and F measures
are used as metrics in this evaluation: These three measures are deemed
appropriate for this evaluation because: (1) They are used in the evaluation of
other similar annotation approaches sushVEETEORS (Patil et al.,2004) and

(2) the annotation process is matchbagsed and these measure are normally used

to evaluate matching approaches. Five sets of experiments are conducted. In each
set, five Web services belonging to the same domain anetated to the
ontologies existing in the repository. For each experiment, values of P, R and F
are recorded and then presented to show the strengths and weaknesses of the
proposed approach.

3.5 Mapping the Artefacts of this Research to DSR
Artefacts

In light of March and Smith (1995) classificatiasf DSR artefacts (See
Sulsection 3.3.3) the artefacts produced in this project are presented and

described as follows:

1 The initial annotation framework: This framework represents a design
method artefact beaae it provides steps to solve the problem tackled in this
research. Steps of this method are executed by the other artefacts provided by
this research.
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1 The standard query template: This template is categorised as a design
construct since it is seen asset of vocabularies that defines a part of the
solution.

1 The concept extraction mechanismThis extraction mechanism is a design
instantiation artefact: It is a working prototype that can have input and provide
outputs as results of processing.

1 CN-Match: This namebased matching framework and tool is a key
component of this research. @Watch is classified as a design method and
instantiation artefact: It is a method since it provides a set of steps that can be
implemented to measure similarities betwaay two single terms, binary or
triple CNs. In addition, CNMatch is considered as an instantiation because it
is the &vabased implementation of the similarity measurement method. This
working tool can be used not only for annotation purposes but alsihdéo
general ontology matching task and other matching activities worth
mentioning thatthe similarity measurement method can be implemented in
other programming languages if it is going to be used mone avabased
application.

1 The structural matching mechanism The structural matching is also a
method and an instantiation. This matching mechanism is a method as it
provides specific steps for measuring structural similarities. Furthermore, this
mechanism is an instantiation because the straicimilarity method is
implemented in the aVa programming language. This implementation
provides a utility that can be employed by the query execution engine to
measure similarities between related elements of service concepts and
ontological classes.

1 The SAWSDL annotator: This is an instantiation as it is an implementation
that solves the problem of manual addition of model references to tags of
service elements. The input of this annotator is the set of correct matches and
the output is an annotated \WEfile.

1 The ontology extension mechanismThis mechanism is a method and
instantiation artefact: It is a method because it provides steps that can

successfully perform ontology extensiorhese steps are implemented in the
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Java language to provide a warlg system that can add new classes to
ontologies based on a set of defined rules.

 The semtautomatic annotation framework: This framework is the main
artefact of this research. It represents the solution to the defined research
problem. This artefact ian instantiation that provides a purposeful utility
which can help SWS developers in seautomatically annotating Web

services.

Table 3.5 provides classification of the DSR artefacts of this research based on
March and Smith (1995) categories.

Categolry Artefact
Construct Standard query template
Model None
Method Initial annotation framework

CN-Match

Structural matching mechanism

Ontology extension mechanism

Instantiation Concept extraction mechanism
CN-Match

Structural matching mechanism
SAWSDL annotator

Ontology extension mechanism

Semtautomatic annotation framework

Table 3.5: The Classification of the DSR Artefacts of this Research
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3.6 Summary

This chapter presentdtie research method of designing and evaluating the semi
automatic annotation approach. In order to support the selection of D8RR as
right method for undertaking this research, the different IS research methods were
discussed and reasoning for choosing DSR was providéer, the DSR
paradigm, philosophyprocesses evaluation and artefactwere illustrated in
detail The researchwas then described in light of the DSR paradigm. In
describingthe researchjncrements that were performed to solve the defined
problem were presented. In addition, the incremental learning that happened
throughout the research activities was highlightedloreover the methods
metrics and dataused to evaluate the proposed annotation framework and its
underlying artefacts wer#lustrated Due to the central role of artefacts in any
DSR project, the artefacts produced in this research were discussddsaiiied.
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Chapter 4: The Design of the Semautomatic
Query-based Annotation Approach

4.1 Overview

This chapter proposes an annotation approach that can overcome a significant part
of the limitationsdiscussd in Chapter 2 The new approach is of a semi
automated rtare and utilisegjuery instances rathénan application ontologies.

In addition, this approach develops and uses a new matching mechanigrary

executionemployingnamebased and structural matching techniques.

This chapter is organised as followSection 4.2 presents the design increments
addressedn this chapterSection 43 shows the importance of designing a new
annotation approach anskts the design requirements fine new approach.
Section 4 presents the design strategies derived froaptbvidedrequirements

and the limitations of previous annotation approach&ection 45 analyss the
WSDL general structure to show what WSDL elements should be semantically
described. Section @.provides the overall design of thaitial annotation
approach and explains the five annotation phaSestion 47 illustrates the design

of the concept extractionSection 48 shows the design of thguery execution.
Section 49 discusses the design of the SAWSDL annotator @eacdtion 410

summarises the chigy.
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4.2 Desgn Increments Covered in this apter

The design of the annotation approach is composed of six increments as discussed
in Subgcion 34.3 This dapterillustratesthe design of the initial annotation
framework (Increment 1)the design of theconcept extraction technique
(Increment 2) structural matching desigfincrement 4)and the SAWSDL
annotabr design(Increment 5) These three increments are shaded in Figure 4.1 to

indicate that they are addressedhis thapter.

Increment 1: Design of
| the Initial Framework

Increment 2: Design of the
Concept Extraction Technique

== N ,
i The Query Execution Engine

I [

|
! Increment 3: CN- Increment 4: Structural | |
| Match Design Matching Design |
: i
L — J
Increment 6: Design of Increment 5: SAWSDL
the Ontology Extension Annotator Design

Figure 4.1: Design Increments Addressed in Chapter 4

4.3 The Need for a New Semautomatic
Annotation Framework

This research overcomes important limitations of existing annotation frameworks
by proposing a novel approach. Thegpwsed approach can be classified under the
matchingbased annotation category since a novel matching system is designed
and implemented by the query execution engine. The approach presented is

designed tmvercomehe following deficiencies:
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1. The prerequbite of building an application ontology to model service
semantics Manual ontology building is a very hard process and automatic
building is ineffective since low quality ontologies are produ&ek Issueg
and 3 in Table 2.2)

2. The inaccuracy of empjyed matching mechanisms: Earlier annotation
approaches use matching techniques that cannot provide accurate matching
results especially when labels of service elements as well as labels of
ontological entities contain Compound Nouns (CK8ge Issue8 in Table
2.8).

3. The Low Percentage Problem: Many service elements are left without
annotationfor two reasongSee Issue 1 Table 2.9) (1) The lack of an
effective ontology extension mechanism that can expaadsed ontologs
whentheymiss correspondmclasses of given service elements that belong to
domairs of used ontologiesand (2) the annotation of all service elements that
belong to multiple domains to a single domain ontology.

4. Annotating service elements belonging to the same dormaimultiple
ontologies: Many earlier approaches especially learbased ones do not
allow the sharing of an ontology between service elements belonging to the
same domain. These approaches build a domain ontology for each service and
use it to annotate this servicehis annotation process results in services that
are annotated to neshared ontologies and thus matching these ontologies is
still required at run time when discovering or composing services. This extra
automatic matching process which is performeddiynsre agents may result

in errors and delays in any future automatic discovery or composition task.

Reslving these four limitations is, arguably, seen more urgent than sorting out
the other annotation problems such as; the annotation of all sermnergts and
expensiveness of the annotation process (see Section 2.8 for a discussion about
limitations). The reasons are:

1. The priority in the SWS area is to improve the SWS adoption by developing

easy to use automatic annotation approacRa#l gt al.,2004). Approaches,
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thatcansuccessfully annotate a subset of service elementbeansgtendedo
annotate other elementwe pressing needs

2. The processing speed of computers is improving rapidly and thus having
superfast computers can significantly &se the computationabst of the

annotation process.

To overcomethe four previous deficiencies, the proposed approach should satisfy

the following requirements:

R1.No application ontologies are needed to capture service semantics: The new
approach shdd avoid the difficult process of application ontology building in
order to make the approach usable by Web service developers who do not
normally have knowledge and experience in ontology development.

R2.A namebased matching mechanism that can accuratelgsore similarities
between labels containing CNs and single terms should be developed and used
by the matching system.

R3.The proposed annotation approach should allow annotating a single service to
multiple ontologies covering different domains.

R4.The proposd annotation approach should be able to annotate a high
percentage of WSDL elements. In other words, the proposed approach should
not suffer from the Low Percentage Problem.

R5.Elements thabelong tothe same domairbut different serviceshould share
the same ontologyThis will make the produced SWS ready for tasks such as

discovery compositionandinteroperability

These five requirements lead to desmgnategiesfor the new sermautomatic

annotation approach.
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4.4 Design Strategies for the New Querpased

Annotation Framework

To design an effective annotation approach, a set of design strategies that are

derived from the earlier five requirements and knowledge acquired from

reviewing previous annotation approaches must be adopted and presented before

stating the implementation stage. These design decisions are:

1.

The input of the proposed approach is a WSDL file and a set of domain
ontologies describing different domains. A WSDL file is the only source of
data that is always available with any service.eD#ervice related files such

as textual descriptions may raltvaysbe available (SeSub®ction 2.6.1).

. The approach is queityaed A standard query templaie designed and used

in preference tahe ontology building processsedin previous matching

based apprches. This standard template canfibed with data extracted

from WSDL files to produce query instances.

The approach is mettingbased Query instances will bexecuted using a

novel query execwdn engine which utilises namebased and gictural
matching mechanisms.

The approach is serautomated The outputof query execution is a set of
recommended correspondences along with their confidence degrees. The user
of the annotation approadanselect an appropriate corresponderoenfthe
provided set or rejects all matches if such a correspondence does not exist in

the set.

. The output of an annotation process is a service annotated based on the

SAWSDL format.

4.5 WSDL Structure and Interpretation

As a precursor to the approach presented d&raiesince WSDL files are the inputs

of the proposed approaahis necessary to analyshe WSDL general structure in
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order to make clear what WSDL elements cansbmantically describedn
overall terms, a WSDL files composeaf an element declaranotype definition,
interface, binding and service. The element declaration, type definition and
interface provide an abstract definition of a service, while binding and service

describe the implementation aspects of a service (Jacek et al., 2007).

Element declaration and type definitions are defined in the schema part of a
WSDL file and provide data type definitions for input and outmeissage®f
operatios and their parts. In an XSD, the elements that are direct children of a
schema element are callgbbbal elements. Other XSD elements are called local
elements. Furthermore, sefements of a complex type element are called direct
child elements of that complex typEo give more insight onto WSDL structure,
Figure 4.2 presentsan example of a WSDLI& of a Book Information service

The binding and service elements of this service are removed due to space

limitation.

The data type definitiofXSD) part of this WSDL document defines five global
elementsdo Bo o,l0& endor ProiAccertay Of Boo&kKenyp wa 6
and6 S o u r cThdse data types are used to define data of input apdtout
message parts of WSDL operations. TaeB o 0,k66Ve nd or Prandc e 6
O0Ar ray Of B o odeldefihen @s complex types whdeK e y wo and 6

60 So ur are $imple types. Every complex tylpas a set of child elements. For
example, theéd B o o kofnplex type element has nine child elemeats: S B,N 6
O0Titl,edAut horébPubDat é®ubl i s,herFr mat 6
0l magelUds Tibme St amdpédV e n d o r P.r Onctleedother hand,
elements that are of a simple ¢ypuch a® Ke y woandodS o u r ccenit

have child elements.

Basedon the previous brief analysis of WSDL elements, one can conclude that
XSD elements including simple types and complex tygeag withtheir child
elements should be annotated since theys cr i be data of oper at

Other WSDL elements such as bindings and service defataicaldetails and
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thus do not require semantic annotation. XSD definition embeds implicit semantic
information that requires disambiguatjonowever. For eample, the relation

between a complex type and each of its child elements is similar to an ontological

property.

<?xml wversion="1.0" encoding="utf-8"7>
<wsdl :definitions>
<wsdl: types>
<s:schema>
<s:complexType name="Book'">
<s:segquence>
<s:element name="Isbn"/>
<s:element name="Title"/>
<s:element name="Author"/>
<s:element name="PubDate"/>
<s:element name="Publisher" />
<s:element name="Format" />
<s:element name="ImgUrl"/>
<s:element name="TimeStamp"/>
<s:element name="VendorPrice"/>
</s:sequence>
</s:complexType>
<s:complexType name="VendorPrice">
<s:sequence>
<s:element name="Name" />
<s:element name="SiteUrl" />
<s:element name="PricePrefix" />
<s:element name="Price" />
</s:sequence>
</s:complexType>
<s:complexType name="ArrayOfBookInfo'>
<s:sequence>
<s:element name="Book" type="tns:Book" />
</s:sequence>
</s:complexType>
<s:element name="Keyword" type="s:string" />
<s:element name="Source" type="s:string" />
</s:schema>
</wsdl: types>
<wsdl:message name="GetInfoHttpGetIn">
<wsdl:part name="ISBN" type='"s:string" />
</wsdl :message>
<wsdl:message name="GetInfoHttpGetOut'">
<wsdl:part name="Body" element="tns:Book" />
</wsdl :message>
<wsdl :message name="DoKeywordSearchHttpGetIn">
<wsdl:part name="keyword" type="s:string" />
</wsdl :message>
<wsdl:message name="DoKeywordSearchHttpGetOut'">
<wsdl:part name="Body" element="tns:ArrayOfBookInfo" />
</wsdl :message>
<wsdl:message name="GetInfoHttpPostIn'">
<wsdl:part name="ISBN" type="s:string" />
</wsdl :message>
<wsdl:message name="GetInfoHttpPostOut">
<wsdl:part name="Body" element="tns:bookInfo" />
</wsdl :message>

Figure 4.2: WSDL File of the Book Information Service
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Previous research (Dugt al., 2005Zhang et al., 2008) defines sets of rules for
interpreting the implicit semantic information embedded in an XSD definition of a
WSDL file. A subset of these rulés adoptedand implemered for the purpose of
disambiguating the semantic information andraoting the set of concepts that

will be considered during the annotation process. The rules are presented as

follows.

Rule One Each global complex or simple XSD element is considered
as a concept that should be annotated.

Rule Twa Each local complexf simple XSD element is considered
as a concept that should be annotated.

Rule Three The set of child elements of a complex element

formulates the set of related elements of a complex type concept.

Labels ofcomplex and simple types do not necessaaly\csignificant meanings.
Consequently, there afew types that should be filtered out and excluded from
the annotation process. These types are:

A. Computingspecific terminologies: Computingspecific terminologies are
those words or expressions that ergerved for programming languages such
as Java and C++. Consequently, these terminologies do not carry a significant
meaning outside of their programming languages and thus thexealed
from the annotation processExamples of such computingspecific
terminologies ar® Ar r ay Of Bamdatkesrdguest response patterns such
asbBookSearchResponsebd

B. Elements denoting processes rather than data. An example is
0Get Weat her By.ZlThegseelendeat® cannot be annotated using
available ontologiebecausemost existing ontologies are representations of
datarather than being representations of methods or processemtology
can be defined as "a formal explicit specification of a shared
conceptualisation" (Gruber, 199%. 3); that is, a definition of concept
axioms and relations between concepts in a formal, shared and rachine

understandable format (Jasper and Uschold, 199®)sequently, we do not
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expect existing ontologies used for annotation to contain correspondences for
methods or processes. Neverdss, some researchers argue that ontologies
could be built to represent processes. Since this research merely utilises
existing ontologies for annotation and most existing ontologies represent data,
only service elements that denote data can be annoliaiedut of the scope
of this project to build ontologies representing processes and use them for
annotation.

C. Some service elements denote individuals (instances) rather than a class of
individuals. An example is the service eleméntit ml6 &t miegreents
an individual of a clas® L a n g u a.gSieebthis annotation approach
references service elements to classes only, the proposed approach cannot

annotate service elements that denote individuals.

4.6 The Design and Phases of the Annotation
Framework

The deign strategieand analysis resulisresented earlier are used to design an

annotation framework that meets the provided requirements. This section presents

the design of the proposed framework. The framework is composed of phases
where each phase perfasra specific role and has an input and output. The phases
are: (1) Concept extractionf2) concept filtering and querfilling; (3) query
executionj(4) results assessmeand (5) SAWSDL annotation. These five phases
are explained in detail as follows:

1. Conceptextraction: The purpose of this phase is to automatically extract the
service elements that will be annotated during the subsequent phases. The
input of this phase is a WSDL file and the output is a set of extracted
concepts. The set of extracted cepts contain simple types, complex types
and relations between complex types and their child elements. Table 4.1
presents the output of the extraction phase of the Book Seshimen in

Figure 4.2 Section 4.5hows how the concept extraction phase israated.
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Service Element

Child Elements

Book

ISBN, Title, Author, PubDate, Publisher, Form
ImgUrl, TimeStamp, VendorPrice

VendorPrice

Name, SiteUrl, PricePrefix, Price

ArrayOfBookInfo Book
Keyword None
Source None

Table 4.1: Extracted Concepts and Relations from the Book Information

Provider Service

2. Concept filtering and gery filling: This is a manual process. The input is a

set of extracted concepts and the output is a set of querydestarhe set of

extracted concepts may include some concepts that should be excluded from

the annotation process since they do not carry significant meanings. These

concepts can belong tme of thethree categoriedefined earlier inSection

4.5 For exarple, the comfex type 6 Ar r ay Of B o o $hbduhll fbe 6

excludedsince it denotes a syntactic definition of an array of things of type

0 B 0 o.WNévertheless, thé B o o &odcept is considered for annotation and

therefore it can provide semantics forAr r ay Of B coddkhénnit is

annotated Figuring out the concepts that belong to the earlier categories

cannot be performed automatically due to the lack of effective filtering

techniques. Consequently, the filtering process is manual.

The quey filling part involvesinstantiating the standard query template to

create query instances for simple and complex types. It is worth mentioning

that the query filling phase is straightforward and requires neither domain

knowledge nor technical knowledge since the filling procdedi®ws pre

definedsteps. Figure 4.Bresents the Standard Query Template.
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Find a concept in an ontology that:

Clause (1): Target concept name is semantically
similar to “Given service element name”.
Clause (2): Target concept is related by object

\properties to concepts that are similar to the
concepts in the following set

{“Concept ocne”, "“Concept two”..
“Concept n”.

Figure 4.3: The Standard Query Template

The Query Template is designed to provide a standard format for all query
instancesThis Query Template has place holders for a service element and its
related service elementsThe template contains two clauses as shown in
Figure4.3 When filling a queryfor a complex type, the label of the complex
type is used in Clause (1) and lab&fselated concepts are used in Clauge (2
The resulting query instance for the complex tgpB o o is given in Figure

4.4

Find a concept in an ontology that:

Clause (1): Targer concept name is semantically

similar to *Book”.

Clause (2): Target concept is related by object
properties fo concepts that are similar to the

concepts in the following set

{'Isbn, 'Title’, ‘Author’, 'Pubdate’,
'Publisher’, 'Format’, 'ImgUrl’, '
TimeStamp’, 'VendorPrice’|.

Figure 4.4: The Query Instance of thedBook & Complex Type

All query instances for simple types contain Clause (1) only because they do
not have related cwepts (child elements). Figu.5 shows the query

instance for theimpletype6 Key wor d 6

Find a concept in an ontology that:
Clause (1): Target concept name is semantically
similar to 'Keyword’.

Figure 4.5: The Query Instance of thedKeyword 6 Simple Type
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3. Query execution: This is a fully automatic phasshoseinputs are a query
instance and an ontology. The output of the quergwien phase is a set of
query results. The role of this phase is to execute query instances against an
ontology using the query execution engine.

4. ResultsassessmentThe input of this phase is a set of query results and the
outputs are a set of appropdacorrespondences and a set of inappropriate
correspondences. In this phase, the user receives a set of matches as a result of
query execution. The user then verifies the matches (recommendations) and
chooses the correct ones as appropriate corresposdandethe wrong ones
as inappropriate correspondences. Nevertheless, this assessment process
should be performed manually by a human user because fully automatic
matching is still under development and thus human involvement can
significantly increase thaccuracy of query results.

5. SAWSDLannotation: This is a fully automatic process. The input is the set of
appropriate ontological correspondences and the output is the annotated
WSDL elements based on the SAWSDL format.
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+ .......

Concepts Filtering and """ The Query
Queries Filling Template

*‘ """

Results Assessment

Figure Keys:

! Input or output
: Manual process

: Automatic process

iy

------ » : Dataflow
———» :Process flow

Figure 4.6: The Process Flow of the Annotation Framework

Table 4.2 provides a summary of the five phases and their important
characteristics.
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Phase Automatic/Manual Input Output
Concept gtraction | Automatic WSDL file A set d
extracted
concepts
Concepts filtering || Manual A set of| Query instances
and qeriesfilling extracted
concepts
Queryexecution Automatic Query instancef Quer i es

and ontology | answers

Resultsassessment | Manual Recommended | Appropriate and

correspondence| inappropriate

correspondencs
SAWSDL Automatic Appropriate Annotated
annotation correspondence| elements

Table 4.2: A Summary of the Five Annotation Phases

The following three Sections; 4.7, 4.8 and #r@sent the design of the three
automatic phases which are concept extraction, query execution and SAWSDL

annotation, respectively.

4.7 The Concept Extraction Phase

This phase is designed to allow automatic extraction of necessary concepts and
relations between concepts from the given WSDL file based on the three rules
noted earlier in Section 3. Retrospectively, WSDL files are very sificant
source of service knowledge that accompanies any service. Manual extraction of
knowledge existing in a WSDL file is a difficult, time consuming and tedious
task. Consequently, automating the extraction process is needed. In automating
the extracthn process, text analysis techniques that are packaged in the ANNIE

system (A Nearly New Information Extraction System) of the GATE tool
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(General Architecture for Text Engineering) are utilis€&lr{ningham et al.,
2002) GATE is an open source tool createg the Natural Language Processing
Research Group at the Sheffield University. Gate is a system that takes text as an
input and provides a table of annotations applicable to this text as an output
(Cunningham et al., 2002)Jsing ANNIE, a developer can hdle a set of
components to create a sequence of processing resources called a pipeline.
Examples of these ANNIE processing resources are: Sentence Splitter, Part Of
Speech (POS) Taggefrpkenizerand JAPE (Java Annotations Patterns Engine)

Rules.

The ANNIE pipeline designed to automate the concept extraction pisase
collabordive effort between the author and Alfari€¥010): This pipeline contains

the following language processing components:

1. Document Rest: This resource returns the document tooitigjinal state by
removing all annotations and their sets: It is always required as a preparation
step before processing any text document by a pipeline.

2. ANNIE Tokenizer: The tokenizer splits the text into very simple tokens such
as numbers, punctuatioma words of different types. For exampline
tokenizer differentiatesbetween words in uppercase and lowercase, and
between certain types of punctuatidrhe tokenizer is defined in terms of
JAPE Rilesand can be specified for a particular langudgm nstance, the
English tokenizer is a processing resource that comprises a tokenizer and a
JAPE transducer that is specific for the English language. The transducer has
the role of adapting the generic output of the tokenizer to the requirements of
the Englsh partof-speech tagger. The English Tokenizer should always be
used on English text that needs to be processed later by the POS Tagger.

3. ANNIE Sentence Splitter: The sentence splitteis a cascade of finitstate
transducers which splits the text into ates. The splitter utilises a gazetteer
list to distinguish sentenamarking full stops from other kinds. Each sentence
is annotated with the typ@Sentence 6. Each sentence break (such as a full

stop) is also annotated @asS p | i. t 6
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4. JAPE Rules: JAPE is apattern matching transducer consisting of regular
expressions. A JAPE transduction contains a set of phases, each of which
consists of a set of pattern/action rules. Patterns can be described in the
following three ways:

1 Specifying a string of text. For arple, one can write {Token.String =

Aof 0} .

1 Specifying the absence or presence of an annotation previously provided
by a tokenizer or another processing resource. For examplepk{ipd
describes the absence of a lookup annotation.

1 Specifying the attribut@alue pairs of an annotation. For instance, the
pattern {Token.length != 4} states that the length of the token must not be
4.

Figure 4.7 presents the developed pipeline for the automatic concept extraction

T

Document Reset(«q-----... WSDL File

ANNIE Tokenizer

!

ANNIE Sentence Splitter

task.

JAPE Rules

SimpleTypes ComplexTypes ComplexRelations

Figure 4.7: The Automatic Concept Extraction Pipeline
Three JAPE rules are developed to facilitate the desired automation of concept

and relation extraction. These three rules are:

1 SimpleTypes rule: To detect simple types.
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1 Complextypes rule: To capture complex types.
1 ComplexRelations rule: To find the relations between complex types and

their child elements.

4.8 The Query Execution Phase

A query instance is executed during the query execution phgs&inga query
instance ad an otology as inputs The Query ExecutionEngine is the meansf

performingthe similarity calculation.

Each iteration ofquery executiontakes a query instance and a candidate
ontological class as inputs and produces a similarity score in the raifagan

output. This score indicates how similar a query instance concept and an
ontological class are. If this score is over a defined threshold, then the
corresponding ontological class is added to the set of candidates (SS). Otherwise
the matching is ignoctk After executing the candidate query instance agaihst
clas®sin ontologyi, all classes over threshold are taken as candidati® SS

set is empty, i.e., there are no recommended correspondences; the service element
is added to the set of misgitorrespondences. A graphical representation of the

guery execution phase is given in Figure 4.8.

To allow an effective and accurate query execution, a new query execution engine
is designed and implemented specifically for the purpose of -aatomatic
annotation of Web services. This execution engine implements-baseel and
structural matching mechanisms. Nabesed matching is achieved using -CN
Match which is a novel nargased matching tool. Structural similarity is used to
measure similarities beten related concepts of a service element and those of
the ontologicalclasswhen executing the query. The following two subsections

present CNMatch and the implemented structural matching mechanism.
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Ontology i feveveenvnens Getaclass | _
Fe————=mmmmm———aa .;
| . .
Ny >: Query Execution Engine :

inst

Instance I | CN-Match ‘Structural Matching : No
1
e —— - —————————— d No

!

Matching score

Yes

h 4
‘ Add to the set of ‘

candidates
ast class in
Ontology i?

v
/ Set of candidates (SS)

v Yes

r‘(es
Add to set of missing Add to the set of recommended
correspondences o ’ correspondences
Figure Keys:
------- p: Data flow

—: Process flow

Figure 4.8: The Query Execution Phase

4.8.1 CN-Match

CN-Match is a novel andautomatic namased matching approach that can
calculate similarities between labels containing single terms and compound nouns
(CNs). The reason for developing and using-Kaakch is thatexisting name

based matching techniques do not provide accurate matching results when labels
of candidates are CNsprimarily because these techniques ignore the linguistic
structure of CNs (Kim & Baldwin, 2005).The CN-Match similarity calculation
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medanism is based on the fact that similarities between any two CNs can be
derived successfully from similarities between their constituents (Kim & Baldwin,
2005) CN-Match employs stringpased and linguistibased matching techniques

in its similarity calclation. CNMatch design, implementation and evaluation are

discussed thoroughly in Chapter 5.

4.8.2 Structural Similarity

Structural matching is usually performed to enable more accurate similarity
measurements between ontological entities (Euzenat & Shvalk®).2Two
ontological classes could have the same label but might denote different
meanings. Let us assume that the main concept in a query instahnd& aso k 6
which denotes thé wr i t t e n dnadtbhekc@ndidate ontological concept has
label 6 B 0 o which meas 6 r e s e r. Watdhing these two concepts using
namebased matching only will provide a full matching score however, hiase
different meanings Performing structural similarities can figure out that the
previous two candidates are not similar sincertredated concepts are unlikely to

be the same. Therefore, it is important to take the structural similarity into

consideration.

Generally speaking, measuring structural similarities between two classes
belonging to two different ontologies involves ntatg their supeclasses, sub
classes and properties and their domains or ranges (Euzenat & Shvaiko, 2007). In
the context of this research, structural similarity between a query instance concept
and a candidate ontological class is performed based oulatalg similarities
between related concepts of the query instance concept (service element) and
related concepts of the candidate ontological class. Related concepts of an
ontological class are those classes that are linked to this class and its sapgercla
through object properties. Related concepts of superclasses are taken into account
because an ontological class inherits the relations (properties) of its superclasses.

Super and subclasses of a candidate ontological class are ignored in thisastructur
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similarity approach because they do not have counterparts in query instances. In
other words, the interpretation of an XSD of a WSDL file do not provide neither
implicit nor explicit super or sub classing relations between defined data types
(Jacek et la 2007). Related concepts of ontological classes are extracted from
candidate ontologies using the OWL API (Euzenat, 2004). The OWL API is a
Java API that allows developers to manipulate ontologies represented in the Web
Ontology Language (OWL) formalismFigure 4.Qresents the process flow of the

implemented structural matching approach.

The structural matching procestarts by obtaining two conceptsne from the set

of related concepts of the query instance concept (Set 1) and one from the set of
related concepts of the candidate ontological class (S&h&)smilarity between

labels of these two concepts is measured usingvaleh. If the resulting score is
higher than the CNMatch threshold then the corresponding concept is added to
the set of andidate matches. Otherwise, this matching is ignored. \Whelated
concept from Set I matchedagainst all concepts of Set 2, the candidate with the
highest score is selected as a match of the given Set 1 element. This match is
added to the set of nudtes.If the set of candidate matches is empty, then there is
no match for the given related concept

The earlier steps are repeated for every concept from Set 1. Once all concepts of
Set 1 are taken, the content of tifseet of matchesSM is checked. ISM is not
empty, the final structural similarity score is calculated according to Equation

(4.1). Otherwise, the structural similarity score is 0.

5'Si
n (4.1)

Where:

Ss is the final structural similarity score.

n is the number of eleemts in set 1.
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Si is the highest similarity score between each element of set 1 and alll
elements of set 2.

The final score of a query execution which represents the similarity score between
a query instance concept and a candidate ontological clasdcidatad as a
weighted sum of the namfmsed and structural similarities scores as given in
Equation4.2 In the context of this research,n\&nd W are given equal values as

of 0.5 to provide equal weights to structural and néemed matching. Equal
weights are given because both similarity measurements are equally important for

the automatic annotation task.
S=Wid SS+Ws3 & (42)

Where:

S is the final score.

Whn is the weight of the narigased matching.

Sn s the namdased matching score beten the label of the
candidate service element and tabel of theselected ontological
class.

Ws is the weight of the structural matching.

Ss is the structural similarity score.
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Set of related concepts Set of related concepts of
of the query instance the candidate ontological
concept (Set 1) Class (Set 2)

v

Measure similarity
using CN-Match

Add to set of candidate
matches (SCM)

Select the candidate that
has the highest score

ast Concepl
inset1?

of
matches (SM)

Yes el Y
mpty?2
No
y A
Calculate structural Structural
similarity score score =0

Structural
score

Figure 4.9: The Structural Matching Method

4.9 The SAWSDL Annotation Phase

During theSAWSDL Annotation Phase, theppropriatecorrespondensghat are
provided by the results assessment phaseuseel to annotate the candidate
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service concept Service annotation is done based aSAWSDL format (Jacek

et al., 2007) which is a W3C recommendation for SWS descriptiee
Sub®ction 2.4.1 for a discussion on SAWSDL)

The annotation process is performed automatically once an appropriate
correspondence is provided for a given queryaimse. The automatic annotation

is conducted by adding a model reference element (URI) to the tag of the given
service element. This automatic addition is carried out by parsing the given
WSDL file line by line and checking if the given service elemenstexin this

line. If the element exists in the current line, a model reference for the appropriate
ontological class is added to the current;line, the tag of the current element.
Otherwise, the parser moves to the next line and performs the sankénghec

process.

For simple queries, a model reference is added to the simple element tag only. For
complex queries, if the label of the given complex type carries a significant
meaning, model references are added to the tags of the complex typeatirad to

its child elements. This fer annotation is called full annotation. If the complex
type does not carry a significant meaning because it falls in one of the three
categories provided in Section54.then model references are added to child
elements onlyThe name of the later annotation is partial annotation. It is worth
mentioning that full and partial annotations are both considered as valid
SAWSDL annotationgJacek et al., 2007)

When the given service element does not have an appropriate codespathis
service element is added to the set of-aaomotated elements (See Figure)41é

this case, either the query instance should be executed against another ontology
that exists in the repository if the query concept belongs to a different damnain

the current ontology should be extended with an appropriate corresporaence

the given service element. The extension method is fully explained in Section 6.2.
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4.10Summary

This chapterpresented the proped aerybased annotation approach: This
approg@h overcomes very important limitations of existing annotation
frameworks. These limitations are: (1) The need for building application
ontologiesto represent service semanti¢®) the inaccuracy of implemented
similarity measurement techniqug8) the Low Percentage Problerand (4) the
annotation of service elements belonging to same domain to different domain
ontologies. In eliminating these deficiencies, a set of design requirements were set
up. Based on these requirements and knowledge acquired rzerawing

previous approaches, design strategies were considered to lead the design process.

The proposed approach takes a WSDL file and ontologies as inputs and produces
an annotated WSDL file as an output. The approach is composed of five phases
which are concept extraction, concepts filtering and query filling, query execution,
results assessment and SAWSDL annotation. The concept extraction, query
execution and SAWSDL annotation are fully automatic preegeswhile the
concepffiltering and query filing and results assessment phases are manual ones.
The design of the three automatic phases was discussed in detail in this chapter.
The concept extraction is performed using text analysis techniques implemented
using the GATE tool. The query execution g utilises nanmdased and
structural matching mechanisms. Nab@ssed matching is performed using -CN
Match which is a novel and effective CN matching mechanism. The SAWSDL

annotator is designed using text parsang string look up techniques.
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Chapter 5: The Design and Evaluation of
CN-Match

5.1 Overview

This chapter presents the design and evaluation ofMatéh. CN-Match
measurs similarities between labels composed of single terms, binary and triple
compoundsThe design of CNMatch is based on a set of consat®ns and rules
derived from limitations of previous CN matching approaches and the linguistic
structure of CNs. To perform accurate matching, six design cases are identified
and adopteih CN-Matchdesign CN-Match design represents Increment 3 of the
design approactvhichis shaded in Figure 5.1.

This chapter is organiseds follows: Section 5.2liscusgs the significance of
matching Compound Nouns (CNSs) in the area of ontology matcBegfion 5.3
providesliterature about the structure and type<Cdfs from a linguistic point of
view. Section 5.4 discussggevious CN matchingpproachesind presents their
limitations. Section 5.5 providesonsiderations and rules for the design of-CN
Match. Section 5.6 illustrateshe design and implementation ofN&Match.
Section 5.7 presents tlevaluation of CNMatch to ensurets applicability and
assess its performanc&ection 5.8 provides discussion derived from the

evaluation resultandSection 5.9 summarises the chapter
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Increment 1: Design of
| the Initial Framework

Increment 2: Design of the
Concept Extraction Technique

[—— N ,
| The Query Execution Engine |
. |
! Increment 3: CN- Increment 4: Structural |
! Match Design Matching Design |
: |
I —
Increment 6: Design of Increment 5: SAWSDL
the Ontology Extension Annotator Design

Figure 5.1: The Designincrement Addressed inChapter 5

5.2 Motivation - The Importance of CN Matching

Ontology matching research has attracted increasing attention in the Semantic
Web area. Ontology matching is considered as a vemnipmg solution to the
ontology heterogeneity dilemma (See secfiohl). Namebased matching is one

of the key ontology matching mechanisms: It has been widely used by matching
approaches and tools (Euzenat and Valtchev, 2804ig and Sure, 200%asano

et al., 2006; Choi et al., 2006; Tagarelli et al., 2009). The weight of this matching
technigue comes from the fact that similar ontological constructs (classes,

properties and indivighls) are very likely tahave similar names of labels.

Labels of omological constructs can be composed of multiple words i.e.
Compound Nouns (Castano et al.,, 2006; Nagy et al.,, 2009; Sorrentino et al.,
2009). The rason is that CNs are very commonly used in the English language
and constute a considerable amount wfords denoting ontological concepts
(Girju et al., 2005). Examples of well knowntologies that contain CNs are the

Ka ontology (Horrocks, 21B) and the Portal ontogy (Akt Partners, 2010).
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5.3 Compound Nouns Structure and Types

A CNis a noun that is madeuwf two or more nouns (Girju et al., 2005). Plag
(2003 pp. 186) categorises CNs into three main categories; endocentric,
exocentric and copulative. An endocentric compound is one that has a (modifier,
head) structure and its meaning is inherited from rtfeaning of its head. In
linguistic terms, a head refers to the most important unit in complex dtrgyui
structures such as CNs (Plag, 208 189). In an endocentric compound, the
constituent at the right side of a c¢com
constituents are called modifiers or descriptors (Kim and Baldwin, 2005). An
example of an endongic CNcanbéd Tenni s Plwheyeé PHbay &sr 6
the head andd T e n n iisshé modifier. It is well known in linguistic research

that the set of things dendtéy an Endocentric compound can be seen as a subset
of things denoted by its head (Kim and Baldwin, 2005)dentric is a type of
compound that does not have a (modifier, head) structure and it denotes a
characteristic of a person. The head of an exoacenbmpound is mplicit, is
located outside a compound and refers to a human being. Examples of exocentric
compounds aré | oud moandohgdr ey h wlict éefer to6 | ou d
mouthedpe rsonamddogr ey headed rgspeatiwely. Cdpulative
compounds, on thether hand, have two constituents that contribute equally to the
overall meaing of CNs. Examples of copulative compounds &e i nger

songwri andbrdioc tpati embdaor -pati ent .gapé6

In this matching approach, we only consider endocentric cangsofor the
following reasons (Sorrentino et al., 2009)) Endbcentric compounds are the
most common type of compounds in the English language (2) exocentric and
copulative compounds usually exist in dictionaries such as WordNet, therefore,
their meaningscan be looked upy a direct use of a thesaurus. Consequently,
from this point forward, we will refer to endocentricngomounds as compound

nouns (CNs).
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CNs can also be classified based on the number of their constituents. For example,
a binary CNis one that is composed of two constituents and a triple compound is
composed of three constituents. An example of a triple CN cah Bd ay er
First Nadevertheless, the interpretation of triple CNs is not an easy task
because triple CNs can be syniezaity ambigious (Lauer, 199%p. 34). The
reason for ambiguity is that single terms and binary CNs are considered the
building blocks of triple compounds and these blocks can be organised in two
different ways to form triple CNs (Plag, 20pB. 170). To @irther explain the two
possibilties of a triple CN structure; let us assume that we have the triple CN
[C.C.Cy that is composed of three constituents],[QC.] and [C]. The first
possibility happens when the first and second constituent§ @l [C]
respectively) form a binary agpound that is a descriptor of the head].[Che
second possibility occurs when the second constituesitgi@ the head [
together form a compound {C] that is described by the first conagnt [C]

which representshe modifier of the CN. An example of the first case is
0Tenni s Pl ayewhereddmedmi s P lisaaybmarydoCN that
represents the modifier aidN a mis the head of the triple CN. Axample of

the second case 8P| ayer Fi r s wherblaFrerés t Nis timee 6
head andd P | a y ésrthé modifier of the triple CN. This confusion can cause
difficulties for Natural Language Processing (NLP) techniques and CNhimgitc
tools that automatically interpret and match CNs (Girju et al., 2005; Kim and
Baldwin, 2005).

5.4 Previous Research on CN Matching

Previous research has looked at the problem of similarity measurement between
CNs in the catext of ontology matching using different methodlkese methods
normally combinemamebased matching with other mechanisms sucttrastural

and extensional whesddressing an ontology matching problédmthe following
paragraphsexisting CN matchingpproaches areviewed and analysed and their

limitations in relation to CNsimilarity measuremersre povided.
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Sorrentino et al(2009) propose a method for seauitomatically normalising
labels of schema elements that contain CNs and abbreviations. The purpose of this
normalisation is to maximise the number of labels that can be compared during a
further matching process. The notisation process of CNs is based on
disambigiating their meanings by creating new WordNet entries for those CNs
that do not already exist in WordNet. Wever, this approach requires an initial
manual process to associate the right relationship to the qiasgperconcepts
(beginners) of CN constituents. This type of relation is used to create a WordNet
gloss for new entries. Furthermore, a human user has to select the right
relationships among a set of given relations between new entries and existing ones
in order to fit new entries into the WordNet hietay. This approach could be
useful for applications that do not require full automation of the CN matching
process because it is based on the idea of adding new CNs to WordNet. In
addition, CNs that areoenposed of more than two constituents are not deres

in this approach because the WordNet lexicon can accommodate single terms and

binary CNs only.

DSSim (Nagy et al., 2009) is another ontology matching algorithm that takes into
account similarities &tween labels denoted by CNs. Similarity computation
between any two aopounds is based on similarities between the semantic
relations that hold between constituents of each CN candidate. However, the
process of detecting semanticat@ns is based on maally created classification
rules. These rules classify a relation between constituents of any given binary CN
into one of a set of prdefined semantic relations that best describes the meaning
of the given compound. The creation of the classificatitesris based on the use

of comments associated with labels of given compounds (definitions of
compounds) (Nagy et al., 2009). Thippeoach, however, deals with binary
compounds only and requires human intervention to define the set of relations

based onigen comments that are not always satle.

Su and Gulla (2004) propose an approach for improving-aatomatic matching

of ontologies. The matching pess is composed of two phases; semantic
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enrichment and similarity calculation. Semantic enrichmeht uaderling
ontologies is performed by adding instance information riimlogies. Instance
information is taken from documents accompanying concepts of ontologies. The
similarity calculation phase uses linguistic and structural similarity and takes into
aacount binary CNs of labels. A similarity score between a CN anthar word
(whether a CN or a single term) is the average ofilaiity scores of each
constituent and the other word. This method of similarity calculation can yield
imprecise matching sces when matching a single term against a binary CN
because head contribution to a CN meaning is more than that of the modifier as it
is well known among the lingstic community (Kim and Baldwin, 2005).

H-Match (Castano et al., 2006) is an ontology matghool designed to match
ontologies in open networked systems. Thipraach is based on creating a
thesaurus that exploits WordNet linguistic structures. CNs that do not exist in
WordNet are added to the constructed thesas usi ng a ensidn of
stepso. These steps are: (1) Entries
constituents of a CN; (2) terminological relations that hold between entries are
defined using WordNet linguistic relations and a set of rules that are exploited
fromcaonpounds structure. These rules are
a head of a compound and a compound,
between a modifier and theropound itself. HMatch, however, necessitates the
addition of CNs that do not hawntry in WordNet to the constructed theses

prior to similarity calculation between these CNs and other single terms or CNs
that already exist at WordNet. This necessity could affect applications that require
full automation of CN matching lecause creatg new entries requires some
degree of human involvement to extend the constructeshdinus with new

entries.

Based on the preceding analysis of previous research on measuring similarities
between CNs for ontology matching, one can conclude that reag@oaches
have some or all of the following litations.

1. They can match binary CNs against other binary CNs and single terms only.
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2. The gmilarity calculation between a pair of binary CNs in (Sorrentino et al.,
2009; Castano et al., 2006) is based atiraglCNs that do not haventeies in
WordNet to the thesaurus prior to matching. This could be useful for future
processing as linguistic similarity scores are saved and can be retrieved easily.
This additional proess howevercan have some limitationa that: (a) It may
require offline processing and human intervention and thus cannot be applied
for settings thatequire high automation; and (b) CN production is an active
process and thus new CNs need always to be added.

3. Similarity calculation betweea pair of binary CNs in DSSim is based on the
similarity between the semantic relation that holds between agrgstof the
first CN and this of the second CN. In line with (Downing, 1977; Finin, 1980;
Lapata, 2002), we argue that the number of posdypes of semantic
relations between constituents of binary CNs is infinite. &hbee it is very
hard to obtain a comprehensive set of predefined relations that could hold
between constituents of any CN. Subsequently, it is very hard to achieve
automatic matcing that takes into account similarities between relations
holding between awtituents of candidate CNs.

4. The approach of Su and Gulla (2004) computes sirndar between two
binary CNs or a binary CN and a single term based on similarities between
constituents (heads and modifiers). However, their approach does not take the
linguistic structure of CNs into consideration. The reason is that their
similarity calcubtion mechanism between a binary CN and a single term is
based on finding the average samilarity scores between each constituent of
the CN and the single term. As discussed earlier, the head atiotrito the

whole meaning of a CN is more than tb&the modifier.

5.5 Considerations and Rules for the Design of
CN-Match

The analysis of pregus research on CN similarity measurement shows some

limitations that require attention. To overcome these limitations, we adopt the
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following set of consideratior{(sequirementsyvhen designing CNMatch.

R1.CN-Match should be able to measure similaritiesateen single terms, binary
CNs and tiple CNs.

R2.CN-Match dwould perform automatic namimsed matchingn order to
facilitate full automation of query executioiRetrospectively, the query
execution phase is fully automatic and thus it must be performtd nei
human intervention (See Sections 4afid 48). Consequently, nlike other
approaches that require the aauoh of CNs that do not exist in WordNet to a
thesaurus prior to similarity calculation, eéMatch should perfornautomatic
and dynamic similariy calculation for cases thatviolve CNs which do not
have entry in WordNet.

R3.Similarity calculation in CNMatch is based on maa&ing similarities
between constituents of CNs with respect to their linguistic structures.
Subsequently, the overall matchisgore is a weighted sum of individual
similarities between pairs of constituent&imilarities of internal relations
between costituents of CNs are not taken into account for two reasons. First,
the set of possible relations between constituents ofyb{DBs is infinite and
thus similarities between these relations cannot alwayseteetdd (Finin,
1980). Measuring these similarities becomes even harder when considering
triple CNs because each triple CN contains two relations,msidgeithe binary
CN ard one between the binary CN and the single term. Second, similarities
between any two CNs can be calculated based on similarities between their
constituents (Finin, 1980; Lauer, 1995; Plag, 2003189).

In order to perform effective similarity calculati between CNs, the linguistic
structure of CNs must be taken into consideration during the calculation process
(Plag, 2003pp. 189). Therefore, we set up the following rules that are derived
from literature on CN linguistic structure (see Section 5.3gs$trict and lead the

similarity calculation process germed by CNMatch.

Rule 1: The meaning of a CN is mostly inherited from the meaning of

its head (Kim and Baldwin, 2005). This is because the set of things
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denoted by a CN is considered as a subb¢hings denotedy its
head. An example is thé Boo k Prdemte@ad Pr i ceo

concept that is specific for books only.

Rule 2: Similarity measurement between any two Chizn be
successfully derived from similarities between theimstibuents
(modifiers and heads) (Lauer, 1995; Finin, 1980; Plag, 2§03.89).
Simply put, matching a CN against another CN involves matching the
modifier of the first CN against the midier of the second CN and the
head of the first CN against the head of the second CN.

Rule 3: A triple CN can always be decomposed into a Binary CN and
a single term (Plag, 20Q%. 170). Either the head or the modifier of a
triple CN can be a binary CN while the other will be the single term.

Since the CMNMatch similarity measuremenprocess involves measuring
similarities between candidates that can differ in relation to the number of
constituents, it is reessary to analyse all the possible matching cases in terms of
the number of constituents that any pair afdidates may have (8dable 5.1 for

a brief explanation of cases). The reason is that taking into account all the cases of
matching a single term, a binary CN or a triple CN against other single terms,
binary CNs, or triple CNs will result in different cases where each eas#&res a

special processing andffdirent weights.

Second Candidate

é Single Term | Binary CN | Triple CN
'c'és Single Term Case One Case Two | Case Four
; Binary CN Case Two Case Three | Case Five
i Triple CN Case Four Case Five | Case Six

Table 5.1: CN Matching Cases

10¢
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In order to show the need for having different cases withiAMzitth processing,

let us discuss how the mess of matching a triple CN against another triple CN is
different from theprocess of matching a triple CN against a single term. For this
example, thetripleCNd Tenni s Pl ay asrmatbhadnagainst the triple
CNOPIl ayer Fir sandtheasingiederrda Na me 6

When matchingdé Tenni s Pl ay e ragainstadmid @Gy er First
NamedTenni s Pl ay eis brékenndevn into the binary CN
6Tenni s P lwhigheeprésents the modifier and the single térida me 6
which represents the heaBule 3. Similarly, 6 Pl ay er Firsis Namebd
decomposed into the single tedmP | a y evhiah representthe modifier and

the binary CNO Fi r st  Nabiohedpresents the head. BasedRoie 2, the

binary CN6 Tenni s P lisamatehedagainst thengie termé Pl ay er 6
because they both represent the modifiers of the first and second triple CNs,
respectively. Meoeover, the single teri N a mis atched against thénary CN

OFi rst Noeaawes® they both represent the heads of the first and second
triple CNs, espectively. The overall score is a weighted sum of similarities of
modifiers and heads. However, thethwal used to derive weights is explained

later in Setion 5.62.

Unlike the former case, matching the @NT e nni s Pl ay eagaindta me 6
the single termd N a mandlves matching the head of the triple CN which is
0 N a meadainst the single termd N a meodly (see Rile 1). Therefore, no

similarity between maodifiers is involved in this calatidn.

5.6 The Design and Implementation of CNMatch

In order to prove the applicability of the proposed similarity measurement
approach and make it usable hypkcations, CNMatch has been implemented

using the Java Programming Language version 1.6.0. A set of techniques has been
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utilised to enable the desired similarity measurement for the six cases of similarity
calculation. The adopted tauques, the six defined cases ahd process flow of

CN-Match are discussed in the following sutisms.

5.6.1 Similarity Measurement Techniques Used to
Implement CN-Match

CN-Match involves matching of single terms and CNs using straspd and
linguistic-based similarities. For linguistitased similaities, synonym similarity
and mth lengthbased linguistic similarity of WordNet 2.1 are implemented.
These techniques are deemed useful for matching labels in the context of ontology
matching and have been utilised by different riatg tools and frameworks
(Choi et al., 2006; Ehrig and Sure, 2005; Euzenat and Shvaiko, $0078).
These techniques are described briefly Hsyis.
1. String-based similarity In this similarity measurement, a word is considered
as a sequence of letters. Téfere, similarity is calculated based on existence
of thesame characters at specific positions of the two candidates (Euzenat and
Shvaiko, 2007%p. 76). For this similarity, we use Lawhtein Dstance which
is a method proposed by (Levenshtein, 1965) to contpatdistance between
two strings. The distance is calculated based on the number ofianse
deletions and substitutions of letters required to transform one string into
another. The higher the distance is, the more different the two strings are. In
implementing Levenshtein distanagjlleland (2009) poduceal a method to
calculate stringbased similarity which can provide similarity scores between
two given strings in the range [0 1] where O means no similarity and 1 means
identical. However, before aallating similarity between any two candidates
using string matching, it is normally necessary to stem the twoid=zted
using a stemmer. A stemmer such as Porter Stemmer (Porter, 2006) is used to
remove suffixes from words and thus transfer these wartdstheir origin.
For example, a stemmer will convértC o mp untoé Owpdu t.er 6
2. Synonym Similarity This similarity measurement lises WordNet synsets. It

is performed based on the following consideration (Euzenat and Shvaiko,
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2007 pp. 89) Any two @andidates are synonyms if one candidate exists in the
synset of the other. However, the output of synonym similarity is either 1
when the two candidates are synonyms or 0 otherwise. Synonym similarity is
implemented in CMMatch wusing WordNet 2.1 Thesaurusf the
MorphAdorner API (Burns, 2006).

3. Path lengthbased linguistic similarity This measurement exploits the lexical
relations of the WordNet hiarchal structure by using a path lenbtsed
method (Budanitsky and Hirst, 2006; Lin and Sandkuhl, 2008)ath length
measures, the shorter the path between any two nodes, the more similar the
two concepts represented by these two nodes are. An example oftmpath
length method is the Wu and Palmer method (Wu and Palmer, 1994). Fhe Wu
Palmer method deulates similarity between two concepts in a graph by
finding the path length between the least common subsumer (LCS) of the
nodes of these two concepts and the root node. The value of the resulting path
length is then divided by the sum of the path lengtimfthe node of each
individual concept to the root element. Walmer similarity for WordNet is
implemented in CN\Mat ch usi #®@gmet3ink afiWuyo met hod o
QJWNLDistancéclass of the Alignment APl 3.6 (Euzenat, 2004). This later
similarity meaurement provides similarity scores in the range [0 1].

In the context of this research, the two linguidtacssed similarity techniques are

merged in CNMatchi nt o a s i n gl elinguistg &imilaityh he c al | e d
reason for this merge is to improvieet design of CNMatch by creating one

linguistic similarity class that can easily be used by other classes. The new

linguistic similarity process is demstrated in Figure 2.

It is worth mentioning that thé_inguistic Simlarity6 algorithm can measure
similarities between two candidates that both have entry in WordNet. These
candidates can be single terms and binary CNs only. Similarity measurements
involving CNs that do not have entry in WordNet are performed by a set of
heuristics that are implemedtdy the six similaty measurement cases of €N
Match.
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Figure 5.2: Linguistic Similarity Process Flow

5.6.2 The Six Cases of Matching Single Terms, Binary
and Triple CNs

CN-Match performs similarity calculation betweenndalates that can be
composed of numbers of constituents ranging frora o three. As explained
earlier in Section 5.5, it is necessary to distingudstween theifferent cases and
explain each one individually. This subsection provides a detailed explanation of
these cases. In explaining the cases, we usebdy such agC.C.] and
[C.CC]. These symbols are used to generalise and simplify the explanation of
cases. The first index in a constituent of a CN refers to the order of this CN. The
second index refers to the order of the constituent in a CN. For example, the
leftmost 1 in [G] indicates that the binary CN [C.] is the first (source)
candidate. While the rightmost 1 in [Cindicates that [¢] is the first constituent

of the binary CN [CC.]. Similarly, 2 in [C;] indicates that [¢] is the second
corstituent of the binary CN [&.;]. For example, i6 Tenni s Pl iatheer 6
first canddate in a matching process therm e n n wauldl be [G] andé Pl ayer 6
would be [G].

Similarity scores of Caseato 6 are calculated as a weighted sum of individual
similarity scores. The similarity scores are generally given by the following
equetion:
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S=W13 S+W:23 S (5.1)
Where:
S is the overall score.

W.i s the weight of the modifiersd si

W.ist he wei ght of the headsdé similarity.

Sis the score of the modifiersod si mi

mi

a

Sis the score of the headsd similarity

When measuring similarity between a single term and a CN as in Zasest,
similarity between the head of the candidate CN #mal single term is taken into
account only and no similarity between mnifgats is involved. Subsequently, the
overall score is given by the following equation:

(5.2)
Where:
S is the overall score.
W: is the weight of similarity between the CN head and the single
term.

S is the score of similarity between the CN head and the single term.

The values of the preceding weights have been assigned based on linguistic
structure of CNs and verified by conducting twageriments. First, initial values

of W: and W were assigned based on Ruewhich declares that similarity
between any two CNs can be derived from the similarities between their modifiers
and between theineads. Sintarly, an initial value of Wwhich is the weight of
similarity between a single term and a CN is set up by taking into consideration
Rule 1 which indicates that the meaning of a CN is mostly inherited from the

meaning of its head.
These inital values were then evaluated by conducting two experiments that

involve matching ontologies edcribing the book selling and the academic

domains. The used ontologies contain single terms and CNs. During these
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