
Regularity and Approximation of a

Hyperbolic-Elliptic Coupled Problem

A Thesis submitted for the degree of Doctor of Philosophy

by Carola Kruse

School of Information Systems, Computing and Mathematics

Brunel University

December 2010



Abstract

In this thesis, we investigate the regularity and approximation of a hyperbolic-elliptic coupled

problem. In particular, we consider the Poisson and the transport equation where both are

assigned nonhomogeneous Dirichlet boundary conditions. The coupling of the two problems is

executed as follows. The right hand side function of the Poisson equation is the solution ρ of the

transport equation whereas the gradient field E = −∇u, with u being solution of the Poisson

problem, is the convective field for the transport equation. The analysis is done throughout on

a nonconvex, not simply connected domain Ω that is supposed to be homeomorph to an annular

domain.

In the first part of this thesis, we will focus on the existence and uniqueness of a classical solution

to this highly nonlinear problem using the framework of Hölder continuous functions. Herein,

we distinguish between a time dependent and time independent formulation. In both cases, we

investigate the streamline functions defined by the convective field E. These are used in the time

dependent case to derive an operator equation whose fixed point is the streamline function to

the gradient of the classical solution u. In the time independent setting, we formulate explicitly

the solution operators L for the Poisson and T for the transport equation and show with a fixed

point argument the existence and uniqueness of a classical solution (u, ρ).

The second part of this thesis deals with the approximation of the coupled problem in Sobolev

spaces. First, we show that the nonlinear transport equation can be formulated equivalently

as variational inequality and analyse its Galerkin finite element discretization. Due to the

nonlinearity of the coupled problem, it is necessary to use iterative solvers. We will introduce the

staggered algorithm which is an iterative method solving alternating the Poisson and transport

equation until convergence is obtained. Assuming that L◦T is a contraction in the Sobolev space

H1(Ω), we will investigate the convergence of the discrete staggered algorithm and obtain an

error estimate. Subsequently, we present numerical results in two and three dimensions. Beside

the staggered algorithm, we will introduce other iterative solvers that are based on linearizing

the coupled problem by Newton’s method. We illustrate that all iterative solvers converge

satisfactorily to the solution (u, ρ).
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with whom I spent several nice lunch breaks. Furthermore, I want to thank Matthias and my

aunt Marlies for patiently proofreading my thesis and Till Truschinski for never leaving me

without material to read.

I would like to thank Antonio for never stop believing in me and his invaluable support over all

the three years.

Last but not least, I want to thank my brother for giving me so many nice reasons for coming

home and my parents for the steady moral support and, especially, for being available at night

and day time if needed.



Contents

1 Introduction 9

1.1 Outline of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 Foundations 15

2.1 Classical Norms and Function Spaces . . . . . . . . . . . . . . . . . . . . . . . . . 16
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Chapter 1

Introduction

In this thesis we investigate a mathematical model of corona discharge. Corona discharge occurs

in the electrostatic spray painting process. To paint a metallic work piece, the spray gun releasing

the colour particles contains a negative electrode. At the same time, the work piece is grounded

and thus represents the positive electrode. In practice, multiple mechanisms exist for the guns

to atomize the paint particles, see for example [47] for one particular realization. In all of them,

a high voltage is applied to the electrode to maintain the potential difference and, in particular,

to produce ions by corona discharge at the negative electrode. The atomized paint particles are

then attached to the ions. Consequently, the now charged paint particles are accelerated by the

electrical field towards the work piece.

The modeling of the corona discharge has been considered by several authors in recent years

[42, 1, 7]. The governing equations are first the Poisson equation that models the electrostatic

potential u between the electrode and a plate

−ǫ0∆u = ρ

where ǫ0 is the permittivity constant of the gas present in the gap space and ρ is the space

charge density. Due to the high applied voltage, ions are emitted at the electrode by corona

discharge. To model the movement of the ions towards the plate of lower electric potential, the

space charge density ρ should satisfy the transport equation which in the steady state case is

given by

div(Eρ) = 0

with E = −∇u. The boundary conditions for the Poisson equation are constant, in other words

the boundary forms equipotential curves [7]. Usually, they are chosen as u = u− > 0 at the emit-

ting electrode and u = 0 at the collector plate. For hyperbolic partial differential equations such

as the transport equation, a boundary condition is only required at the emitting electrode (also

called inflow boundary). Although both problems are linear, the coupled system is a strongly

nonlinear problem. The coupling is obtained as follows: The solution u of the Poisson equation

is due to the electrical field E the coefficient function of the transport equation. On the other

hand, the solution ρ of the transport equation is the right-hand side function of the Poisson

9



equation.

Target

u

u

Γ

Γ

Electrode

T

E

T

E

Figure 1.1: Possible problem setting with u(x) = uT for x ∈ ΓT and u(x) = uE for x ∈ ΓE

Several works have been published on the numerical modeling of the ion current and the dis-

tribution of the charge density at the target. We will now introduce some of them and explain

the various discretization methods for the Poisson as well as transport equation. Adamiak et al.

[1, 7] investigated the electrical corona discharge in a point-plane configuration in two dimen-

sions. In this work, an equivalent representation of the continuous coupled problem is used by

replacing the linear transport equation by a nonlinear one. Substituting 1
ǫ0
divE = − 1

ǫ0
∆u = 1

ǫ0
ρ

into the linear transport equation, we get

1

ǫ0
ρ2 + E · ∇ρ = 0. (1.1)

The electrode and the target are modeled by wires of distinct radii of curvature, wherein the

tiny electrode is assigned to a large radius of curvature. In the previous works and [8], the

authors use a hybrid Finite Element - Boundary Element - Method of Characteristics technique

to simulate the current density on the ground plate and ion current for different radii of the

emitting electrode and gap space between the electrode and the target. Their idea is to use the

linearity of the Dirichlet problem of the Poisson equation: It can be decomposed into a Laplace

problem with non-homogeneous boundary conditions plus a Poisson problem with homogeneous

boundary conditions. The Laplace equation thus describes the strong electrical field around

the electrode and is solved by the Boundary Element Method (BEM). Using the BEM solution,

the mesh for the Finite Element Method (FEM) is created by choosing the intersection of the

solution with the equipotential lines as nodes. The Poisson equation is then solved by FEM.

The Method Of Characteristics (MOC) was implemented for the transport equation solving the

problem on the trajectories of the ions. Since the Laplace equation depends only on the given

non-homogeneous boundary data, it is solved only once at the beginning of the algorithm in

10



which the Poisson and transport equations are solved alternating until convergence is obtained.

Another modified model is to introduce a stabilization term to the transport equation. Feng

[29] replaces the nonlinear transport equation (1.1) by

− 1

PeE
∆ρ+ E · ∇ρ+ ρ2 = 0

with PeE > 0 being the electric Peclet number. He then examines the corona discharge nu-

merically in a configuration where a wire is enclosed by different collector geometries, that are

a cylinder, square and rectangular shield. The discretization method chosen is the Galerkin

Finite Element Method for the Poisson as well as transport equation. The obtained nonlinear

variational system is solved by Newton’s method with an accuracy of 10−6.

In the project [59], Maischak et al. worked on numerical methods to solve the electrostatic prob-

lem in the spray painting process in three dimensions. The aim was to measure the ion current

in the domain and the charge density on the target. The particularity in comparison to the

previous works is that a more sophisticated implementation of the electrode was used. Further,

the domain of computation is enclosed by a frame on which the Poisson equation was assigned

additional boundary conditions. They distinguish between two kinds of boundary conditions.

In the first case, homogeneous boundary conditions are used (this is a Faraday cage) and in the

second case, the problem is formulated as a transmission problem. To solve the coupled problem,

the authors used a staggered algorithm. Therein, the Poisson and transport equations are solved

alternating until convergence is obtained. To solve each of them, several discretization methods

are applied. The Poisson equation is discretized in case of the Faraday cage using the Least

Squares and Galerkin methods while for the transmission problem, a symmetrical FEM-BEM

coupling is applied. In case of the linear transport equation, the authors use the Streamline

Upwind Petrov Galerkin (SUPG) and Least Squares methods (for information see [12, 15, 16])

whereas in the nonlinear case, the Least Squares and Newton Methods are applied.

Deliége [21] uses a different approach to model the coupled problem. Considering the time

dimension in the painting process, he replaces the transport equation by the time dependent

transport equation

∂tρ+ div(µρE) = 0

with µ = 1.8 · 10−4V/s, along with an initial condition for ρ at t = 0. The Poisson solution is

thus time dependent through the variation of ρ in time. Also in this paper, the results are only

of numerical nature: the authors compare different time stepping schemes and their accuracy.

The time dependent coupled problem is closely related to another research field that is the study

of mean field models for superconducting vortices. The equations in the mean field model are

obtained by setting the permittivity constant ǫ0 and µ to 1. Moreover, the Poisson equation is

replaced by

−∆u+ u = ρ

with boundary condition for u at infinity.

This topic has received much attention in recent years. Several results have been proved for

11



the existence and uniqueness of a solution on a time interval [0, T ] as well as for the discretiza-

tion. The literature is divided into two approaches. The first one focuses on the existence of a

classical solution [44, 43, 55]. Here, the linear transport equation is used with an initial charge

distribution ρ0 ∈ Cα(Ω0) with Ω0 being defined as the support of the charge distribution at

time t = 0. The proof is based on the streamline function Φ indicating the particle trajectory

with respect to time. The domain Ωt is moving, that is it changes for every time t ≤ T . The

technique is to reformulate the coupled problem as an integro-differential operator A by com-

bining the Poisson, transport and streamline equations. The operator A is applied to functions

of a set W (M,T ) ⊂ C1,α(Ωt). All functions in W (M,T ) are invertible with respect to the space

variable at every fixed instant t and are bounded with M being the boundedness constant. By

a compactness argument, it is shown that a unique fixed point Φ ∈ W (M,T ) of the operator

A exists. Conclusively, the existence of a classical solution (u, ρ) follows. In a slightly different

setting of equations but with the same techniques, the method is also applied in [33, 32]. After

proving short time existence, all previous works aim to show global existence in time [11]. Using

Φ(x, T ) as new initial distribution, the authors prove with the same method that Φ also exists

in a subsequent small time interval [T, T2]. In fact, by proving that the streamline function is a

priori bounded in the C1,α(Ωt) norm, global existence to the mean field problem is obtained.

The apparent similarities in the equations of the mean field problem and the time dependent

formulation of the electrostatic spray painting process suggest an application of the method.

Nevertheless, the ideas are not immediately transferable. The absence of inflow boundary con-

ditions for ρ simplifies the setting markedly.

Beside the approach of [44, 43, 55] in which an integro-differential operator is used, a second

approach exists and is presented in several works. In [56], Schätzle and Styles analyze the time

dependent coupled problem on a fixed domain Ω for a given time interval [0, T ], denoted by ΩT .

Here, the Poisson equation is assigned constant boundary conditions on ∂ΩT while the inflow

condition is assumed to be homogeneous. The idea is to use the regularized time dependent

transport equation

∂tρ
ǫ = − div(ρǫEǫ) + ǫ∆ρǫ

and to prove first the existence of a solution (uǫ, ρǫ) ∈ H2+α,1+α/2(ΩT ). With various estimates,

it is shown in a second step that in the limit for ǫ → 0 a weak solution exists to the problem

satisfying the prescribed boundary conditions. The work closest to the electrostatic spray paint-

ing process is [5]. Therein, the authors consider non homogeneous inflow boundary conditions

for the transport equation and Neumann boundary conditions for the Poisson equation. Their

method is based on [56] and it is proved that a weak solution exists to the coupled problem. The

authors mention that the method is transferable to Dirichlet and Robin boundary conditions in

case of the potential u.

Beside the works on the existence of a continuous solution using asymptotic analysis, discretiza-

tion results have been also obtained in an analogous manner. In [27], the authors study the

approximation of a steady state coupled problem by an upwind finite volume method for the

transport equation and the finite element method for the elliptic equation. They prove the exis-

tence of a sequence (uh, ρh) ∈ H1(Ω)×L∞(Ω) that fulfils the variational discrete formulation. In

[18, 22] the convergence of the discrete solution of the time dependent coupled problem arising
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in the mean field model to a weak limit is shown by a compactness argument.

1.1 Outline of Thesis

We will now give an outline of the thesis. In the first part, we will focus on the existence

and uniqueness of a classical solution to the continuous coupled problem using the nonlinear

transport equation. Therein, we will distinguish between the time dependent and steady state

formulation. The analysis is done (apart from Chapter 3) on a domain homeomorph to an

annular domain for which the inner and outer boundaries are convex curves. This domain is

nonconvex and additionally not simply connected. The inner boundary simulates the electrode

and the outer boundary the collector plate. We use nonhomogeneous Dirichlet boundary condi-

tions for the Poisson equation and nonhomogeneous inflow boundary conditions for the transport

equation. We thus generalize the above discussed results not only in terms of boundary condi-

tions but also by the choice of a non convex domain. In the second part of this thesis, we will

focus on approximation methods for the coupled problem in a theoretical and numerical manner.

In Chapter 3, we begin our analysis with the one-dimensional time dependent coupled prob-

lem on an interval I = [0, 1]. We will present an approach of modeling the inflow of charge by

introducing a so-called inflow set Qt for t ∈ [0, T ] on which we define a streamline function Φ.

Following [44], we derive an integro-differential operator A that is then applied to a set W of all

bounded and invertible streamline functions. By the Banach fixed point theorem, we prove that

a unique fixed point Φ exists to the operator A for a short time interval [0, T ] and consequently

also a classical solution (u, ρ). This chapter shall explain the modeling of the charge inflow and

motivate the methods used to prove the existence of a solution of the general two-dimensional

setting in Chapter 4.

In Chapter 4, we consider the two-dimensional time dependent coupled problem. Having an

initial distribution ρ0 with compact support in Ω, we prove the existence of a classical solution

(u, ρ) for a short time T . The challenge and novelty in comparison to [44, 55] is to model the in-

flow of charge in combination with the transport of the initial charge distribution. We therefore

introduce two distinct streamline functions Φ1 and Φ2 where Φ1 corresponds to the transport of

the initial distribution and Φ2 to the transport of the inflow set. We thus generalize the work

[44] in which only the streamline function Φ1 is considered. Next, we define two operators A1

and A2 that are applied to the product of streamline functions Φ = (Φ1,Φ2) ∈ W ⊂ W1 ×W2

where W1 and W2 are the sets of all those streamline functions Φ1 and Φ2 that are invertible and

feasible for the problem. We are able to prove the existence of a unique fixed point A(Φ) = Φ

and conclusively the existence of a classical solution (u, ρ) for small times T . Further, we show

that the solution can be continued in time until the support of ρ reaches the outflow boundary.

Chapters 5 and 6 deal with the two-dimensional steady state coupled problem. In Chapter

5, we consider a radially symmetric problem on an annular domain for which the Poisson and

transport equation reduce to one-dimensional boundary value problems with variable coeffi-
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cients. The approach is to define the solution operators L for the Poisson problem, i.e. Lρ = u′

and the solution operator T for the transport problem, i.e. Tu′ = ρ. By the Banach fixed point

theorem we prove that a unique fixed point ρ = T ◦Lρ exists on a set R of bounded functions ρ

provided the inflow boundary data ρA is small enough. Since T ◦ L is the solution operator for

the transport problem, it follows immediately that also a unique classical solution exists to the

radially symmetric problem with ρ ∈ R.

In Chapter 6, we examine the general steady state two-dimensional coupled problem. The

approach is different to Chapter 4 and motivated by the technique of Chapter 5. Again, we

define the solution operators L for the Poisson problem and T for the transport problem and

reformulate the coupled problem as fixed point problem. As the nonlinear transport equation

is solvable on a streamline, we obtain an explicit representation of the operator T . To prove

existence and uniqueness of a fixed point to L◦T , it is sufficient to use only existence results and

a priori estimates for the Poisson problem in Hölder spaces (see e.g. [34]). The main emphasis in

this Chapter will be given on analyzing the transport solution operator. We obtain restrictions

for the electrical field E that have to be fulfilled to obtain existing streamline functions. Even-

tually, we prove by the Banach Fixed Point Theorem that a unique fixed point to the composite

operator L ◦ T exists on a set W ⊂ C1,α(Ω̄) and conclusively also a unique classical solution

(u, ρ) with −∇u ∈ W . Beside the existence result, we obtain that in the continuous case the

Banach fixed point iterations are the staggered algorithm.

The remaining part of the thesis deals with approximation results for the coupled problem.

The advantage of the presented method in Chapter 6 in comparison to the technique given by

[5] is illustrated in Chapter 7. Since L ◦ T is a contraction on C1,α(Ω) and due to numerical

evidence in Chapter 8, we assume that the continuous composite operator L ◦ T is also a con-

traction on H1(Ω). We will show that an error estimate for the approximate solution to the

coupled problem is an immediate consequence.

In Chapter 8, we present numerical results for the approximation of the steady state coupled

problem. While it is equivalent to use the linear or nonlinear transport equation in the con-

tinuous formulation, we need to distinguish the two approaches in the discretization. Next to

the staggered algorithm, we introduce three more algorithms based on Newton’s method to deal

with the nonlinearity of the problem setting. We will use the radially symmetric model problem

of Chapter 5 and investigate whether the algorithms converge. As outlook for further research,

we also present a three-dimensional radially symmetric coupled problem on a hollow sphere. As

last example, we go back to the spray painting process and investigate the convergence behavior

of the coupled problem on a non smooth domain.
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Chapter 2

Foundations

Let us begin with describing the domain we will consider in the analysis. Throughout this thesis,

let Ω ⊂ R
2 be an open bounded domain. We assume that Ω is homeomorphic to an annular

domain. We thus deal with a domain that is neither convex nor simply connected. The boundary

Γ is decomposed into a convex inner closed curve Γ− and a convex outer closed curve Γ+ . In

the context of the transport equation, the boundary parts Γ− and Γ+ are referred to as inflow

and outflow boundary. For a convective field E in R
2 and the outward normal vector ~n, the

inflow boundary is defined by

Γ− = {x ∈ Γ : ~n · E < 0}

and the outflow boundary is defined by

Γ+ = {x ∈ Γ : ~n · E ≥ 0} .

We will only consider those electrical fields E such that the previous definitions coincide, i.e.

the inner boundary Γ− is the inflow and the outer boundary Γ+ is the outflow boundary.

ΩΓ

Γ+

−Ω −

Figure 2.1: One Possible Configuration for Ω
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We will also refer to Γ− by its parametrization ϕ with respect to the arc length LΓ− , i.e.

Γ− =
{
x : x = ϕ(t), t ∈ [0, LΓ− ]

}
. (2.1)

In the following we will abbreviate IΓ− := [0, LΓ− ]. ϕ is assumed to be positively oriented. The

outward normal vector ~n(x) to x ∈ Γ− is thus given for every point ϕ(t) = x ∈ Γ− by

~n(ϕ(t)) =

(

−ϕ′
2(t)

ϕ′
1(t)

)

.

In certain cases, it will become necessary to refer to the domain that is enclosed by Γ−. Let us

denote this domain by Ω−.

2.1 Classical Norms and Function Spaces

We will carry out the analysis in the Chapters 3 to 6 in the classical function spaces. We begin

by defining the maximums norm for a vector valued function and the corresponding induced

matrix norm.

Definition 2.1. For a vector valued function f = (f1, f2) : Ω ⊂ R
2 → R

2, we define the

maximum norm for all x ∈ Ω by

|f(x)|∞ := max {|f1(x)| , |f2(x)|} .

where | · | denotes the absolute value.

Let A be a 2× 2 matrix. Then the induced matrix norm is given by the maximum absolute row

sum

|A(x)|∞ :=

∣
∣
∣
∣
∣

(

a11(x) a12(x)

a21(x) a22(x)

)∣
∣
∣
∣
∣
∞

= max {|a11(x)|+ |a12(x)|, |a21(x)|+ |a22(x)|} .

Next, we define the usual sup-norm for a function f .

Definition 2.2. We define the sup-norm for a scalar or vector valued function f defined on Ω

by

‖f‖0,Ω := sup
x∈Ω

|f(x)|∞ .

We can now define the space of continuously differentiable functions.

Definition 2.3 (Continuous differentiable functions). Let Ω ∈ R
2 be a bounded open domain

with closure Ω̄. Let β = (β1, β2) be a multi-index with m = |β|. Then we define

Cm(Ω) :=
{

f : Ω → R
2 : ∂mf is continuous and ‖∂βf‖0,Ω < ∞, ∀β ≤ m

}
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as the space of continuously differentiable functions up to order m. We equip the space with the

norm

‖f‖m,Ω :=
∑

β≤|m|

‖∂βf‖0,Ω.

For the closed domain Ω̄, we define

Cm(Ω̄) :=
{

f ∈ Cm(Ω) : ∂βf is continuously extendable up to the boundary ∂Ω, ∀β ≤ m
}

.

We equip the space with the norm

‖f‖m,Ω̄ =
∑

β≤|m|

max
x∈Ω̄

|∂βf(x)|∞.

The following corollary shows that for a function in Cm(Ω̄), it is sufficient to work with the

sup-norm on the open domain Ω.

Corollary 2.4. [6, p.30] It holds for the norms on Cm(Ω) and Cm(Ω̄)

‖f‖m,Ω̄ = ‖f‖m,Ω. (2.2)

The classical theory of partial differential equations uses the space of Hölder continuous functions.

The functions in this space are uniformly continuous with exponent 0 < α < 1.

Definition 2.5 (Hölder continuous functions). Let Ω be a bounded open domain with boundary

∂Ω. For any multi-index β and 0 < α < 1, define the Hölder coefficient by

|f |m,α;Ω̄ = sup
x 6=y∈Ω̄,
|β|=m

|∂βf(x)− ∂βf(y)|∞
|x− y|α∞

We define the space of Hölder continuous functions by

Cm,α(Ω̄) :=
{
f ∈ Cm(Ω̄) : |f |m,α,Ω̄ < ∞

}
.

We equip the spaces with the norm (see [58] )

‖f‖m,α;Ω̄ =
∑

β≤|m|

‖∂βf‖0,Ω̄ + |f |m,α;Ω̄. (2.3)

The normed space Cm,α(Ω) is complete. We obtain the well-known result

Lemma 2.6. [3, p. 44] The space Cm,α(Ω) is a Banach space.

In Chapters 3 and 4, we investigate the time dependent coupled problem. We follow the definition

of [43, p.514] to introduce the time dependent classical function space.
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Definition 2.7. Let Ω be an open bounded domain and f : Ω× [0, T ] → R
2. Let β = (β1, β2) be

a multi-index with m = |β|. Let further l ≤ k be integers and 0 < α ≤ 1, 0 < γ ≤ 1. Then we

denote

‖f‖m,α,Ω;k,γ,[0,T ] := sup
t∈T

∑

l≤k

‖∂l
tf(t)‖m,α;Ω + sup

x∈Ω

∑

|β|≤m

‖∂β
xf(x)‖k,γ;[0,T ]. (2.4)

We define the function space of (m,α)-Hölder functions in space and (k, γ)-Hölder functions in

time by

Cm,α;k,γ(Ω̄, [0, T ]) :=
{
f : Ω̄× [0, T ] → R

2 : ‖f‖m,α,Ω;k,γ,[0,T ] < ∞
}
. (2.5)

With this definition, it follows that ∂l
tf(·, t) ∈ Ck,α(Ω̄) for all l ≤ k and ∂β

xf(x, ·) ∈ Cm,γ([0, T ])

for all |β| ≤ m. Throughout this thesis, we use the following convention. If the Hölder norm is

only applied in space for a time dependent function f(x, t), then we will write for every t ∈ [0, T ]

‖f(t)‖m,α,Ω :=
∑

|β|≤m

sup
x∈Ω

|∂βf(x, t)|∞ + |f(·, t)|α,Ω.

We use the argument t to emphasize that ‖f(t)‖m,α is a function in t.

Analogously, if the Hölder norm is only applied in time, then we write for x ∈ Ω

‖f(x)‖k,α,[0,T ] :=
∑

l≤k

sup
t∈[0,T ]

|∂l
tf(x, t)|∞ + |f(x, ·)|α,[0,T ].

Lemma 2.8. [3, p. 44] The space Cm,α;k,γ(Ω, [0, T ]) is a Banach space.

In the Chapters 3 and 5, we will investigate the one-dimensional coupled problem. The previous

definitions are adapted analogously.

Definition 2.9. Let I = [a, b] an interval. Then we define the space of continuously differen-

tiable functions on I by

Ck(I) :=
{

f : ∂lf is continuous ∀x ∈ I, ∀l = 0, .., k
}

. (2.6)

We equip the space with the norm

‖u‖k,I :=
k∑

l=0

‖∂lu‖0,I .

Let now f : I × [0, T ] → R be a time dependent function. Then we denote

‖u‖Cm;k(I,[0,T ]) :=
k∑

l=0

sup
0≤t≤T

‖∂l
tu(t)‖0,I +

m∑

s=0

sup
x∈I

‖∂m
x u(x)‖0,[0,T ].

We define the space of l-times continuously differentiable functions in space and m times con-

tinuously differentiable functions in space by

Cm;k(I, [0, T ]) := {f : ‖f‖m;k < ∞} . (2.7)

18



So far, we have not yet defined the regularity of the domain Ω. In later Chapters, we assume

that Ω is a domain of Ck,α regularity.

Definition 2.10. [34, p. 94] A bounded domain Ω ⊂ R
2 and its boundary are of class Ck,α,

0 ≤ α ≤ 1, if at each point x0 ∈ ∂Ω there is an ǫ > 0, a ball B := Bǫ(x0) around x0 and a

one-to-one mapping Ψ of Bǫ(x0) onto D ⊂ R
2 such that

• Ψ(B ∩ Ω) ⊂ R× R+

• Ψ(B ∩ ∂Ω) ⊂ ∂(R× R+)

• Ψ ∈ Ck,α(B), Ψ−1 ∈ Ck,α(D).

We can conclude that whenever the domain Ω is of class Ck,α also holds ϕ ∈ Ck,α([0, LΓ− ]).

2.2 Properties of Hölder Continuous Functions

We introduce some basic results for Hölder continuous functions that are used frequently in the

following analysis. We begin with an analogue of the product and chain rule.

Lemma 2.11. Let U and V be bounded open domains in R
2 and V convex. Let W ⊂ R be

an open interval. Let f, p : V → W with f, p ∈ Cα(V ) and h : U → V with h ∈ C1(U) and

0 < α ≤ 1. Then we have

|fp |α,V ≤ ‖f‖0,V |p |α,V + |f |α,V ‖p ‖0,V , (2.8)

|f(h)|α,U ≤ |f |α,V ‖∇h‖α0,U . (2.9)

Proof. Using the definition of the Hölder norm gives

|f p |α,V = sup
x1,x2∈V

|f(x1)p(x1)− f(x2)p(x2)|
|x1 − x2|α

= sup
x1,x2∈V

|f(x1)p(x1)− f(x1)p(x2) + f(x1)p(x2)− f(x2)p(x2)|
|x1 − x2|α

≤ sup
x1,x2∈V

|f(x1)p(x1)− f(x1)p(x2)|
|x1 − x2|α

+ sup
x1,x2∈V

|f(x1)p(x2)− f(x2)p(x2)|
|x1 − x2|α

≤ ‖f‖0,V |p |α,V + |f |α,V ‖p ‖0,V .

Next, we prove (2.9). Since V is a convex domain, we may apply the mean value theorem. It
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holds

|f(h)|α,U = sup
x1,x2∈U

|f(h(x1))− f(h(x2))|
|x1 − x2|α

= sup
x1,x2∈U

[ |f(h(x1))− f(h(x2))|
|h(x1)− h(x2)|α∞

|h(x1)− h(x2)|α∞
|x1 − x2|α

]

≤ sup
y1,y2∈V

|f(y1)− f(y2)|
|y1 − y2|α

sup
x1,x2∈U

|h(x1)− h(x2)|α∞
|x1 − x2|α

≤ |f |α,V ‖∇h‖α0,U .

Let h be a vector valued function. The next Lemma yields a bound for the Jacobian matrix of

h.

Lemma 2.12. Let V ⊂ R
2 be a bounded open domain. For a vector valued function h : V → R

2

holds

‖∇h‖0,V ≤ ‖∂x1h‖0,V + ‖∂x2h‖0,V
|∇h|α,V ≤ |∂x1h|α,V + |∂x2h|α,V .

Proof. ∇h(x) is the 2× 2 Jacobian matrix of h for every x ∈ V . It holds for the sup-norm

|∇h|0,V = sup
x∈Ω

∣
∣
∣
∣
∣

(

∂x1h1 ∂x2h1
∂x1h2 ∂x2h2

)∣
∣
∣
∣
∣
∞

= sup
x∈V

max {|∂x1h1(x)|+ |∂x2h1(x)| , |∂x1h2(x)|+ |∂x2h2(x)|}

≤ sup
x∈V

max {|∂x1h(x)|∞ + |∂x2h(x)|∞ , |∂x1h(x)|∞ + |∂x2h(x)|∞}

= sup
x∈V

(|∂x1h(x)|∞ + |∂x2h(x)|∞)

= ‖∂x1h‖0,V + ‖∂x2h‖0,V .

For the α-Hölder norm holds

|∇h|α,V ≤ sup
x,y∈V

1

|x− y|α∞

∣
∣
∣
∣
∣

(

∂x1h1(x)− ∂y1h1(y) ∂x2h1(x)− ∂y2h1(y)

∂x1h2(x)− ∂y1h2(y) ∂x2h2(x)− ∂y2h2(y)

)∣
∣
∣
∣
∣
∞

= sup
x,y∈V

max

{ |∂x1h1(x)− ∂y1h1(y)|+ |∂x2h1(x)− ∂y2h1(y)|
|x− y|α∞

,

|∂x1h2(x)− ∂y1h2(y)|+ |∂x2h2(x)− ∂y2h2(y)|
|x− y|α∞

}

≤ sup
x,y∈V

( |∂x1h(x)− ∂y1h(y)|∞ + |∂x2h(x)− ∂y2h(y)|∞
|x− y|α∞

)

≤ |∂x1h|α,V + |∂x2h|α,V .
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Many results connected to differentiability, like for example the implicit function theorem, are

only defined on an open domain. However, the Hölder continuity allows us to extend these

functions uniformly up to the boundary.

Lemma 2.13. [60, p.35] Let V,W be open bounded domains in R
2.

a) Let f : V → W be uniformly continuous. Then f can be continuously extended up to the

boundary, i.e. there exists a continuous extension f̂ : V̄ → W .

b) Let f ∈ Cα(V ) with Hölder constant M . Then the extension is also Hölder continuous,

i.e. f̂ ∈ Cα(V̄ ). f̂ has the same Hölder constant M .

We apply this result to a function f ∈ C1,α(V ).

Corollary 2.14. Let V be an open bounded domain in R
2. If f ∈ C1,α(V ), then f and ∇f are

continuously extendable up to the boundary ∂V with

∇f̂ ∈ Cα(V̄ ).

∇f and ∇f̂ have the same Hölder constant M .

Proof. As f is continuously differentiable, it is uniformly continuous on V . By Lemma 2.13,

there exists an extension f̂ up to the boundary ∂V . For ∇f , the assertion follows immediately

by Lemma 2.13b).

2.3 Geometry and Mean Value Theorem

In the following analysis, we will deal with vector valued functions in R
2. For vector valued

function, the usual mean value theorem is not applicable. We will need the following modified

version.

Theorem 2.15. (Mean Value Theorem) [30] Let U be an open subset of R2 and f : U → R
2

be a continuously differentiable function. Let x ∈ U and ξ ∈ R
2, such that x + tξ ∈ U for all

0 ≤ t ≤ 1. Then we have

f(x+ ξ)− f(x) =

(∫ 1

0
∇f(x+ tξ) dt

)

· ξ. (2.10)

It follows pointwise for x ∈ U

|f(x+ ξ)− f(x)|∞ ≤ ‖∇f‖0,U |ξ|∞. (2.11)

The representation (2.10) is simply an integration over the line segment x + tξ, t ∈ [0, 1]. For

a vector valued function, the integral is taken over the Jacobian matrix of f . In the following

Lemma, we show that if f ∈ C1,α(V ) then the matrix of the right hand side of (2.10) is Hölder

continuous with exponent α.
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Lemma 2.16. Let V,W ∈ R
2 be a bounded convex domain. Let f ∈ C1,α(V ) and g1, g2 : W → V

with g1 ∈ C1(W ) and g2 ∈ C1(W ) be vector valued functions in R
2. For the matrix

A(x) =

∫ 1

0
∇f(g1(x) + τ(g2(x)− g1(x))) dτ

holds

|A(x)−A(y)|∞ ≤ |∇f |α,V (‖∇g1‖0,W + ‖∇g2‖0,W )α|x− y|α∞.

Proof. Set h(x, τ) := g1(x) + τ(g2(x)− g1(x)). We get

|A(x)−A(y)|∞ =

∣
∣
∣
∣

∫ 1

0
∇f(h(x, τ))−∇f(h(y, τ)) dτ

∣
∣
∣
∣
∞

≤
∫ 1

0
|∇f(h(x, τ))−∇f(h(y, τ))|∞ dτ.

As f ∈ C1,α(V ) holds |∇f(x)−∇f(y)|∞ ≤ |∇f |α,V |x− y|α∞. We get

∫ 1

0
|∇f(h(x, τ))−∇f(h(y, τ))|∞ dt ≤

∫ 1

0
|∇f |α,V |h(x, τ)− h(y, τ)|α∞ dτ

≤ |∇f |α,V sup
0≤τ≤1

|h(x, τ)− h(y, τ)|α∞ . (2.12)

With g1 ∈ C1(W ), g2 ∈ C1(W ) and τ ∈ [0, 1], we get

|h(x, τ)− h(y, τ)|∞ = |g1(x) + τ(g2(x)− g1(x))− g1(y)− τ(g2(y)− g1(y))|∞
= |(1− τ)(g1(x)− g1(y)) + τ(g2(x)− g2(y))|∞
≤ (1− τ) |g1(x)− g1(y)|∞ + τ |g2(x)− g2(y)|∞
≤ (1− τ)‖∇g1‖0,W |x− y|∞ + τ‖∇g2‖0,W |x− y|∞
≤ ((1− τ)‖∇g1‖0,W + τ‖∇g2‖0,W )|x− y|∞.

Substituting the latter equation into (2.12), we have

|A(x)−A(y)|∞ ≤ |∇f |α,V sup
0≤τ≤1

|h(x, τ)− h(y, τ)|α∞

≤ |∇f |α,V sup
0≤τ≤1

((1− τ)‖∇g1‖0,W + τ‖∇g2‖0,W )α|x− y|α∞

≤ |∇f |α,V (‖∇g1‖0,W + ‖∇g2‖0,W )α|x− y|α∞.

It is generally impossible to apply the mean value theorem to vector valued functions f ∈ C1(Ω)

as the line segment connecting two arbitrary points in Ω might intersect the convex domain Ω−.

However, it is possible to prove a mean value like estimate for functions defined on the nonconvex

domain Ω. In [62], Whitney introduced the domains of P-property in which the length of a curve

connecting any two points is bounded by a finite constant c ≥ 1 and their euclidean distance.

Referring to this work, Wienholtz uses the concept of domains of finite length in [63]. Yet, the
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actual size of the constant c remains unclear. We will show that Ω fulfils a similar condition and

prove that the constant c only depends on the size and shape of Ω−.

To bound the distance of a function evaluated at any two arbitrary points , we use the so-called

geometric dilation which is a concept introduced in [23, 24, 25]. For two points a and b on a

closed convex curve γ, it gives the ratio of the shortest detour on γ in relation to the actual

euclidean distance of a and b. Let us denote for every a, b ∈ γ the minimum length of one of the

Ω

Γ+

Γ−

−

Ω

a

b

Euclidean Distance

Shortest Detour

Figure 2.2: The shortest detour for two points a and b on Γ−

two curve segments by dγ(a, b). The euclidean distance of a and b is denoted by ‖a− b‖2.

Definition 2.17. [23, 25] The geometric dilation of the closed convex curve γ is defined by

δ(γ) := sup
a,b∈γ,
a 6=b

dγ(a, b)

‖a− b‖2
. (2.13)

The geometric dilation of a convex closed curve is bounded in terms of its geometry.

Theorem 2.18. [23, Theorem 2] Let γ be a convex closed curve, D the diameter of the enclosed

domain V and w the minimum distance of two parallel lines enclosing V . Then holds

δ(γ) ≤ 2




D

w
arcsin

(w

D

)

+

√
(
D

w

)2

− 1



 . (2.14)

Applying the previous theorem to our setting results in the following Corollary.

Corollary 2.19. Let DΩ− := diamΩ− be the diameter of Ω− and wΩ− the minimum distance

of two parallel lines enclosing Ω−. Then the geometric dilation for the parametrization ϕ of Γ−

is bounded by

δ(ϕ) ≤ 3
DΩ−

wΩ−

π (2.15)
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Proof. Ω− is convex and so is the boundary curve ϕ. The assertion thus follows immediately by

Theorem 2.18.

The previous result opens the door for a mean-value-like estimate for a function f ∈ C1(Ω).

Lemma 2.20. Let Ω be a bounded domain. Let f : Ω → R
2 be a vector valued differentiable

function. Then holds the mean-value-like estimate

|f(x)− f(y)|∞ ≤ cmv‖∇f‖0,Ω|x− y|∞ (2.16)

with cmv := 3
√
2
DΩ−

wΩ−
π.

Proof. We have to distinguish two cases due to the nonconvexity of Ω.

Case 1:

Let x, y ∈ Ω, such that the line segment −→xy is contained in Ω. Then holds by Theorem 2.15

|f(x)− f(y)|∞ ≤ ‖∇f‖0,Ω|x− y|∞.

Case 2:

a a1 2x y
Ω

Ω

Γ+

Γ−

−

Figure 2.3: Choice of points a1 and a2

Let x, y ∈ Ω, such that the line segment −→xy intersects Ω−. The application of Theorem 2.15 is

impossible as the line z = x + τ(y − x), τ ∈ [0, 1], is not contained in Ω. Denote the points of

intersection of z and Γ− by a1 and a2 such that ‖a1 − x‖2 ≤ ‖x − y‖2. The line segment −→xy is

divided into three disjoint segments −→xa1, −−→a1a2 and −→a2y. By the triangle inequality holds

|f(x)− f(y)|∞ = |f(x)− f(a1) + f(a1)− f(a2) + f(a2)− f(y)|∞
≤ |f(x)− f(a1)|∞ + |f(a1)− f(a2)|∞ + |f(a2)− f(y)|∞ . (2.17)

The line segments −→a1x and −→a2y are contained in Ω which allows the application of case 1. For

|f(a1)− f(a2)|, we have again to distinguish two cases. Since a1 and a2 are both elements of

24



the boundary Γ−, there exist s1, s2 ∈ [0, LΓ− ], such that ϕ(s1) = a1 and ϕ(s2) = a2. Γ− is a

closed curve, the two points a1 and a2 thus define two curve segments on Γ−.

a) Let the curve segment between ϕ(s1) and ϕ(s2) in line with the orientation of the parametriza-

tion be the shorter curve segment. Then follows

|f(a1)− f(a2)|∞ = |f(ϕ(s1))− f(ϕ(s2))|∞
=

∣
∣
∣
∣

∫ s2

s1

d

ds
f(ϕ(s)) ds

∣
∣
∣
∣
∞

≤
∣
∣
∣
∣

∫ s2

s1

|∇f(ϕ(s))|∞
∣
∣
∣
∣

d

ds
ϕ(s)

∣
∣
∣
∣
∞

ds

∣
∣
∣
∣

≤ ‖∇f‖0,Ω
∣
∣
∣
∣

∫ s2

s1

∣
∣
∣
∣

d

ds
ϕ(s)

∣
∣
∣
∣
∞

ds

∣
∣
∣
∣

By the equivalence of the maximum and euclidean norm, we bound
∣
∣ d
dsϕ(s)

∣
∣
∞

≤
∥
∥ d
dsϕ(s)

∥
∥
2
≤

√
2
∣
∣ d
dsϕ(s)

∣
∣
∞

and obtain due to the parametrization w.r.t. the arc

length of ϕ
∣
∣
∣
∣

∫ s2

s1

∣
∣
∣
∣

d

ds
ϕ(s)

∣
∣
∣
∣
∞

ds

∣
∣
∣
∣
≤
∫ s2

s1

∥
∥
∥
∥

d

ds
ϕ(s)

∥
∥
∥
∥
2

ds = |s2 − s1| = dΓ−(ϕ(s1), ϕ(s2)).

By Corollary 2.19, we obtain

dΓ−(ϕ(s1), ϕ(s2)) ≤ 3
DΩ−

wΩ−

π‖ϕ(s1)− ϕ(s2)‖2 ≤ 3
√
2
DΩ−

wΩ−

π|ϕ(s1)− ϕ(s2)|∞ = 3
√
2
DΩ−

wΩ−

π|a1 − a2|∞.

b) Let the curve segment between ϕ(s1) and ϕ(s2) against the orientation of the parametrization

be the shorter curve segment. Let us assume that s1 < s2. Then holds as ϕ is a closed curve

|f(a1)− f(a2)|∞ =
∣
∣f(ϕ(s1))− f(ϕ(0)) + f(ϕ(LΓ−)− f(ϕ(s2))

∣
∣
∞

(2.18)

≤ |f(ϕ(s1))− f(ϕ(0))|∞ +
∣
∣f(ϕ(LΓ−)− f(ϕ(s2))

∣
∣
∞
.

We do the same calculations as in case a) and obtain

|f(a1)− f(a2)|∞ ≤ 3
√
2
DΩ−

wΩ−

π(|s1 − 0|+ |LΓ− − s2|)

= 3
√
2
DΩ−

wΩ−

π dΓ−(a1, a2).

The last step is based on the parametrization of ϕ with respect to the arc length. s1+ |LΓ− −s2|
is nothing else than the length of the sought curve segment between ϕ(s1) and ϕ(s2). In case of

s2 < s1, the calculations are done analogously with the difference that in (2.18), f(ϕ(s1)) has

to be compared to f(ϕ(LΓ−) and f(ϕ(s2)) to f(ϕ(0)).

Now we reassemble case 1 and case 2. Since −→xa1, −−→a1a2 and −→a2y is a disjoint decomposition

of the interval −→xy, it holds
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|x − a1|∞ + |a1 − a2|∞ + |a2 − y|∞ = |x − y|∞. We obtain for (2.17) for every x, y ∈ Ω with
−→xy ∩ Ω− 6= ∅ and since 3

√
2
DΩ−

wΩ−
π > 1

|f(x)− f(y)|∞ ≤ ‖∇f‖0,Ω|x− a1|∞ + 3
√
2
DΩ−

wΩ−

π‖∇f‖0,Ω|a1 − a2|∞ + ‖∇f‖0,Ω|a2 − y|∞

≤ cmv‖∇f‖0,Ω|x− y|∞.

The assertion follows by combining case 1 and 2.
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Chapter 3

Time Dependent Coupled Problem

in 1d

We begin the analysis of the time dependent coupled problem with the one-dimensional case.

The problem is given by

Problem (CP 3.1). Let I = [0, 1] and [0, T ] a time interval. Find (u, ρ) with u ∈ C2;0(I, [0, T ])

and ρ(·, t) ∈ C1(I), ρ(x, ·) ∈ C1([0, T ]) such that

−∂2
xu(x, t) = ρ(x, t) (x, t) ∈ I × [0, T ] (3.1a)

u(0, t) = uA1 t ∈ [0, T ] (3.1b)

u(1, t) = uA2 t ∈ [0, T ] (3.1c)

d

dt
ρ(x, t)− ∂xu(x, t)∂xρ(x, t) + ρ2(x, t) = 0 (x, t) ∈ I × [0, T ] (3.1d)

ρ(x, 0) = 0 x ∈ I (3.1e)

ρ(0, t) = ρA(t) t ∈ [0, T ]. (3.1f)

where uA1 > uA2 constant and ρA ∈ C1([−∞, T ]) with ρA(t) = 0 for t ∈ [−∞, 0].

Several authors [32, 44, 43, 55] used a particle trajectory approach to model the dynamics of

vortex patches in two or three dimensions. The set of equations considered in their works differ

from (3.1a)-(3.1f) by using a different elliptic equation. In addition, none of the publications

[32, 44, 43, 55] deal either with non-zero boundary conditions for the potential u or a non-zero

inflow condition ρA at the inflow boundary, such as it is necessary for the electrostatic spray

painting process. This chapter is based on and generalizes the previous publications in a one-

dimensional setting. As novelty, the model problem (CP 3.1) focuses only on modeling the

charge inflow into the domain of which we assume that it is initially free of charge. Moreover,

we introduce non-homogeneous boundary conditions for the potential u representing an applied

voltage difference of uA1 − uA2 . This section is also understood as a preparatory result for the

two-dimensional case in Chapter 4 wherein we follow the same ideas.
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The main task and difficulty is to model the inflow of charge given by the boundary condi-

tion ρA. The present variables x and t are not sufficient to express the emission of charge at

x = 0. We introduce the following set of points.

Definition 3.1. For a given time t ∈ [0, T ], the set

Qt = {tx : tx ∈ [0, t]} (3.2)

is called the inflow set. tx is understood as the time a charge particle is emitted at the inflow

x = 0 into the interval I = [0, 1].

For every t, the elements of the inflow set are the times when a charge particle flew into the

domain since t = 0. Due to the continuity in time, the inflow set is therefore the time interval

[0, t]. The usefulness of the setQt will become clear immediately when formulating the streamline

function Φ.

As in [44], we choose the particle trajectory approach to show existence and uniqueness of a

classical solution (u, ρ) to (CP 3.1). As hyperbolic differential equation, the transport equation

(3.1d) gives rise to a streamline function Φ(tx, t), that is drawing the path of a charge particle

through the space time domain. Although streamlines are defined on the interval I, as the

potential u is given therein, we restrict our view to the streamlines starting from the inflow

boundary x = 0. Hence, we focus only on the transport of present charges, in other words on

the expansion of the support of ρ.

Definition 3.2. [45, Section 9] The streamline function Φ for the transport equation (3.1d) is

given as solution of

d

dt
Φ(tx, t) = −∂xu(Φ(tx, t), t) tx ∈ [0, t], t ∈ [0, T ] (3.3)

Φ(tx, tx) = 0. tx ∈ [0, T ] (3.4)

Φ(tx, t) describes the position of a particle emitted at tx in x = 0 at time t.

With the streamline function, we are able to determine the position of a charge particle at time

t that was emitted at tx < t. Φ thus maps Qt into the subset of I called It. As Qt is the set of

all inflowing charge, It is thus the support of ρ at time t. We therefore define

It := supp
x∈I

{ρ(x, t)} .

For small t, it yields that It ⊂ I. The range of Φ is thus given by

Φ(·, t) : Qt → It ⊂ I. (3.5)

We give a short overview about this Chapter. In section 3.2, we derive an integro-differential

operator A by means of (3.3), an explicit representation of the solutions u in terms of Green’s

functions and the solution ρ evaluated on the streamlines by

A(Φ) = −
∫ t

tx

∫ µ

tx

Φ(ty, µ)∂tyΦ(ty, µ)
ρA(ty)

1 + (µ− ty)ρA(ty)
dty dµ

+

∫ t

tx

[∫ tx

0
(1− Φ(ty, µ))∂tyΦ(ty, µ)

ρA(ty)

1 + (µ− ty)ρA(ty)
dty + uA1 − uA2

]

dµ (3.6)
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Figure 3.1: Streamline Function Φ(tx, t)

In section 3.3, we define a set W (M,T, δ) ⊂ C1;0(I, [0, T ]) of all such streamline functions that

are feasible for the model problem, i.e. they fulfil the requirements of the model. The operator A

is applied to a streamline function Φ ∈ W (M,T, δ). The question we need to answer is whether

there exists a unique fixed point Φ ∈ W (M,T, δ) to (3.6), i.e.

AΦ = Φ. (3.7)

A fundamental convergence theorem is the fixed point theorem of Banach.

Theorem 3.3 (Banach Fixed Point Theorem). ([65, p.19]) Let W be a closed nonempty subspace

of a Banach space X and assume that the operator A : W → W is contractive, i.e.

‖Au−Aw‖ ≤ k‖u− w‖, ∀u,w ∈ W, 0 < k < 1.

Then there exists a unique fixed point for A in the set W , i.e. there exists a unique v ∈ W , such

that Av = v.

In section 3.3, we prove that A is a selfmap and a contraction on the set W (M,T, δ). The main

result of this Chapter is presented in Theorem 3.15 where we obtain the existence of a unique

fixed point Φ in W (M,T, δ) to (3.6) with the Banach fixed point theorem. Our method is dif-

ferent to [44, 43] where a compactness argument is used to show existence and uniqueness. The

found fixed point is then the streamline function corresponding to the solution of the coupled

problem (CP 3.1). With the dependence of u and ρ on the streamline function derived in section

3.1, we will eventually prove the existence of a unique classical solution (u, ρ) to (CP 3.1) in
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Theorem 3.16.

Next to the classical one-dimensional function space C1;0(I, [0, T ]) defined in Chapter 2, we

define C1;0 functions for tx ∈ Qt and t ∈ [0, T ].

C1;0(Qt, [0, T ]) := {Φ : Φ and ∂txΦ continuous ∀(tx, t) with tx ∈ Qt, t ∈ [0, T ]} . (3.8)

We equip C1;0(Qt, [0, T ]) with the norm

‖Φ‖1,Qt;0,[0,T ] = sup
0≤t≤T

(

sup
0≤tx≤t

|Φ(tx, t)|+ sup
0≤tx≤t

|∂txΦ(tx, t)|
)

+ sup
0≤tx≤T

(

sup
tx≤t≤T

|∂txΦ(tx, t)|+ sup
tx≤t≤T

|Φ(tx, t)|
)

.

To simplify the notation in the estimates in section 3.3, we will denote the sup-norm over all

0 ≤ tx ≤ t for every t ∈ [0, T ] as

‖Φ(t)‖0,Qt
:= sup

0≤tx≤t
|Φ(tx, t)| .

and the sup-norm for every tx ∈ QT by

‖Φ(tx)‖0,[tx,T ] := sup
tx≤t≤T

|Φ(tx, t)| .

Note that the previous expressions are still variable in t and tx respectively. We abbreviate the

sup-norm in space and time by

‖Φ‖0,Qt;0,[0,T ] := sup
0≤t≤T

‖Φ(t)‖0,Qt
+ sup

0≤tx≤T
‖Φ(tx)‖0,[tx,T ] . (3.9)

Theorem 3.4. [3, p. 42]

C1;0(Qt, [0, T ]) equipped with the norm (3.9) is a Banach space.

3.1 Explicit Solutions for the Partial Problems

In the next two sections, we will derive explicit representations of the solutions of the Poisson

equation (3.1a)-(3.1c) and the transport equation (3.1d)-(3.1f). In case of the Poisson equation,

we will use Green’s function to obtain an integral representation of u. The transport equation is

solved on a streamline and depends thereon only on the inflow function ρA. These representations

are used for the derivation of the integro-differential operator A in section 3.2.

3.1.1 Poisson Equation

One method to transform the solution of the Poisson equation into an integral equation is the

usage of Green’s function. For every fixed time t ∈ [0, T ], the one-dimensional Dirichlet problem

for the Poisson equation is given by
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Problem (Po 3.2). For a continuous right hand side function ρ(·, t) ∈ C0(I) and a fixed time

t ∈ [0, T ], find u(·, t) ∈ C2([0, 1]), such that

−∂2
xu(x, t) = ρ(x, t) (x, t) ∈ I × [0, T ] (3.10a)

u(0, t) = uA1 t ∈ [0, T ] (3.10b)

u(1, t) = uA2 t ∈ [0, T ]. (3.10c)

with uA1 > uA2 constant.

For this standard one-dimensional problem, the solution is given in terms of Green’s function.

Lemma 3.5. [35, p.13] Let ρ ∈ C0,0([0, 1], [0, T ]), then the Green’s function for (3.10a)-(3.10c)

is given by

G(x, y) =

{

x(1− y) 0 ≤ x ≤ y ≤ 1

y(1− x) 0 ≤ y ≤ x ≤ 1
.

For the solution u(x, t) yields

u(x, t) =

∫ x

0
y(1− x)ρ(y, t) dy +

∫ 1

x
x(1− y)ρ(y, t) dy + uA1 (1− x) + uA2x. (3.11)

It holds u ∈ C2;0(I, [0, T ]).

Proof. We easily verify that (3.11) fulfils the boundary value problem (Po 3.2), as

∂2
xu(x, t) = ρ(x, t), u(0, t) = uA1 and u(1, t) = uA2 . u is thus twice continuously differentiable

w.r.t x. Also, u is continuous in time, as ρ ∈ C0,0(I, [0, T ]).

The right hand side function of the differential equation (3.3) is ∂xu. As a consequence, the

integro-differential operator A is based on the integral representation of ∂xu. The next Corollary

is a simple implication of Lemma 3.5 but it is worth noticing as ∂xu is used frequently.

Corollary 3.6. The derivative w.r.t. x of (3.11) is given by

∂xu(x, t) = −
∫ x

0
yρ(y, t) dy +

∫ 1

x
(1− y)ρ(y, t) dy + uA2 − uA1 . (3.12)

Proof. By differentiation of (3.11), we get

∂xu(x, t) = x(1− x)ρ(x, t)−
∫ x

0
yρ(y, t) dy − x(1− x)ρ(x, t) +

∫ 1

x
(1− y)ρ(y, t) dy + uA2 − uA1

= −
∫ x

0
yρ(y, t) dy +

∫ 1

x
(1− y)ρ(y, t) dy + uA2 − uA1 .
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3.1.2 Transport Equation

The second component of the coupled problem is the transport problem.

Problem (Tr 3.3). For a given function ∂xu ∈ C1;0(I, [0, T ]), find ρ with ρ(·, t) ∈ C1([0, 1])

and ρ(x, ·) ∈ C1([0, T ]) such that

∂tρ(x, t)− ∂xu(x, t)∂xρ(x, t) + ρ2(x, t) = 0 (x, t) ∈ [0, 1]× [0, T ] (3.13a)

ρ(x, 0) = 0 x ∈ [0, 1] (3.13b)

ρ(0, t) = ρA(t) t ∈ [0, T ] (3.13c)

with ρA ∈ C1([−∞, T ]) and ρA(t) = 0 for t ∈ [−∞, 0].

The transport equation is reduced to an ordinary differential equation on a streamline. For com-

pleteness, we will demonstrate this well known result for hyperbolic partial differential equations,

see e.g. [45, p.169]. In fact, the ordinary differential equation is easily solved and we obtain an

explicit representation of the solution ρ on a streamline.

Lemma 3.7. The boundary value problem (Tr 3.3) reduces on a streamline Φ for all (tx, t) with

tx ∈ [0, t], t ∈ [0, T ] to

d

dt
ρ(Φ(tx, t), t) = −ρ2(Φ(tx, t), t) (3.14)

with initial condition

ρ(Φ(tx, tx), tx) = ρA(tx). (3.15)

Proof. With the chain rule and (3.3), we obtain

d

dt
ρ(Φ(tx, t), t) = ∂xρ(Φ(tx, t), t)

d

dt
Φ(tx, t) + ∂tρ(Φ(tx, t), t)

= −∂xρ(Φ(tx, t), t)∂xu(Φ(tx, t), t) + ∂tρ(Φ(tx, t), t). (3.16)

Using (3.13a) with x = Φ(tx, t) gives

∂tρ(Φ(tx, t), t)− ∂xu(Φ(tx, t), t)∂xρ(Φ(tx, t), t) + ρ2(Φ(tx, t), t) = 0. (3.17)

Substituting (3.16) into (3.17) gives

d

dt
ρ(Φ(tx, t), t) = −ρ2(Φ(tx, t), t).

The next result is the solution of the nonlinear boundary value problem (3.14)-(3.15) and we

obtain the solution ρ(Φ(tx, t), t) of (Tr 3.3). The solution is given on a streamline and depends

thereon only on the inflow boundary data.
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Lemma 3.8. The solution ρ of (Tr 3.3) is given on the streamlines by

ρ(Φ(tx, t), t) =
ρA(tx)

1 + (t− tx)ρA(tx)
(3.18)

for every (tx, t) with tx ∈ [0, t], t ∈ [0, T ].

Proof. Set

p(t) = ρ−1(Φ(tx, t), t) (3.19)

Then holds by the chain rule and (3.14)

d

dt
p(t) = −ρ−2(Φ(tx, t), t)

d

dt
ρ(Φ(tx, t), t)

=
ρ2(Φ(tx, t), t)

ρ2(Φ(tx, t), t)

= 1.

Integration with respect to t gives

p(t) = t+ c(tx).

It follows by (3.19)

ρ(Φ(tx, t), t) =
1

t+ c(tx)
.

We determine c(tx) by using the initial condition (3.15)

ρ(Φ(tx, tx), tx) =
1

tx + c(tx)
= ρA(tx).

Eventually,

ρ(Φ(tx, t), t) =
ρA(tx)

1 + (t− tx)ρA(tx)
.

The result of the previous Lemma defines the value of ρ on It for every t. Moreover, it leads

to a global solution ρ(x, t) on the interval I. The decisive component is the inflow boundary

function ρA which is chosen to be 0 for t ≤ 0 but differentiable on the interval [−∞, T ]. This

choice ensures a smooth transition of ρ into the interval I\It.

Lemma 3.9. Let Φ(·, t) ∈ C1(Qt) for every t ∈ [0, T ] and Φ(tx, ·) ∈ C1([0, T ]). Let |∂txΦ(tx, t)| ≥
δ for some δ > 0. Then the solution of (Tr 3.3) is given by

ρ(x, t) =

{
ρA(Φ−1(x,t))

1+(t−Φ−1(x,t))ρA(Φ−1(x,t))
x ∈ It, t ∈ [0, T ]

0 x ∈ I\It, t ∈ [0, T ]
. (3.20)

It holds ρ(·, t) ∈ C1(I) and ρ(x, ·) ∈ C1([0, T ]).
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Proof. By the implicit function theorem and |∂txΦ(tx, t)| ≥ δ, the inverse function Φ−1(y, t)

exists and is differentiable. ρ(x, t) is thus given by (3.18) on It. We extend ρ continuously into

I\It by 0 due to the assumptions on ρA(t) in (Tr 3.3). Since ρA ∈ C1(−∞, T ), we also obtain

the differentiability of ρ in x. Φ−1(y, t) is the inverse function for a fixed t ∈ [0, T ] with respect

to the space variable. Since Φ is differentiable in space and time and due to

∂tΦ
−1(Φ(tx, t), t) = −∇Φ−1(Φ(tx, t), t)

d

dt
Φ(tx, t)

we also obtain that Φ−1 is differentiable with respect to t. Since ρA is differentiable holds

ρ(x, ·) ∈ C1([0, T ]).

3.2 Derivation of the Operator A

In this section, we present the derivation of the intego-differential operator A(Φ) by combining

the definition of Φ in Definition 3.2, the Green’s function representation of ∂xu in Corollary 3.6

and the explicit solution ρ in Lemma 3.9. The derivation is based on [44, 55].

Integrating the streamline differential equation (3.3) over [tx, t] gives

Φ(tx, t) = Φ(tx, tx)−
∫ t

tx

∂xu(Φ(tx, µ), µ) dµ.

With (3.4), i.e. Φ(tx, tx) = 0 and (3.12), we obtain

Φ(tx, t) = −
∫ t

tx

∂xu(Φ(tx, µ), µ) dµ

=

∫ t

tx

[
∫ Φ(tx,µ)

0
yρ(y, µ) dy −

∫ 1

Φ(tx,µ)
(1− y)ρ(y, µ) dy + uA1 − uA2

]

dµ. (3.21)

To substitute ρ(x, t) by (3.20), we need additional information about the interval It. According

to the definition, Φ(·, t) maps the set Qt onto the interval It for every t ∈ [0, T ], i.e.

Φ(·, t) : [0, t] → It.

For the model to be meaningful, we have to exclude that any two streamline functions intersect

in the space time domain. Using this assumption, it is possible to determine the point that is

mapped with the greatest distance to the origin, i.e. sup0≤tx≤t |Φ(tx, t)|. The charge particle

that flew in first still needs to be in front, since otherwise a later particle would have ’overtaken’,

in other words the streamlines had crossed. We thus determine

sup
0≤tx≤t

|Φ(tx, t)| = Φ(0, t) ∈ I.
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We adapt the integral limits to the support of ρ and substitute ρ by (3.20). We obtain for (3.21)

Φ(tx, t) =

∫ t

tx

∫ Φ(tx,µ)

0
yρ(y, µ) dy −

∫ Φ(0,µ)

Φ(tx,µ)
(1− y)ρ(y, µ) dy + uA1 − uA2 dµ

=

∫ t

tx

∫ Φ(Φ−1(y,µ),µ)

0
y

ρA(Φ
−1(y, µ))

1 + (µ− Φ−1(y, µ))ρA(Φ−1(y, µ))
dy dµ

−
∫ t

tx

[
∫ Φ(0,µ)

Φ(tx,µ)
(1− y)

ρA(Φ
−1(y, µ))

1 + (µ− Φ−1(y, µ))ρA(Φ−1(y, µ))
dy + uA2 − uA1

]

dµ. (3.22)

In (3.22), we obtained an integral equation for Φ. One way of solving the integral equation is to

reformulate it as integro-differential operator A and seek for its fixed point. In the next section

we will therefore introduce a set W (M,T, δ) ⊂ C1;0(Qt, [0, T ]) in which we will apply a fixed

point argument.

Define the operator A applied to all invertible Φ ∈ C1;0(Qt, [0, T ]) by

A(Φ)(tx, t) =

∫ t

tx

∫ Φ(tx,µ)

0
y

ρA(ty)

1 + (µ− ty)ρA(ty)

∣
∣
∣
∣
∣
ty=Φ−1(y,µ)

dy dµ

−
∫ t

tx

∫ Φ(0,µ)

Φ(tx,µ)
(1− y)

ρA(ty)

1 + (µ− ty)ρA(ty)

∣
∣
∣
∣
ty=Φ−1(y,µ)

dy + uA2 − uA1 dµ. (3.23)

The integral limits in (3.23) are variable in Φ. With the substitution y = Φ(ty, µ), we allow to

conduct the calculations on a set independent of the choice of Φ. This is advantageous as soon

as we compare the distance of the operator applied to two distinct streamline functions.

With the substitution y = Φ(ty, µ), (3.23) reduces to

A(Φ)(tx, t) =

∫ t

tx

∫ tx

µ
Φ(ty, µ)∂tyΦ(ty, µ)

ρA(ty)

1 + (µ− ty)ρA(ty)
dty dµ

−
∫ t

tx

∫ 0

tx

(1− Φ(ty, µ))
ρA(ty)

1 + (µ− ty)ρA(ty)
∂tyΦ(ty, µ) dty + uA2 − uA1 dµ

= −
∫ t

tx

∫ µ

tx

Φ(ty, µ)∂tyΦ(ty, µ)
ρA(ty)

1 + (µ− ty)ρA(ty)
dty dµ

+

∫ t

tx

∫ tx

0
(1− Φ(ty, µ))∂tyΦ(ty, µ)

ρA(ty)

1 + (µ− ty)ρA(ty)
dty + uA1 − uA2 dµ. (3.24)

The fixed point Φ(tx, t) is sought for in a subset of C1;0(Qt, [0, T ]). To show that the operator

A is a selfmap, we thus need the derivative of A(Φ) w.r.t. tx.

Lemma 3.10. Let Φ(·, t) ∈ C1(Qt) and inf0≤tx≤t |∂txΦ(tx, t)| ≥ δ for some δ > 0 and t ∈ [0, T ].
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Then the derivative of A(Φ)(tx, t) w.r.t. tx is given by

∂txA(Φ)(tx, t) =

∫ tx

0
(Φ(ty, tx)− 1)∂tyΦ(ty, tx)

ρA(ty)

1 + (tx − ty)ρA(ty)
dty

+

∫ t

tx

∂txΦ(tx, µ)
ρA(tx)

1 + (µ− tx)ρA(tx)
dµ+ uA2 − uA1 . (3.25)

Proof. By differentiation of (3.24), we get

∂txA(Φ)(tx, t) = −
∫ tx

0
(1− Φ(ty, tx))∂tyΦ(ty, tx)

ρA(ty)

1 + (tx − ty)ρA(ty)
dty + uA2 − uA1

+

∫ t

tx

Φ(tx, µ)∂txΦ(tx, µ)
ρA(tx)

1 + (µ− tx)ρA(tx)
dµ

+

∫ t

tx

(1− Φ(tx, µ))∂txΦ(tx, µ)
ρA(tx)

1 + (µ− tx)ρA(tx)
dµ

= −
∫ tx

0
(1− Φ(ty, tx))∂tyΦ(ty, tx)

ρA(ty)

1 + (tx − ty)ρA(ty)
dty

+

∫ t

tx

∂txΦ(tx, µ)
ρA(tx)

1 + (µ− tx)ρA(tx)
dµ+ uA2 − uA1 .

3.3 Existence of a Fixed Point for A

In this section, we apply the Banach fixed point theorem to the operator A on the set

W (M,T, δ) ⊂ C1;0(Qt, [0, T ]), where

W (M,T, δ) :=
{
Φ ∈ C1;0(Qt, [0, T ]) : Φ(·, t) : Qt → I, Φ(tx, tx) = 0, ‖Φ‖0,Qt;0,[0,T ] ≤ 1,

‖∂txΦ(t)‖0,Qt;0,[0,T ] ≤ M, inf
0≤tx≤T

|∂txΦ(tx, t)| ≥ δ > 0 ∀t ∈ [0, T ]

}

.

There are five conditions on the functions Φ in the set W (M,T, δ). The first two conditions

ensure that every Φ ∈ W (M,T, δ) maps into the interval I and fulfils the initial condition. The

second one is the boundedness in the sup-norm C0;0(Qt, [0, T ]) where the bound 1 expresses

that Φ(tx, t) ∈ W (M,T, δ) maps into I. The derivative is bounded by a constant M which will

be determined in Lemma 3.13. The last condition provides the invertibility for the streamline

function Φ(tx, t) which is important in multiple ways. First, the lower bound δ permits a bound

for the inverse function

∣
∣∂yΦ

−1(y, t)
∣
∣ =

∣
∣
∣

(
∂txΦ(Φ

−1(y, t), t)
)−1
∣
∣
∣ ≤

∥
∥
∥(∂txΦ(t))

−1
∥
∥
∥
0,Qt

≤ 1

δ
.

Second, the invertibility condition on ∂txΦ(tx, t) also ensures that the streamlines exist for every

time t. If the invertibility of Φ was violated, then Φ could not be a bijective map such that
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intersections of streamlines could exist. Last, it guarantees the expansion of It in time, i.e. a

particle increases the distance to x = 0 for increasing t.

Excluding intersections of the streamline functions is important as otherwise, it would lead to

shock fronts as described in [52]. We will obtain conditions on the choice of the constant δ while

examining whether A is a selfmap.

We first prove that W is a non-empty set and is convex.

Lemma 3.11. Let M ≥ 2(uA1 − uA2), δ ≤ uA1 − uA2 and T ≤ 1
2(uA1

−uA2
) . Then W (M,T, δ) is

a non-empty set.

Proof. We show that the streamline function corresponding to the gradient of the solution of

the Laplace equation

−∆u0 = 0

u0(0) = uA1

u0(1) = uA2

is contained in W (M,T, δ).

The solution of the Laplace equation is given by

u0(x, t) = uA1(1− x) + uA2x.

We thus define the streamline function Φ as solution of the equation

d

dt
Φ(tx, t) = −∂xu0(Φ(tx, t), t) = uA1 − uA2

Φ(tx, tx) = 0.

We obtain by integration over [tx, t]

Φ(tx, t) = Φ(tx, tx) +

∫ t

tx

uA1 − uA2 dτ

= (uA1 − uA2)(t− tx).

We will now show that all the restrictions in the space W (M,T, δ) are fulfilled for M,T and δ

as chosen in the assertion. First, we see Φ(tx, tx) = 0 and since uA1 > uA2 also Φ(tx, t) → R+.

Second, we have

‖Φ‖0,Qt;0,[0,T ] = sup
0≤tx≤T

‖Φ(tx)‖0,[tx,T ] + sup
0≤t≤T

‖Φ(t)‖0,Qt ≤ 2T (uA1 − uA2),

‖∂txΦ‖0,Qt;0,[0,T ] = sup
0≤tx≤T

‖∂txΦ(tx)‖0,[tx,T ] + sup
0≤t≤T

‖∂txΦ(t)‖0,Qt = 2(uA1 − uA2),

and for all t ∈ [0, T ]

inf
0≤tx≤t

|∂txΦ(tx, t)| = uA1 − uA2 .

With M ≥ 2(uA1 − uA2), δ ≤ uA1 − uA2 and T ≤ 1
2(uA1

−uA2
) , all restrictions on Φ in the set

W (M,T, δ) are fulfilled.
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Lemma 3.12. The set W (M,T, δ) is closed in the C1;0(Qt, [0, T ])-norm.

Proof. We need to show that every convergent sequence {Φn}n∈N ∈ W (M,T, δ) converges to a

Φ ∈ W (M,T, δ). Let Φn be such a sequence with

‖Φn − Φ‖1,0 → 0 for n → ∞.

The uniform convergence in C1;0(I, [0, T ]) implies pointwise convergence. Then the initial con-

dition is fulfilled by Φ, as

|Φ(tx, tx)| = lim
n→∞

|Φn(tx, tx)| = 0.

It follows that Φ(tx, tx) = 0.

As Φn converges uniformly in the C1;0(I, [0, T ])-norm, it converges even pointwise to Φ. We

obtain for all (sx, s) and (tx, t)

|Φ(sx, s)|+ |Φ(tx, t)| = lim
n→∞

(|Φn(sx, s)|+ |Φn(tx, t)|)

≤ lim
n→∞

( sup
0≤s≤T

‖Φn(s)‖0,Qs + sup
0≤tx≤T

‖Φn(tx)‖0,[tx,T ])

= lim
n→∞

‖Φn‖0,Qt;0,[0,T ] ≤ 1.

Hence ‖Φ‖0,Qt;0,[0,T ] ≤ 1. The remaining restrictions are shown likewise and are therefore omit-

ted.

Since W (M,T, δ) is a closed subset of the Banach space C1;0(Qt, [0, T ]), it is complete and thus

complies with the requirement of Banach’s fixed point theorem. The remaining part of this

section is concerned with checking whether A is a selfmap and contraction. First, it is shown

that, with a sensible choice of M , T and δ, A maps W (M,T, δ) into itself. Second, we prove

that A is a contraction for small T .

Lemma 3.13. Let Φ ∈ W (M,T, δ) and choose (uA1 − uA2) > δ + ‖ρA‖0,[0,T ],

M = 2 + 2(uA1 − uA2) and T = inf

{

1√
8M‖ρA‖0,[0,T ]

, 1
2M‖ρA‖0,[0,T ]

, 1
2M , 1

4(uA1
−uA2

)

}

. Then holds

A : W (M,T, δ) → W (M,T, δ). (3.26)

Proof. A(Φ) fulfils the inflow condition

A(Φ)(tx, tx) = 0.

First we show that A(Φ) maps into the positive real numbers. Recall that A(Φ) is given by

A(Φ)(tx, t) = −
∫ t

tx

∫ µ

tx

Φ(ty, µ)∂tyΦ(ty, µ)
ρA(ty)

1 + (µ− ty)ρA(ty)
dty dµ

+

∫ t

tx

∫ tx

0
(1− Φ(ty, µ))∂tyΦ(ty, µ)

ρA(ty)

1 + (µ− ty)ρA(ty)
dty + uA1 − uA2 dµ
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We will show that the two integrals are less than uA1 − uA2 > 0 for small T which proves

A(Φ) ≥ 0. We obtain for µ ∈ [0, T ] and with the choice of T and uA1 − uA2 as in the assertion

uA1 − uA2 −
∣
∣
∣
∣

∫ µ

tx

Φ(ty, µ)∂tyΦ(ty, µ)
ρA(ty)

1 + (µ− ty)ρA(ty)
dty

∣
∣
∣
∣

−
∣
∣
∣
∣

∫ tx

0
(1− Φ(ty, µ))∂tyΦ(ty, µ)

ρA(ty)

1 + (µ− ty)ρA(ty)
dty

∣
∣
∣
∣

≥ uA1 − uA2 − T ‖Φ‖0,Qt;0,[0,T ]

∥
∥∂tyΦ

∥
∥
0,Qt;0,[0,T ]

‖ρA‖0,[0,T ]

− T ‖1− Φ‖0,Qt;0,[0,T ]

∥
∥∂tyΦ

∥
∥
0,Qt;0,[0,T ]

‖ρA‖0,[0,T ]

≥ uA1 − uA2 − 2TM ‖ρA‖0,[0,T ]

≥ δ + ‖ρA‖0,[0,T ] − ‖ρA‖0,[0,T ] = δ > 0.

In the next step, we investigate the remaining restrictions on Φ in the set W (M,T, δ). By

showing that ‖A(Φ)‖0,Qt;0,[0,T ] ≤ 1, we have proved together with the previous result that

A(Φ)(·, t) : Qt → I.

We show the boundedness of A(Φ). We obtain pointwise by the triangle inequality and the

definition of W (M,T, δ)

|A(Φ)(tx, t)| ≤
∣
∣
∣
∣

∫ t

tx

∫ µ

tx

Φ(ty, µ)∂tyΦ(ty, µ)
ρA(ty)

1 + (µ− ty)ρA(ty)
dty dµ

∣
∣
∣
∣

+

∣
∣
∣
∣

∫ t

tx

∫ tx

0
(1− Φ(ty, µ))∂tyΦ(ty, µ)

ρA(ty)

1 + (µ− ty)ρA(ty)
dty dµ

∣
∣
∣
∣
+

∣
∣
∣
∣

∫ t

tx

uA2 − uA1 dµ

∣
∣
∣
∣

≤
∫ t

0

∫ µ

0
|Φ(ty, µ)|

∣
∣∂tyΦ(ty, µ)

∣
∣

∣
∣
∣
∣

ρA(ty)

1 + (µ− ty)ρA(ty)

∣
∣
∣
∣
dty dµ

+

∫ t

0

∫ t

0
|(1− Φ(ty, µ))|

∣
∣∂tyΦ(ty, µ)

∣
∣

∣
∣
∣
∣

ρA(ty)

1 + (µ− ty)ρA(ty)

∣
∣
∣
∣
dty dµ+ t |uA2 − uA1 |

≤ t2 ‖Φ‖0,Qt;0,[0,T ]

∥
∥∂tyΦ

∥
∥
0,Qt;0,[0,T ]

‖ρA‖0,[0,T ]

+ t2 ‖1− Φ‖0,Qt;0,[0,T ]

∥
∥∂tyΦ

∥
∥
0,Qt;0,[0,T ]

‖ρA‖0,[0,T ] + t |uA2 − uA1 |
≤ 2t2M ‖ρA‖0,[0,T ] + t |uA2 − uA1 |
≤ 2T 2M ‖ρA‖0,[0,T ] + T |uA2 − uA1 | .
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It holds pointwise for the derivative (3.25) with the definition of W (M,T, δ)

|∂txA(Φ)(tx, t)| ≤
∣
∣
∣
∣

∫ tx

0
(Φ(ty, tx)− 1)∂tyΦ(ty, tx)

ρA(ty)

1 + (tx − ty)ρA(ty)
dty

∣
∣
∣
∣

+

∣
∣
∣
∣

∫ t

tx

∂txΦ(tx, µ)
ρA(tx)

1 + (µ− tx)ρA(tx)
dµ

∣
∣
∣
∣
+ |uA2 − uA1 |

≤
∫ t

0
|Φ(ty, tx)− 1|

∣
∣∂tyΦ(ty, tx)

∣
∣

∣
∣
∣
∣

ρA(ty)

1 + (tx − ty)ρA(ty)

∣
∣
∣
∣
dty

+

∫ t

tx

|∂txΦ(tx, t)|
∣
∣
∣
∣

ρA(tx)

1 + (µ− tx)ρA(tx)

∣
∣
∣
∣
dµ+ |uA2 − uA1 |

≤ 2tM ‖ρA‖0,[0,t] + |uA1 − uA2 |
≤ 2TM ‖ρA‖0,[0,T ] + |uA1 − uA2 |.

Finally, we need to show that A(Φ) is invertible. Using again (3.25)

|∂txA(Φ)(tx, t)|

=

∣

∣

∣

∣

∫ tx

0

(Φ(ty, tx)− 1)∂tyΦ(ty, tx)
ρA(ty)

1 + (tx − ty)ρA(ty)
dty +

∫ t

tx

∂txΦ(tx, µ)
ρA(tx)

1 + (µ− tx)ρA(tx)
dµ+ uA2

− uA1

∣

∣

∣

∣

The inverse triangle inequality gives

|∂txA(Φ)(tx, t)| ≥ |uA1 − uA2 | −
∣
∣
∣
∣

∫ tx

0
(Φ(ty, tx)− 1)∂tyΦ(ty, tx)

ρA(ty)

1 + (tx − ty)ρA(ty)
dty

∣
∣
∣
∣

−
∣
∣
∣
∣

∫ t

tx

∂txΦ(tx, µ)
ρA(tx)

1 + (µ− tx)ρA(tx)
dµ

∣
∣
∣
∣

≥ |uA1 − uA2 | − TM‖ρA‖0,[0,T ] − TM ‖ρA‖0,[0,T ]

≥ |uA1 − uA2 | − 2TM‖ρA‖0,[0,T ].

With the choice of T , M and uA1 − uA2 as given in the assumptions of this Lemma, we obtain

‖A(Φ)‖0,Qt;0,[0,T ] = sup
0≤t≤T

‖A(Φ)(t)‖0,Qt
+ sup

0≤tx≤T
‖A(Φ)(tx)‖0,[tx,T ] ≤

1

2
+

1

2
= 1,

‖∂txA(Φ)(tx, t)‖0,Qt;0,[0,T ] = sup
0≤t≤T

‖∂txA(Φ)(t)‖0,Qt
+ sup

0≤tx≤T
‖∂txA(Φ)(tx)‖0,[tx,T ]

≤ 2 + 2|uA2 − uA1 | =: M

and for t ∈ [0, T ]

inf
0≤tx≤t

|∂txΦ(tx, t)| ≥ δ + ‖ρA‖0,[0,T ] − ‖ρA‖0,[0,T ] = δ.

A(Φ) is thus bounded in W (M,T, δ) and the last estimate guarantees the invertibility of Φ which

is equivalent to the existence of the streamlines for every 0 ≤ t ≤ T .

The second requirement on A in Banach’s fixed point Theorem is the contraction property. The

next theorem shows that A is Lipschitz continuous in W (M,T, δ) with a Lipschitz constant

depending on T , ‖ρA‖0,[0,T ] and a constant c(M) depending only on M . With T sufficiently

small, A is even a contraction.
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Theorem 3.14. A : W (M,T, δ) → W (M,T, δ) is continuous in C1,0(Qt, [0, T ]), i.e.

∥
∥
∥A(Φ)−A(Φ̃)

∥
∥
∥
1,Qt;0,[0,T ]

≤ (5M + 4)T‖ρA‖1,Qt;0,[0,T ]

∥
∥
∥Φ− Φ̃

∥
∥
∥
1,Qt;0,[0,T ]

for Φ, Φ̃ ∈ W (M,T, δ).

Proof. It holds
∥
∥
∥A(Φ)−A(Φ̃)

∥
∥
∥
1,Qt,0,[0,T ]

= sup
0≤t≤T

∥
∥
∥A(Φ)(t)−A(Φ̃)(t)

∥
∥
∥
1,Qt

+ sup
0≤tx≤T

∥
∥
∥∂txA(Φ)(tx)− ∂txA(Φ̃)(tx)

∥
∥
∥
0,[tx,T ]

+ sup
0≤tx≤T

∥
∥
∥A(Φ)(tx)−A(Φ̃)(tx)

∥
∥
∥
0,[tx,T ]

. (3.27)

We use the representation (3.24) of the operator A, as the integral limits are the same for Φ and Φ̃.
We begin with a pointwise estimate for |A(Φ)−A(Φ̃)|. For every (tx, t) with tx ∈ [0, t], t ∈ [0, T ]
holds

∣
∣
∣A(Φ)(tx, t)−A(Φ̃)(tx, t)

∣
∣
∣

≤
∣
∣
∣
∣

∫ t

tx

∫ µ

tx

Φ(ty, µ)∂tyΦ(ty, µ)ρA(ty)

1 + (µ− ty)ρA(ty)
dty −

∫ tx

0

(1− Φ(ty, µ))∂tyΦ(ty, µ)ρA(ty)

1 + (µ− ty)ρA(ty)
dtydµ

−
∫ t

tx

∫ µ

tx

Φ̃(ty, µ)∂ty Φ̃(ty, µ)ρA(ty)

1 + (µ− ty)ρA(ty)
dty −

∫ tx

0

(1− Φ̃(ty, µ))∂ty Φ̃(ty, µ)ρA(ty)

1 + (µ− ty)ρA(ty)
dty dµ

∣
∣
∣
∣
∣

≤
∣
∣
∣
∣

∫ t

tx

∫ µ

tx

(

Φ(ty, µ)∂tyΦ(ty, µ)− Φ̃(ty, µ)∂ty Φ̃(ty, µ)
) ρA(ty)

1 + (µ− ty)ρA(ty)
dty dµ

∣
∣
∣
∣

+

∣
∣
∣
∣

∫ t

tx

∫ tx

0

(

(1− Φ(ty, µ))∂tyΦ(ty, µ)− (1− Φ̃(ty, µ))∂ty Φ̃(ty, µ)
) ρA(ty)

1 + (µ− ty)ρA(ty)
dtydµ

∣
∣
∣
∣

≤
∫ t

0

∫ µ

0

∣
∣
∣Φ(ty, µ)− Φ̃(ty, µ)

∣
∣
∣ |∂tyΦ(ty, µ)|

∣
∣
∣
∣

ρA(ty)

1 + (µ− ty)ρA(ty)

∣
∣
∣
∣
dty dµ

+

∫ t

0

∫ µ

0

∣
∣
∣∂tyΦ(ty, µ)− ∂ty Φ̃(ty, µ)

∣
∣
∣ |Φ(ty, µ)|

∣
∣
∣
∣

ρA(ty)

1 + (µ− ty)ρA(ty)

∣
∣
∣
∣
dty dµ

+

∫ t

0

∫ t

0

∣
∣
∣Φ(ty, µ)− Φ̃(ty, µ)

∣
∣
∣ |∂tyΦ(ty, µ)|

∣
∣
∣
∣

ρA(ty)

1 + (µ− ty)ρA(ty)

∣
∣
∣
∣
dty dµ

+

∫ t

0

∫ t

0

∣
∣
∣∂tyΦ(ty, µ)− ∂ty Φ̃(ty, µ)

∣
∣
∣

(

|1− Φ̃(ty, µ)|
)
∣
∣
∣
∣

ρA(ty)

1 + (µ− ty)ρA(ty)

∣
∣
∣
∣
dtydµ

≤ t22(M + 1)‖ρA‖0,[0,T ]

(∥
∥
∥Φ− Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

+
∥
∥
∥∂tyΦ− ∂ty Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

)

≤ T 22(M + 1)‖ρA‖0,[0,T ]

(∥
∥
∥Φ− Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

+
∥
∥
∥∂tyΦ− ∂ty Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

)

where we took the supremum over 0 ≤ t ≤ T in the last step. Conclusively, we have for the
first and third term of (3.27)

sup
0≤t≤T

∥
∥
∥A(Φ)(t)−A(Φ̃)(t)

∥
∥
∥
0,Qt

≤ T 22(M + 1)‖ρA‖0,[0,T ]

(∥
∥
∥Φ− Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

+
∥
∥
∥∂tyΦ− ∂ty Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

)
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and

sup
0≤tx≤T

∥
∥
∥A(Φ)(tx)−A(Φ̃)(tx)

∥
∥
∥
0,[tx,T ]

≤ T 22(M + 1)‖ρA‖0,[0,T ]

(∥
∥
∥Φ− Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

+
∥
∥
∥∂tyΦ− ∂ty Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

)

.

We bound the first and second term |∂txA(Φ)− ∂txA(Φ̃)| of (3.27) pointwise by
∣
∣
∣∂txA(Φ)(tx, t)− ∂txA(Φ̃)(tx, t)

∣
∣
∣

=

∣
∣
∣
∣
∣

∫ tx

0

(Φ(ty, tx)− 1)∂tyΦ(ty, tx)ρA(ty)

1 + (tx − ty)ρA(ty)
dty −

∫ tx

0

(Φ̃(ty, tx)− 1)∂ty Φ̃(ty, tx)ρA(ty)

1 + (tx − ty)ρA(ty)
dty

∣
∣
∣
∣
∣

+

∣
∣
∣
∣

∫ t

tx

∂txΦ(tx, µ)
ρA(tx)

1 + (µ− tx)ρA(tx)
dµ−

∫ t

tx

∂txΦ̃(tx, µ)
ρA(tx)

1 + (µ− tx)ρA(tx)
dµ

∣
∣
∣
∣

≤
∣
∣
∣
∣

∫ tx

0

(

(Φ(ty, tx)− 1)∂tyΦ(ty, tx)− (Φ̃(ty, tx)− 1)∂ty Φ̃(ty, tx)
) ρA(ty)

1 + (tx − ty)ρA(ty)
dty

∣
∣
∣
∣

+

∣
∣
∣
∣

∫ t

tx

(

∂txΦ(tx, µ)− ∂txΦ̃(tx, µ)
) ρA(tx)

1 + (µ− tx)ρA(tx)
dµ

∣
∣
∣
∣

≤
∫ tx

0

∣
∣
∣Φ(ty, tx)− Φ̃(ty, tx)

∣
∣
∣ |∂tyΦ(ty, tx)|

∣
∣
∣
∣

ρA(tx)

1 + (tx − ty)ρA(tx)

∣
∣
∣
∣
dty

+

∫ t

tx

∣
∣
∣∂txΦ(tx, µ)− ∂txΦ̃(tx, µ)

∣
∣
∣

∣
∣
∣1− Φ̃(tx, µ)

∣
∣
∣

∣
∣
∣
∣

ρA(tx)

1 + (µ− tx)ρA(tx)

∣
∣
∣
∣
dµ

+

∫ t

tx

∣
∣
∣∂txΦ(tx, µ)− ∂txΦ̃(tx, µ)

∣
∣
∣

∣
∣
∣
∣

ρA(tx)

1 + (µ− tx)ρA(tx)

∣
∣
∣
∣
dµ

≤ (M + 2)T ‖ρA‖0,[0,T ]

(∥
∥
∥Φ− Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

+
∥
∥
∥∂txΦ− ∂txΦ̃

∥
∥
∥
0,Qt;0,[0,T ]

)

.

We have for (3.27)

‖A(Φ)−A(Φ̃)‖1,Qt;0,[0,T ]

≤ (4M + 8)T ‖ρA‖0,[0,T ]

(∥
∥
∥Φ− Φ̃

∥
∥
∥
0,Qt;0,[0,T ]

+
∥
∥
∥∂txΦ− ∂txΦ̃

∥
∥
∥
0,Qt;0,[0,T ]

)

.

The continuity constant of A depends on the maximum time T . For small T and in combination

with Lemma 3.13, we show that A is a contraction.

Theorem 3.15. With the assumptions and notations of Lemma 3.13 and T ≤ 1
2(6M+8)‖ρA‖0,[0,T ]

,

the operator A : W (M,T, δ) → W (M,T, δ) is a contraction, i.e.

∥
∥
∥A(Φ)−A(Φ̃)

∥
∥
∥
1,Qt;0,[0,T ]

≤ 1

2

∥
∥
∥Φ− Φ̃

∥
∥
∥
1,Qt;0,[0,T ]

.

Proof. The continuity constant of A is given in Theorem 3.14 as

cL = (6M + 8)T ‖ρA‖0,[0,T ] .
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for T ≤ 1
2(5M+4)‖ρA‖[0,T ]

, we thus obtain

cL ≤ 1

2
.

We arrive at the main result of this Chapter. By Lemma 3.13 and Theorem 3.15, A : W (M,T, δ) →
W (M,T, δ) is a selfmap as well as a contraction. Hence, it fulfils both requirements in Banach’s

fixed point theorem. Using the definition of the operator A, we define a sequence {Φn}n in the

space W (M,T, δ)

Φn+1 = A(Φn) ∈ W (M,T, δ), Φ0 ∈ W (M,T, δ) (3.28)

with Φ0 being an arbitrary element of W (M,T, δ).

Theorem 3.16 (Existence of a Unique Fixed Point). Let

T := inf







1
√

8M‖ρA‖0,[0,T ]

,
1

2M‖ρA‖0,[0,T ]
,

1

2M
,

1

2(6M + 8)‖ρA‖0,[0,T ]
,

1

4|uA2 − uA1 |






,

M := 2 + 2(uA1 − uA2) and |uA1 − uA2 | > δ + ‖ρA‖0. Then the sequence (3.28) has a unique

fixed point in W (M,T, δ).

Proof. We use the Banach fixed point theorem to prove the unique existence of a fixed point to

the sequence (3.28). Lemma 3.13 shows that A is a selfmap and thus Φn ∈ W (M,T, δ) for all

n ∈ N. Theorem 3.15 proves that for T small enough, the operator A is a contraction. It follows

immediately with the Banach fixed point theorem that there exists a unique fixed point to the

sequence (3.28) in the set W (M,T, δ).

The next theorem now gives the existence of a classical solution to (CP 3.1) for small time T .

Theorem 3.17. Let T , M and δ be as chosen in Theorem 3.16. Then a classical solution (u, ρ)

exists to (CP 3.1).

Proof. Theorem 3.16 proves the existence of a unique fixed point of Φ = A(Φ) ∈ W (M,T, δ).

With the restrictions in W (M,T, δ), we conclude that there exists Φ−1(y, t) ∈ C1,0(I, [0, T ]).

Moreover, since Φ is the fixed point to A, we know by the fundamental theorem of calculus

that Φ is differentiable with respect to t. It thus holds for the fixed point Φ(tx, ·) ∈ C1([tx, T ]).

Hence, ρ(·, t) ∈ C1(I) and ρ(x, ·) ∈ C1([0, T ]) by Lemma 3.9. By Lemma 3.5, we obtain u ∈
C2;0(I, [0, T ]). We thus found the classical solution (u, ρ) to (CP 3.1).
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3.4 Remarks about the Chapter

In this chapter, we have shown that for the model problem (CP 3.1) exists a classical solution

(u, ρ) with u ∈ C2;0(I, [0, T ]) and ρ(·, t) ∈ C1(I) and ρ(x, ·) ∈ C1([0, T ]) for small times T , when-

ever the Poisson boundary data uA1 , uA2 and inflow function ρA fulfil certain requirements. The

potential difference |uA1 − uA2 | and ρA are dependent, since |uA1 − uA2 | ≥ δ + ‖ρA‖0,[0,T ] for

some δ > 0. There are two strategies to follow:

1. For a given boundary function ρA and δ > 0, the potential difference must be chosen big

enough.

2. For δ > 0 and a given potential difference |uA1 − uA2 | ≥ δ, choose ρA such that ‖ρA‖0,[0,T ]

small enough.

The time interval of existence depends on the applied potential difference |uA2 − uA1 | and the

supremum of the inflow charge ‖ρA‖0,[0,T ]. The greater the potential difference and ‖ρA‖0,[0,T ],

the smaller T becomes.

This chapter focused only on the modeling of the inflow of charge into the domain. We did not

address the question of long time existence. A simple continuation argument is not immediately

applicable as it would require the initial distribution ρ0 6= 0. However, in the following chapter,

we will examine the general two-dimensional setting on a domain that is not convex and not

simply connected. Therein, we use the ideas presented in the previous analysis and apply them

in two dimensions.
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Chapter 4

Time dependent 2d

4.1 The Time Dependent Case

In this chapter, we analyze the existence and uniqueness of a solution to the two-dimensional

time dependent coupled problem. With the notations of Chapter 2, the model problem is given

by

Problem (CP 4.1). Let Ω be a C2,α domain and [0, T ] a time interval. Find

(u, ρ) ∈ C2,α;0(Ω, [0, T ])× C1;1(Ω, [0, T ]) such that

−∆u(x, t) = ρ(x, t) (x, t) ∈ Ω× [0, T ] (4.1a)

u(x, t) = uA(x) x ∈ Γ× [0, T ] (4.1b)

d

dt
ρ(x, t) + E(x, t) · ∇ρ(x, t) + ρ2(x, t) = 0 (x, t) ∈ Ω× [0, T ] (4.1c)

ρ(x, 0) = ρ0(x) x ∈ Ω (4.1d)

ρ(x, t) = ρA(x, t) (x, t) ∈ Γ− × [0, T ] (4.1e)

−∇u(x, t) = E(x, t) (x, t) ∈ Ω× [0, T ]. (4.1f)

with ρA ∈ C1;1(Γ−, [0, T ]), ρ0 ∈ C1(Ω), uA ∈ C2,α(Γ) with uA|Γ− and uA|Γ+ constant with

uA|Γ− > uA|Γ+.

Many authors have been studying similar problems in connection with vortex patches. Huang

and Svobodny proved in [44] the existence of a unique classical solution to a problem using an

integrated transport equation. This work and the three dimensional model of [55] provide the

basis for our analysis. Yet, our problem differs from the previous ones in several aspects. First

of all, we use the Poisson equation (4.1a) while in the study of vortex patches an additional

mass term is required in the elliptic equation, i.e. −∆u+ u = ρ. Furthermore, to pay tribute to

the model of corona discharge, we have to model the applied potential and the inflowing charge.

In this Chapter, we will present a generalization of [44, 55] by using nonhomogeneous inflow

boundary conditions (4.1e) and Dirichlet boundary conditions (4.1b) for the Poisson equation
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on the bounded non-convex, not simply connected domain Ω. However, as in [44], we do not find

a classical solution to (CP 4.1). Instead, we first have to reformulate the coupled problem and

substitute the transport equation by an integrated formulation. Let us start with an overview

about this chapter and define the set of equations for which we prove the existence of a classical

solution.

In section 4.3, we introduce the streamline functions of the transport equation that play a cru-

cial role in the analysis. The main idea, presented in section 4.4, is to reformulate the coupled

problem as system of integro-differential operators A1 and A2 that use the streamline function

as their argument. We strictly divide the analysis of the streamline functions into the study of

the transport of the inflowing charge and the transport of the initial distribution ρ0 in time. Let

us define an initial domain Ω0 by Ω0 := (Hconvex(supp ρ0))\Ω− where Hconvex(supp ρ0) is the

convex hull of ρ0. Then the transport of the initial distribution is described by the streamline

function Φ1 : Ω0 × [0, T ] → Ω given as solution of

dΦ1

dt
(x, t) = E(Φ1(x, t), t) (x, t) ∈ Ω0 × [0, T ] (4.2a)

Φ1(x, 0) = x x ∈ Ω0. (4.2b)

The charge distribution ρ at a time t is decomposed into two sets. On one hand, it is the image

set Ω1
t ⊂ Ω of Ω0 under Φ1(·, t) and on the other hand it is the set Ω2

t of charge that flew in the

domain up to the time t. We also want to define the transport of the inflowing charge and need

therefore a second streamline function Φ2. As in Chapter 3, we first define an inflow set.

Definition 4.1. Let LΓ− be the arc length of the closed boundary curve ϕ as defined in (2.1)

and IΓ− := [0, LΓ− ]. For a t ∈ [0, T ], we denote the inflow set by

Qt := [0, LΓ− ]× [0, t]. (4.3)

An element (s, tx) ∈ Qt defines the starting point ϕ(s) ∈ Γ− and the time of emission tx for a

particle. The set

Σt =
{
Qt, Ω̄0

}

is called the initial set for time t ∈ [0, T ]. Its elements are given by

τ ∈ Σt.

The elements of Σt represent the initial positions and emission times for all charge present at a

time t < T . Σt is a set of two disjoint sets and is disconnected.

With this definition, we obtain analogously to Chapter 3 the streamline function Φ2. It de-

scribes the particle trajectories starting from the inflow boundary and is given as solution of

dΦ2

dt
(s, tx, t) = E(Φ2(s, tx, t), t) (s, tx, t) with (s, tx) ∈ Qt, t ∈ [0, T ] (4.4a)

Φ2(s, tx, tx) = ϕ(s) (s, tx) ∈ QT . (4.4b)
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With the streamline functions Φ1 and Φ2, we find the position of a charge particle at a time t

that was initially present or flew into the domain. Hyperbolic partial differential equations such

as the transport equation reduce to ordinary differential equations on the streamlines. We use

this observation and obtain in section 4.3 the solution ρ to the coupled problem by

ρ(y, t) =







0, y ∈ Ω\Ωt

ρ0(Φ
−1
1 (y,t))

1+tρ0(Φ
−1
1 (y,t))

y ∈ Ω1
t

ρA(Φ−1
2 (y,t))

1+(t−[Φ−1
2 (y,t))]2)ρA(Φ−1

2 (y,t))
y ∈ Ω2

t

(4.5)

where Ω1
t is the range of Φ1, Ω

2
t the range of Φ2 and Ωt = Ω1

t ∪ Ω2
t and Φ−1

1 (y, t) and Φ−1
2 (y, t)

are understood as inverse functions with respect to the space variable for a fixed time t. In this

Chapter, we will seek for a classical solution in the following sense.

Problem (CP 4.2). Let Ω be a C2,α domain and uA ∈ C1,α(Γ). Let further

ρA ∈ C0,1(QT ), ρ0 ∈ C0,1(Ω0) with Ω0 := (Hconvex(supp ρ0))\Ω− ⊂⊂ Ω and uA ∈ C2,α(Γ) with

uA|Γ− = uA1 and uA|Γ+ = uA2 constant with uA1 > uA2. Moreover let the transition between ρ0
and ρA be continuous, i.e. ρ0(x) = ρA(x, 0) for x ∈ Γ−.

Then find (u, ρ) ∈ C2,α;0(Ω, [0, T ]) × C0,1;α(Ω, [0, T ]), such that (4.1a), (4.1b), (4.5) and (4.1f)

hold pointwise.

We now proceed as follows. In section 4.2, we find a representation of the solution u of the Pois-

son equation in terms of Green’s function. In section 4.3, we derive the solution (4.5) in more

detail and discuss requirements for the streamline functions Φ1 and Φ2 such that ρ is well de-

fined. Combining the Green’s function representation of u with (4.2a)-(4.2b) and (4.4a)-(4.4b),

we obtain a system of integro-differential operators A = (A1, A2). In section 4.4, we will define

function sets W1 and W2 of all streamline functions that lead to a possible solution of (CP 4.2)

and in particular whose elements are invertible. The remaining part of this Chapter then deals

with proving the existence of a unique fixed point to A in a set W ⊂ W1 ×W2. Unfortunately,

the existence of a fixed point A(Φ1,Φ2) = (Φ1,Φ2) cannot be proved with the Banach fixed

point theorem as A lacks the contraction property. We will instead use a compactness argument

to show that a classical solution to (CP 4.2) indeed exists for a small time interval T and small

data ρA and ρ0. Eventually, we show that the solution can be extended in time until the support

of ρ reaches the outflow boundary Γ+.

Beside the classical norms defined in Chapter 2, we need to define the C1,α(Qt) norm on the

inflow set.

Definition 4.2. Let Qt be defined as in (4.3) with t ∈ [0, T ]. For any multi-index β = (β1, β2),

m = |β|, 0 < α ≤ 1, and any function f : Qt → R
2, denote by

|f |m,α;Qt = sup
(s1,t1) 6=(s2,t2)∈Qt,

|β|=m

|∂βf(s1, t1)− ∂βf(s2, t2)|∞
|(s1, t2)− (s2, t2)|α∞
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the Hölder seminorm and by

‖f‖m,α;Qt = sup
(s,tx)∈Qt,

|β|≤m

|∂βf(s, tx)|∞ + |f |m,α;Qt

the Hölder norm.

We define the corresponding function spaces

Cm,α(Qt) = {f ∈ Cm(Qt) : ‖f‖m,α;Qt < ∞} . (4.6)

The normed space Cm,α(Qt) is complete. We obtain the well-known result

Lemma 4.3. [3, p. 44] The space Cm,α(Qt) is a Banach spaces.

Analogously, we define space-time Hölder functions on Qt and t ∈ [0, T ]. Note that here we need

to carefully work with the dependence of Qt on t ∈ [0, T ].

Definition 4.4. Let Qt be as defined in (4.3) and f : Qt × [0, T ] → R
2. For any multi-index

β = (β1, β2), m = |β|, integer l ≤ k and 0 < α ≤ 1, 0 < γ ≤ 1, we denote

‖f‖m,α,Qt;k,γ,[0,T ] = sup
0≤t≤T

∑

l≤k

‖∂l
tf(t)‖m,α;Qt + sup

(s,tx)∈QT

∑

|β|≤m

‖∂β
xf(s, tx)‖k,γ;[tx,T ]. (4.7)

We define the function space of (m,α)-Hölder functions in space and (k, γ)-Hölder functions in

time by

Cm,α;k,γ(Ω, [0, T ]) =
{
f : Ω× [0, T ] → R

2 : ‖f‖m,α,Ω;k,γ,[0,T ] < ∞
}
. (4.8)

If the norm is taken only w.r.t. to Qt, then we write for every 0 ≤ t ≤ T

‖f(t)‖m,α,Qt := sup
(s,tx)∈Qt

|f(s, tx, t)|∞

to emphasize the variability in t. Analogously, we write for every (s, tx) ∈ QT

‖f(s, tx)‖k,γ,[tx,T ] := sup
tx≤t≤T

|f(s, tx, t)|∞

to emphasize the variability in (s, tx).

Lemma 4.5. [3, p. 44] The space Cm,α;k,γ(Qt, [0, T ]) is a Banach space.

4.2 Poisson Equation

In this section, we will investigate the existence and uniqueness of a classical solution to the

Poisson equation. In contrast to the one-dimensional problem of Chapter 3, a continuous right-

hand side function ρ is not sufficient to prove existence and uniqueness of a classical solution.
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The classical theory for elliptic partial differential equations is done in the space of Hölder

continuous functions. In this section, we will first use the linearity of the Laplacian to decompose

the Dirichlet problem for the Poisson equation into two subproblems. We then introduce the

Green’s function representation of u and examine some of its properties.

Problem (Po 4.3). Let Ω be a C2,α domain. Let ρ(·, t) ∈ Cα(Ω̄), uA ∈ C2,α(Γ) and t ∈ [0, T ].

Then find u(·, t) ∈ C2,α(Ω̄) such that

−∆u(x, t) = ρ(x, t) x ∈ Ω (4.9a)

u(x, t) = uA(x) x ∈ Γ. (4.9b)

The existence and uniqueness of a solution to (Po 4.3) is given by the following Theorem.

Theorem 4.6. [34, Theorem 6.14] Let Ω be a bounded C2,α domain, ρ(·, t) ∈ Cα(Ω̄) and

uA ∈ C2,α(Γ). Then the Dirichlet problem

−∆u = ρ x ∈ Ω

u = uA x ∈ ∂Ω

has a (unique) solution u lying in C2,α(Ω̄).

We will now investigate some properties of the Poisson equation. The linearity of the Laplacian

allows us to decompose (Po 4.3) into an equivalent formulation of two subproblems. With the

decomposition u = u0 + u1, we obtain for t ∈ [0, T ]

−∆u1(x, t) = ρ(x, t) x ∈ Ω (4.10a)

u1(x, t) = 0 x ∈ Γ (4.10b)

and

−∆u0(x) = 0 x ∈ Ω (4.11a)

u0(x) = uA(x) x ∈ Γ. (4.11b)

By Theorem 4.6, we immediately conclude that unique solutions u1 and u0 to (4.10a)-(4.10b)

and (4.11a)-(4.11b) exist.

Further, we observe that the Dirichlet problem for the Laplace equation (4.11a)-(4.11b) is in-

dependent of time, as the solution only depends on the domain Ω and the time independent

boundary function uA. The time dependence of u is thus introduced by u1 through the time

dependent right-hand side function ρ. We will now introduce the Green’s function representation

of u1.

Definition 4.7. [9, p. 117 ff.] Consider the Poisson equation −∆u = ρ in Ω with Dirichlet

boundary data u(x) = 0 for x ∈ ∂Ω. Let δ be the Dirac delta function. A function G(x, y) with

−∆G(x, y) = δ(x− y) x ∈ Ω, y ∈ Ω

G(x, y) = 0 x ∈ ∂Ω, y ∈ Ω

is called Green’s function.
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The definition shows that Green’s functionG(x, y) depends on the shape of the domain. The next

theorem confirms that Green’s function always exists for regular domains and is thus applicable

to the problem (Po 4.3).

Theorem 4.8. [63, p. 119] Let Ω be a C0,1 domain. Then the Green’s function exists for Ω.

We can now rewrite u1 as a singular integral equation.

Lemma 4.9. The solution u1 of the Poisson equation −∆u1 = ρ in Ω with Dirichlet boundary

data u1(x, t) = 0 for x ∈ ∂Ω, t ∈ [0, T ] is given by

u1(x, t) =

∫

Ω
G(x, y)ρ(y, t) dy x ∈ Ω̄, t ∈ [0, T ]. (4.12)

Proof. To verify the assumption, we show that u1 given in (4.12) is a solution of the Poisson

equation. Applying the Laplacian gives

−∆u1(x, t) =

∫

Ω
−∆G(x, y)ρ(y, t) dy =

∫

Ω
δ(x− y)ρ(y, t) dy = ρ(x, t).

The boundary conditions are fulfilled due to the boundary conditions on G(x, y). By Definition

4.7 holds for x0 ∈ Γ

u1(x0, t) =

∫

Ω
G(x0, y)ρ(y) dy = 0.

With the previous result, we now define the singular integral operator G1 for the Poisson problem

(4.10a)-(4.10b), i.e. G1ρ = u1 for a given right-hand side function ρ(·, t) ∈ Cα(Ω̄).

Theorem 4.10. Let Ω be a bounded C2,α domain and ρ(·, t) ∈ Cα(Ω̄). Then for every t ∈ [0, T ]

the linear operator G1 : C
α(Ω̄) → C2,α(Ω̄) defined by

G1ρ(x, t) =

∫

Ω
G(x, y)ρ(y, t) dy (4.13)

is the solution operator to the Dirichlet problem for the Poisson equation (4.10a)-(4.10b), that

is

u1 = G1ρ. (4.14)

Proof. By Lemma 4.9, we obtain the integral operator G1. It is left to prove that

G1ρ(·, t) ∈ C2,α(Ω̄). As u1 ∈ C2,α(Ω̄), we obtain by Theorem 4.6

G1ρ = u1(·, t) ∈ C2,α(Ω̄).
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We now obtain a representation for the solution u of (Po 4.3) that will be the basis for the

following analysis. We therefore sum up the previous results in the following Lemma.

Lemma 4.11. Let Ω be a C2,α domain, ρ ∈ Cα;0(Ω̄, [0, T ]) and u0 ∈ C2,α(Γ). Then the solution

u ∈ C2,α(Ω̄) of (Po 4.3) is given for every t ∈ [0, T ] by

u(x, t) = G1ρ(x, t) + u0(x) (4.15)

with G1ρ ∈ C2,α;0(Ω̄, [0, T ]) and u0 ∈ C2,α(Ω̄). Moreover holds u ∈ C2,α;0(Ω̄, [0, T ]).

Proof. As the Laplacian is linear, we split (Po 4.3) into u(x, t) = u1(x, t) + u0(x). By Theorem

4.6 and Theorem 4.10, we obtain G1ρ(·, t) ∈ C2,α(Ω̄) and u0 ∈ C2,α(Ω̄). As ρ ∈ Cα;0(Ω̄, [0, T ]),

we can conclude that also G1ρ ∈ C2,α;0(Ω̄, [0, T ]), as the time dependence of G1ρ is only in-

troduced by ρ. Since u0 is constant in time, it is also continuous in time. We thus obtain

u ∈ C2,α;0(Ω̄, [0, T ]).

A helpful tool in the upcoming analysis is the continuous dependence of u on the right hand side

and boundary data. In case of the sup-norm, a first a priori bound is given by the maximum

principle.

Theorem 4.12. (Maximum Principle)[34, Theorem 3.1]

Let Ω be a bounded domain and −∆u = 0 in Ω with u ∈ C2(Ω)∩C0(Ω̄). Then the maximum of

u is achieved on ∂Ω, that is

sup
x∈Ω

u(x) = sup
x∈∂Ω

u(x).

A consequence is the following a priori bound for the Poisson equation.

Theorem 4.13. [34, Theorem 3.7] Let Ω be a bounded domain, and −∆u = ρ with

u ∈ C0(Ω̄) ∩ C2(Ω). Then

sup
x∈Ω

|u(x)| ≤ sup
x∈∂Ω

|u(x)|+ c(Ω) sup
x∈Ω

|ρ(x)|

where c(Ω) is a constant depending only on the diameter of Ω.

Schauder developed a priori estimates for classical solutions of elliptic partial differential equa-

tions in the C2,α(Ω)-norm in [57, 58]. It shows that the solution of the Poisson equation is

bounded by its right-hand side and boundary data, if all quantities are sufficiently regular. The

standard references for this topic are [34, 51].

Theorem 4.14. (Schauder’s A priori Estimate)[34, Theorem 6.6]

Let Ω be a C2,α domain in R
2. Let u ∈ C2,α(Ω̄) be the solution of −∆u = ρ, u|Γ = uA with

ρ ∈ Cα(Ω̄) and uA ∈ C2,α(Ω̄). Then holds

‖u‖2,α;Ω ≤ c0(Ω, α) (‖u‖0;Ω + ‖ρ‖α;Ω + ‖uA‖2,α;Γ)

where c0(Ω, α) is a constant depending on α and the domain Ω.
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With the previous results, we are able to obtain a priori bounds for u0 and u1 and consequently

also for the solution u of (Po 4.3). The a priori bound for u1 implies the continuity of the

operator G1.

Lemma 4.15. Let Ω be a C2,α domain, ρ(·, t) ∈ Cα(Ω̄) and uA ∈ C2,α(Γ). The mappings

G1 : C
0(Ω̄) → C0(Ω̄) (4.16)

G1 : C
α(Ω̄) → C2,α(Ω̄) (4.17)

are continuous for every t ∈ [0, T ] with continuity constant cS(α,Ω). Further holds for u0

‖u0‖2,α;Ω ≤ cS(Ω, α)‖uA‖2,α;Γ.

Proof. Since u1(x, t) = G1ρ(x, t) and u1(x, t) = 0 for x ∈ Γ, t ∈ [0, T ], application of Theorem

4.13 gives

sup
x∈Ω

|G1ρ(x, t)| ≤ c(Ω) sup
x∈Ω

|ρ(x, t)|.

By Theorem 4.14 and 4.13, we obtain

‖G1ρ(t)‖2,α;Ω ≤ c0(α,Ω) (‖u1(t)‖0,Ω + ‖ρ(t)‖α,Ω)
≤ c0(α,Ω)(c(Ω) + 1)‖ρ(t)‖α,Ω.

By Theorem 4.13 and 4.12, we have

‖u0‖2,α;Ω ≤ c0(Ω, α) (‖u0‖0,Ω + ‖uA‖2,α;Γ)
≤ 2c0(α,Ω)‖uA‖2,α;Γ.

With cS(Ω, α) = max {2c0(Ω, α), c0(Ω, α)(c(Ω) + 1), c(Ω)}, the proof is complete.

The constant cS(Ω, α) that was defined in the previous Lemma depends only on α and Ω and

is thus independent of time. The exact size of the constant is unknown. It is only important

for applications in section 4.10 that cS(Ω, α) is the same for every t ∈ [0, T ] and depends on

quantities that are a priori known.

With Theorem 4.14, we can bound ‖∇G1ρ(t)‖0,Ω. However, it is bounded by ‖ρ(t)‖α,Ω which

is not always convenient in the following analysis. Let us therefore investigate ∇G1 further and

find a bound in terms of the sup-norm of ρ.

Lemma 4.16. Let Ω be a C2,α domain and ρ(·, t) ∈ C0(Ω). Then holds for every t ∈ [0, T ]

sup
x∈Ω

∣
∣
∣
∣

∫

Ω
∇G(x, y)ρ(y, t) dy

∣
∣
∣
∣
∞

≤ c(diam(Ω)) ‖ρ(t)‖0,Ω . (4.18)
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Proof. It holds pointwise
∣
∣
∣
∣

∫

Ω
∇G(x, y)ρ(y, t) dy

∣
∣
∣
∣
∞

≤
∫

Ω
|∇G(x, y)|∞ |ρ(y, t)|∞ dy

≤ ‖ρ(t)‖0,Ω
∫

Ω
|∇G(x, y)|∞ dy

≤ ‖ρ(t)‖0,Ω
∫

Ω
‖∇G(x, y)‖2 dy, (4.19)

with ‖ · ‖2 being the Euclidean norm. Since Ω is a C2,α domain, we may apply [63, p.128] to

bound ‖∇G(x, y)‖2. It holds

‖∇G(x, y)‖2 ≤ c(diam(Ω)) log

( ‖x− y‖2
6 diam(Ω)

)

‖x− y‖−1
2 .

Hence, we bound the integral (4.19) by using polar coordinates

∫

Ω
‖∇G(x, y)‖2 dy ≤ c(diam(Ω))

∫

Ω
log

( ‖x− y‖2
6 diam(Ω)

)

‖x− y‖−1
2 dy

≤ c(diam(Ω))

∫ diam(Ω)

0
log

(
r

6 diam(Ω)

)
1

r
r dr

≤ c(diam(Ω))

∣
∣
∣
∣
∣

[

r log

(
r

6 diam(Ω)

)

− r

]diam(Ω)

0

∣
∣
∣
∣
∣

≤ c(diam(Ω))

∣
∣
∣
∣
diam(Ω) log

(
1

6

)

− diam(Ω)

∣
∣
∣
∣
.

≤ c(diam(Ω)).

The assertion follows with (4.19).

4.3 Transport Equation

We will now explain in detail how the integrated transport equation (4.5) is obtained and

therefore start off with the second subproblem of (CP 4.1).

Problem (Tr 4.4). Let Ω be a C2,α domain. For a given vector field E ∈ C1,α;α(Ω̄, [0, T ]), find

ρ ∈ C0,1;α(Ω̄, [0, T ]), such that

∂tρ(x, t) + E(x, t) · ∇ρ(x, t) + ρ2(x, t) = 0 (x, t) ∈ Ω× [0, T ] (4.20a)

ρ(x, 0) = ρ0(x) x ∈ Ω0 (4.20b)

ρ(x, t) = ρA(x, t) (x, t) ∈ Γ− × [0, T ] (4.20c)

with ρ0 ∈ C0,1(Ω̄) and ρ0 ≡ 0 for x ∈ Ω\Ω0, ρA ∈ C0,1(Qt) and ρ0(x0) = ρA(s0, 0) for all

x0 = ϕ(s0).

One method to solve partial differential equations of hyperbolic type such as (4.20a) are the

streamline functions or characteristic curves. In our model case, we consider the transport of
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two disconnected sets, that is on one hand the initial distribution Ω0 and on the other hand the

inflow set Qt. It is therefore necessary to obtain a piecewise definition of the streamline function

and to distinguish those that are defined on Ω0 and Qt.

For the initial domain Ω0, the streamlines shall start from every point x ∈ Ω̄0 as every point is

transported in time. We obtain the streamline function Φ1 : Ω0 × [0, T ] → Ω1
t ⊂ Ω as solution

of the initial value problem

d

dt
Φ1(x, t) = E(Φ1(x, t), t) (x, t) ∈ Ω̄0 × [0, T ] (4.21a)

Φ1(x, 0) = x x ∈ Ω̄0. (4.21b)

In the above definition, the time interval [0, T ] must be chosen small enough such that the range

of Φ1, i.e. Ω1
t , is subset of Ω for every t ∈ T . Ω1

t shall be understood as the image set of Ω0

under Φ1 at a time t. Φ1 is a tool to determine the position of a point x ∈ Ω̄0 at a time t ≤ T .

We are thus able to follow the path of a particle in time.

As Qt describes all points flowing into the domain through the inflow boundary Γ−, the corre-

sponding streamlines need to start on Γ−. We obtain the streamline function

Φ2 : Qt × [0, T ] → Ω2
t as solution of the initial value problem

d

dt
Φ2(s, tx, t) = E(Φ2(s, tx, t), t) (s, tx) ∈ Qt, t ∈ [0, T ] (4.22a)

Φ2(s, tx, tx) = ϕ(s) (s, tx) ∈ QT (4.22b)

where ϕ is the parametrization of the inflow boundary Γ−. Again, Ω2
t denotes the image of Qt

under Φ2 for a time t ≤ T . Φ2(s, tx, t) gives the position of a charge particle at time t that flew

into the domain at x = ϕ(s) at a time tx ≤ t. The corresponding one-dimensional case has been

discussed in Chapter 3.

To simplify the notation in some cases, we will refer to the piecewise defined streamline function

Φ : Σt → Ωt = Ω1
t ∪ Ω2

t ⊂ Ω if the computations are the same for Φ1(x, t) and Φ2(s, tx, t). We

define

Φ(τ, t) :=

{

Φ1(x, t) τ = x ∈ Ω0

Φ2(s, tx, t) τ = (s, tx) ∈ Qt.
(4.23)

Later on, we will also use the 2-tupel notation Φ = (Φ1,Φ2) which shall be understood as in

(4.23). As Φ(τ, t) describes the particle trajectories, we conclude for the charge density ρ that

supp
x

{ρ(x, t)} ⊂ Ωt.

The streamline functions Φ1(x, t) and Φ2(s, tx) play a crucial role in the procedure to prove

existence and uniqueness of a solution to (CP 4.2). Following [44], they are the key to formulate

the integro-differential operator A in section 4.4. Further, the streamline function Φ(τ) enables

us to find the solution ρ to (Tr 4.4). Given a velocity field E, the hyperbolic partial differential

equation (4.20a) reduces to an ordinary differential equation on the streamlines.
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Lemma 4.17. Let Φ(τ, t) be defined as in (4.23). Then the solution ρ of (Tr 4.4) solves

dρ(Φ(τ, t), t)

dt
= −ρ2(Φ(τ, t), t). (4.24)

Proof. The total derivative of ρ(Φ(τ, t), t) with respect to t gives

d

dt
ρ(Φ(τ, t), t) =

∂ρ(Φ(τ, t), t)

∂[Φ(τ, t)]1

d[Φ(τ, t)]1
dt

+
∂ρ(Φ(τ, t), t)

∂[Φ(τ, t)]2

d[Φ(τ, t)]2
dt

+
∂ρ(Φ(τ, t), t)

∂t

= ∇xρ(Φ(τ, t), t) ·
d

dt
~Φ(τ, t) + ∂tρ(Φ(τ, t), t). (4.25)

(4.20a) evaluated at x = Φ(τ, t) together with (4.21a) and (4.22a) gives

∂tρ(Φ(τ, t), t) + ρ2(Φ(τ, t), t) = −E(Φ) · ∇ρ(Φ(τ, t), t)

= − d

dt
Φ(τ, t) · ∇ρ(Φ(τ, t), t). (4.26)

Substituting (4.26) into (4.25), we obtain

d

dt
ρ(Φ(τ, t), t) = −∂tρ(Φ(τ, t), t)− ρ2(Φ(τ, t), t) + ∂tρ(Φ(τ, t), t)

= −ρ2(Φ(τ, t), t).

The nonlinear differential equation for ρ(Φ) obtained in Lemma 4.17 is explicitly solvable subject

to the initial conditions ρ0 and ρA. The piecewise definition of Φ(τ) is reflected in the solution

ρ on a streamline.

Lemma 4.18. Let Ω be a C2,α domain. Then the solution ρ for the initial value problem (Tr

4.4) is given on the streamlines by

ρ(Φ(τ, t), t) =

{
ρ0(x)

1+tρ0(x)
τ = x ∈ Ω0

ρA(s,tx)
1+(t−tx)ρA(s,tx)

τ = (s, tx) ∈ Qt.
(4.27)

Proof. Set

p(t) =
1

ρ(Φ(τ, t), t)
. (4.28)

Then holds with the chain rule and (4.24)

d

dt
p(t) = −

d
dtρ(Φ(τ, t), t)

ρ2(Φ(τ, t), t)

=
ρ2(Φ(τ, t), t)

ρ2(Φ(τ, t), t)

= 1.
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Integration with respect to t gives

p(t) = t+ c(τ).

It follows with (4.28)

ρ(Φ(τ, t), t) =
1

t+ c(τ)
.

We now have to distinguish the cases τ ∈ Ω0 and τ ∈ Qt. We use the initial conditions (4.21b)

and (4.22b) for Φ1(x, t) and Φ2(s, tx, t). With Φ1(x, 0) = x , we get

ρ(Φ1(x, 0), 0) =
1

c(x)
= ρ0(x)

and thus

ρ(Φ1(x, t), t) =
ρ0(x)

1 + tρ0(x)
.

Analogously, we obtain for Φ2

ρ(Φ2(s, tx, tx), tx) =
1

tx + c(s, tx)
= ρA(x, tx)

resulting in

ρ(Φ2(x, tx, t), t) =
ρA(x, tx)

1 + (t− tx)ρA(x)
.

The piecewise representation of ρ in (4.27) must not be understood as a global solution in

the domain Ω. As (4.27) is defined on the streamlines, it only gives the solution in the time

dependent domain Ωt. However, due to the choice of ρ0, extending (4.27) by 0 into Ω\Ωt results

in a continuous solution ρ for x ∈ Ω. To do so, it is necessary to use the inverse streamline

functions Φ−1
1 and Φ−1

2 where the inversion is understood with respect to the space variable, i.e.

x ∈ Ω and (s, tx) ∈ Qt, for every fixed time t. We will need to define an interface between the

images of Φ1 and Φ2 and exclude any overlapping of the open domains Ω1
t and Ω2

t in order to

obtain well defined inverse functions.

Definition 4.19. We say that Φ1 and Φ2 fulfil an interface condition if the image domains

intersect only in boundary points, i.e. the open domains Ω1
t and Ω2

t are disjoint and

Φ1(x0, t) = Φ2(s0, 0, t), for all x0 = ϕ(s0). (4.29)

The closed curve given by

ΓIF
t := {y : Φ1(x0, t) = y = Φ2(s0, 0, t), for all x0 = ϕ(s0) ∈ Γ−} (4.30)

is called interface of Φ1(x, t) and Φ2(s, tx, t).
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Theorem 4.20. Let Ω be a C2,α domain, Ω̄1
t ⊂ Ω, Ω̄2

t ⊂ Ω with Ω1
t and Ω2

t disjoint. Further

assume that the interface condition

Φ1(x0, t) = Φ2(s0, 0, t), for all x0 = ϕ(s0),

holds and let Φ1(x, t) and Φ2(s, tx, t) be invertible for every fixed t ∈ [0, T ] with respect to the

space variable. Then holds

a) The solution ρ of (Tr 4.4) is given by

ρ(y, t) =







0, y ∈ Ω\Ωt

ρ0(Φ
−1
1 (y,t))

1+tρ0(Φ
−1
1 (y,t))

y ∈ Ω1
t

ρA(Φ−1
2 (y,t))

1+(t−[Φ−1
2 (y,t)]2)ρA(Φ−1

2 (y,t))
y ∈ Ω2

t

. (4.31)

b) ρ is continuous for x ∈ Ω.

Proof. a) By Lemma 4.18, we know the solution ρ in Ωt. Due to the definition of Ωt as

Ωt ⊇ suppy∈Ω {ρ(y, t)}, it holds further that ρ is continuously extendable by 0 into Ω\Ωt.

b) By a), it is immediately true that ρ|Ω1
t
is continuously extendable by 0 into Ω\Ωt. It is

left to show that we have a continuous interface between ρ|Ω1
t
and ρ|Ω2

t
. For every y ∈ ΓIF

t , there

exist s0 and x0 due to the definition of the interface, such that

Φ1(x0, t) = y = Φ2(s0, 0, t) with ϕ(s0) = x0. We now use the invertibility of the streamline

functions and the continuity condition for ρ0 and ρA claimed in (Tr 4.4). Hence we obtain by

(4.27) for y ∈ ΓIF
t

ρ0(Φ
−1
1 (y, t))

1 + tρ0(Φ
−1
1 (y, t))

=
ρ0(Φ

−1
1 (Φ1(x0), t))

1 + tρ0(Φ
−1
1 (Φ1(x0, t), t))

=
ρ0(x0)

1 + tρ0(x0)

=
ρA(s0, 0)

1 + tρA(s0, 0)

=
ρA(Φ

−1
2 (y, t))

1 + tρA(Φ
−1
2 (y, t))

and thus the continuous transition of ρ at ΓIF
t .

4.4 Derivation of the Integro-Differential Operator A

We are now going to derive the integro-differential operators A1 and A2 following the method of

[44, 43]. We begin with manipulating Φ1 and Φ2 and to formulate these as integral equations.

With the differential equation (4.21a), (4.1f) and the representation (4.15) of u, we obtain

dΦ1(x, t)

dt
= −∇u(Φ1(x, t), t) = −∇Φ1

∫

Ω
G(Φ1(x, t), y)ρ(y, t) dy + E0(Φ1(x, t)) (4.32)
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where E0 = −∇u0 and ∇Φ1 shall be understood as gradient with respect to the argument Φ1.

Integration with respect to t over [0, T ] and using the initial condition Φ1(x, 0) = x in (4.21b),

we obtain

Φ1(x, t) = x−
∫ t

0
∇Φ1

∫

Ω
G(Φ1(x, µ), y)ρ(y, µ) dy − E0(Φ1(x, µ)) dµ

= x−
∫ t

0

∫

Ω
∇Φ1G(Φ1(x, µ), y)ρ(y, µ) dy − E0(Φ1(x, µ)) dµ. (4.33)

Analogously, we derive with (4.22a), (4.1f) and (4.15) the following integral equation for Φ2(s, tx, t)

dΦ2(s, tx, t)

dt
= −∇Φ2u(Φ2(s, tx, t), t)

= −∇Φ2

∫

Ω
G(Φ2(s, tx, t), y)ρ(y, t) dy + E0(Φ2(s, tx, t)) (4.34)

with again E0 = −∇u0. By integration over [tx, t] and the initial condition Φ(s, tx, tx) = ϕ(s)

in (4.22b), we get

Φ2(s, tx, t) = ϕ(s)−
∫ t

tx

∇Φ2

∫

Ω
G(Φ2(s, tx, µ), y)ρ(y, µ) dy − E0(Φ2(s, tx, µ)) dµ

= ϕ(s)−
∫ t

tx

∫

Ω
∇Φ2G(Φ2(s, tx, µ), y)ρ(y, µ) dy − E0(Φ2(s, tx, µ)) dµ. (4.35)

At the first glance, it might appear that the right hand side of (4.33) only depends on the

streamline function Φ1 and that the analysis for Φ1 could be done without the knowledge of

Φ2. In fact, this is not the case as ρ defined in (4.27) depends on both streamline functions

Φ1 and Φ2. We now reformulate the presented integral equations for Φ1 and Φ2 as system of

integro-differential operators that are applied to 2-tuple Φ = (Φ1,Φ2) by

A1(Φ)(x, t) = x−
∫ t

0

∫

Ω
∇Φ1G(Φ1(x, µ), y)ρ(y, µ) dy − E0(Φ1(x, µ)) dµ (4.36)

and

A2(Φ)(s, tx, t) = ϕ(s)−
∫ t

tx

∫

Ω
∇Φ2G(Φ2(s, tx, µ), y)ρ(y, µ) dy − E0(Φ2(s, tx, µ)) dµ (4.37)

where ρ is defined in (4.31).

Lemma 4.21. Let Ω be a C2,α domain. If solutions Φ1 and Φ2 of (4.33) and (4.35) exist, then

they are given as fixed point (Φ1,Φ2) = (A1(Φ1,Φ2), A2(Φ1,Φ2)).

Proof. The right hand side of the integral equations (4.33) and (4.35) depend on Φ1 and Φ2 due

to the function ρ defined in (4.31). To find the solutions Φ1 and Φ2, we therefore need to find

the fixed point of the integral operators (4.36)-(4.37).

To obtain a classical solution (u, ρ), the fixed point Φ of A := (A1, A2) has to be a C1,α-function

in space on the respective domain of definition. The next Lemma states the gradients of both

operators as they will be used frequently in the following.
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Lemma 4.22. It holds

∇A1(Φ)(x, t) = I −
∫ t

0
∇Φ1

∫

Ω
∇Φ1G(Φ1(x, µ), y)ρ(y, µ) dy ∇Φ1(x, µ) dµ

+

∫ t

0
∇E0(Φ1(x, µ))∇Φ1(x, µ) dµ (4.38)

and

∇A2(Φ)(s, tx, t) = DA(s, tx)−
∫ t

tx

∇Φ

∫

Ω
∇ΦG(Φ2(s, tx, µ), y)ρ(y, µ) dy∇Φ2(s, tx, µ) dµ

+

∫ t

tx

∇E0(Φ2(s, tx, µ))∇Φ2(s, tx, µ) dµ (4.39)

with I being the identity matrix and

DA(s, tx) =

(

[ϕ′(s)]1
[∫

Ω∇G(ϕ(s), y)ρ(y, tx) dy − E0(ϕ(s))
]

1

[ϕ′(s)]2
[∫

Ω∇G(ϕ(s), y)ρ(y, tx) dy − E0(ϕ(s))
]

2

)

(4.40)

where [·]1, [·]2 denote the first and second components of the vector.

Proof. In case of ∇A1(Φ), the Lemma is a simple application of the chain rule. For ∇A2(Φ), we

first find the derivative with respect to s.

∂sA2(Φ)(s, tx, t) = ϕ′(s)−
∫ t

tx

∇Φ

∫

Ω
∇ΦG(Φ2(s, tx, µ), y)ρ(y, µ) dy ∂sΦ2(s, tx, µ) dµ

+

∫ t

tx

∇E0(Φ2(s, tx, µ)) ∂sΦ2(s, tx, µ) dµ.

For the partial derivative with respect to tx, we also have to differentiate the integral limits.

∂txA2(Φ)(s, tx, t) =

∫

Ω
∇G(Φ2(s, tx, tx), y)ρ(y, tx) dy − E0(Φ2(s, tx, tx))

−
∫ t

tx

∇Φ

∫

Ω
∇ΦG(Φ2(s, tx, µ), y)ρ(y, µ) dy ∂txΦ2(s, tx, µ) dµ

+

∫ t

tx

∇E0(Φ2(s, tx, µ))∂txΦ2(s, tx, µ) dµ.

By (4.22b), i.e. Φ2(s, tx, tx) = ϕ(s), we obtain the assertion.

4.4.1 Definition of the Set W (M,T,K, δ)

We will now define subspaces W1 and W2 of C1,α;α(Ω̄, [0, T ]) and W ⊂ W1×W2 in which we will

seek for the fixed point Φ = (Φ1,Φ2) of (4.36) and (4.37). The elements Φ1 and Φ2 of W1 and

W2 obey certain restrictions in order to be possible solutions to (CP 4.2). While W1 is chosen

as in [44], we have to do some more considerations for W2.

59



Definition 4.23. Define the sets

W1(M,T ) :=
{
Φ1 ∈ C1,α;α(Ω̄0, [0, T ]) : Φ1(·, t) : Ω0 → Ω, Φ1(x, 0) = x,

‖Φ1‖1,α,Ω0;α,[0,T ] ≤ M, sup
0≤t≤T

‖I −∇Φ1(t)‖0,Ω0 ≤ 0.5

}

(4.41)

and

W2(M,T,K, δ) :=
{
Φ2 ∈ C1,α;α(Qt, [0, T ]) : Φ2(·, t) : Qt → Ω for t ∈ [0, T ],

Φ2(s, tx, tx) = ϕ(s), ‖Φ2‖1,Qt;α,[0,T ] ≤ M,

sup
0≤t≤T

‖D −∇Φ2(t)‖0,Qt ≤
δ

4M
, sup
0≤t≤T

|∇Φ2(t)|α,Qt ≤ K

inf
(s,tx)∈Qt

∣
∣∂txΦ2(s, tx, t = tx) · (−ϕ′

2(s), ϕ
′
1(s))

∣
∣ ≥ δ > 0

}

(4.42)

with

D(s, tx) =

(

[ϕ′(s)]1 [∂txΦ2(s, tx, t)|t=tx ]1
[ϕ′(s)]2 [∂txΦ2(s, tx, t)|t=tx ]2

)

. (4.43)

Choose the constant δ in the set W2(M,T,K, δ) such that

|E0(ϕ(s)) · ϕ(s)⊥| ≥ 2δ,

inf
x∈Ω

|E0(x)|∞ ≥ 2δ.

with E0 = −∇u0 being the solution of (4.11a)-(4.11b).

Remark 4.24. The field E0 as solution of the Laplace equation (4.11a)-(4.11b) is constant in

time. By defining the boundary condition uA and the geometry of Ω, we thus define the constant

δ. δ depends on the difference uA|Γ− − uA|Γ+. The bigger the difference uA|Γ− − uA|Γ+, the

larger δ is.

The initial condition on Φ1 ∈ W1(M,T ) ensures that the streamlines start from every point

x ∈ Ω0. In case of W2, the initial condition states that every streamline starts from the inflow

boundary. While Φ1 is bounded by a common constantM in the C1,α,α(Ω0×[0, T ]) norm, we need

to distinguish two cases for Φ2. For technical reasons, the C
α(Qt)-semi norm of ∇Φ2 is bounded

by a second constant K. The remaining restrictions on Φ1 and Φ2 ensure the invertibility of the

streamline functions. We therefore introduce the following result based on Neumann series and

show that any Φ1 ∈ W1 and Φ2 ∈ W2 are invertible with respect to the space variables.

Lemma 4.25. Let K be a continuous endomorphism on a Banach space V . Let I : V → V be

the identity operator. If

|K|V ≤ q < 1,

then I −K is invertible. (I −K)−1 is bounded by

‖(I −K)−1‖ ≤ 1

1− q
. (4.44)
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Proof. The proof uses the Neumann series, compare [61, p.56].

With the previous Lemma, we conclude that to any Φ1 ∈ W1(M,T ) exists a bounded inverse

function Φ−1
1 .

Lemma 4.26. Let Φ1 ∈ W1(M,T ) with Φ1(·, t) : Ω0 → Ω1
t . Then for every fixed t ∈ [0, T ], there

exists the inverse function Φ−1
1 ∈ C1(Ω1

t ) with

∥
∥Φ−1

1 (t)
∥
∥
0,Ωt

1
≤ ‖x‖0,Ω0

(4.45)
∥
∥∇Φ−1

1 (t)
∥
∥
0,Ωt

1
≤ 2. (4.46)

Proof. ∇Φ1(x, t) is the Jacobian matrix of Φ1 and as such, an endomorphism on R
2. Since

‖I −∇Φ1(t)‖0,Ω0 < 1
2 there exists the inverse matrix (∇Φ1(x, t))

−1 for every x ∈ Ω by Lemma

4.25. By the implicit function theorem, there exists conclusively

Φ−1
1 : Ω1

t → Ω0.

As Φ−1
1 maps Ω1

t into Ω0, (4.45) is immediate. Since |I −∇Φ1(t)|0,Ω0 < 1
2 =: q it holds by (4.44)

‖(I − I −∇Φ1(t))
−1‖0,Ω0 = sup

x∈Ω0

|(∇Φ1(x, t))
−1|∞ ≤ 1

1− 1
2

= 2. (4.47)

By the implicit function theorem and the previous equation holds

sup
y∈Ω1

t

|∇Φ−1
1 (y, t)|∞ = sup

y∈Ω1
t

|(∇Φ1(Φ
−1
1 (y, t), t))−1|∞ ≤ sup

x∈Ω0

|∇Φ1(y, t)
−1|∞ ≤ 2.

Lemma 4.25 does not immediately apply to ∇Φ2, as we compare ∇Φ2 to a variable matrix

D(s, tx) defined in the space W2(M,T,K, δ). However, with the following generalization of

Lemma 4.25 and providedD(s, tx) is invertible, we can also prove the invertibility of∇Φ2(s, tx, t).

Lemma 4.27. compare [3, p. 147, 3.8]. Let V and V ′ be Banach spaces and S : V → V ′ be an

invertible operator. If for an operator T : V → V ′ holds

‖S − T‖ ≤ q‖S−1‖−1, 0 < q < 1, (4.48)

then T has a continuous inverse. The inverse operator is bounded by

‖T−1‖ ≤ 1

1− q
‖S−1‖. (4.49)

Proof. As S is invertible, it holds

T = S(I − (I − S−1T )). (4.50)
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The product on the right hand side is invertible iff both factors are invertible. Applying Lemma

4.25 to the second factor and using the assumption (4.48), we obtain

‖I − (I − (I − S−1T ))‖ = ‖I − S−1T‖ = ‖S−1S − S−1T‖ ≤ ‖S−1‖‖S − T‖ ≤ q < 1.

It follows that I − (I − S−1T ) is invertible and thus is T .

To obtain (4.49), we first use (4.50). It holds

‖T−1‖ ≤ ‖(I − (I − S−1T ))−1‖‖S−1‖.

As (I − I − (I − S−1T )) = (I − S−1T ) = S−1(S − T ) and due the assumption holds

‖S−1‖‖S − T‖ ≤ q. We apply Lemma 4.25 and obtain the bound for the inverse

‖(I − (I − S−1T ))−1‖ ≤ 1

1− q
.

The bound for T−1 is thus given by

‖T−1‖ ≤ 1

1− q
‖S−1‖.

Before applying the previous Lemma to ∇Φ2, we have to ensure that the matrix D(s, tx) is

invertible for every (s, tx) ∈ Qt. Whenever a matrix norm is used in the following, it is the

| · |∞-norm as defined in Definition 2.1.

Lemma 4.28. Let Φ2 ∈ W2(M,T,K, δ). Then the matrix D(s, tx) defined in (4.43) is invertible

for every (s, tx) ∈ Qt. Further holds for every t ∈ [0, T ]

‖D−1‖0,Qt ≤
2M

δ
. (4.51)

Proof. Recall that D(s, tx) is a 2 × 2 matrix. Since Φ2 ∈ W2(M,T,K, δ), it holds for the

determinant of D(s, tx)

inf
(s,tx)∈Qt

|detD(s, tx)| =
∣
∣ϕ′

1(s)[∂txΦ2(s, tx, t = tx)]2 − [∂txΦ2(s, tx, t = tx)]1ϕ
′
2(s)

∣
∣ ≥ δ > 0.

It follows that D(s1, tx) is invertible for every (s, tx) ∈ Qt. The inverse matrix is given for every

(s, tx) ∈ Qt by

D(s, tx)
−1 =

1

detD

(

[∂txΦ2(s, tx, t = tx)]2 −[∂txΦ2(s, tx, t = tx)]1
−ϕ2(s) ϕ1(s)

)

.

As Φ2 ∈ W2(M,T,K, δ) and ‖ϕ‖0,Qt ≤ M and ‖∂txΦ2(s, tx, t = tx)‖0,Qt ≤ M , follows

‖D−1‖0,Qt ≤
2M

δ
.
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We can now prove that every Φ2 ∈ W2(M,T,K, δ) is invertible.

Lemma 4.29. Let Φ2 ∈ W2(M,T,K, δ) with Φ2(·, t) : Qt → Ω2
t . Then for every t ∈ [0, T ] exists

the inverse function Φ−1
2 ∈ C1(Ω2

t ) with
∥
∥Φ−1

2

∥
∥
0,Ω2

t
≤ max

{

‖ϕ‖0,[0,LΓ−
] , T

}

(4.52)

∥
∥∇Φ−1

2

∥
∥
0,Ω2

t
≤ 4M

δ
. (4.53)

Proof. Since Φ2 ∈ W2(M,T,K, δ) and by (4.51), we obtain

‖D −∇Φ2‖0,Qt‖D−1‖0,Qt ≤
δ

4M

2M

δ
=

1

2
=: q. (4.54)

Thus the inverse matrix (∇Φ2(y, t))
−1 on Ω2

t exists by Lemma 4.27. Due to the implicit function

theorem, there exists for every t ∈ [0, T ]

Φ−1
2 : Ω2

t → Qt.

(4.52) is an immediate consequence. By the implicit function theorem, Lemma 4.27 with q = 1
2

and (4.51), we obtain

sup
y∈Ω2

t

∣
∣∇Φ−1

2 (y, t)
∣
∣
∞

= sup
y∈Ω2

t

∣
∣(∇Φ2(Φ

−1(y, t), t))−1
∣
∣
∞

≤ sup
(s,tx)∈Qt

∣
∣(∇Φ2(s, tx, t))

−1
∣
∣
∞

≤ 2
∥
∥D−1

∥
∥
0,Qt

≤ 4M

δ
.

Remark 4.30. We have seen in Lemma 4.20 that the invertibility of Φ = (Φ1,Φ2) is necessary

to obtain the solution ρ to (Tr 4.4). If the invertibility was violated, then two streamline functions

would cross over and the solution would blow up, in other words it would cease to exist. We thus

ensure the existence of a solution to (CP 4.2) by demanding that Φ must be invertible.

So far, we have defined the function sets W1(M,T ) and W2(M,T,K, δ). We can now specify the

set in which we seek for the fixed point Φ = (Φ1,Φ2) to (4.38)-(4.39) as subset of the product

space W1 × W2. Not every combination of any two functions Φ1 and Φ2 leads to a classical

solution of (CP 4.2). Recall that to obtain ρ in (4.31) we require the existence of the global

inverse function Φ−1 = (Φ−1
1 ,Φ−1

2 ). Additionally, to obtain a continuous ρ, holes between Ω1
t

and Ω2
t must be excluded. We thus conclude, that the range of Φ1 and Φ2 must not intersect

(in more than boundary points) and the interface between Ω1
t and Ω2

t has to be continuous. We

will formulate an interface condition ensuring that Ω1
t and Ω2

t only intersect at the interface ΓIF
t

and obtain the following set of functions

W (M,T,K, δ) = {Φ = (Φ1,Φ2) : Φ1 ∈ W1(M,T ),Φ2 ∈ W2(M,T,K, δ),

Φ1(x0, t) = Φ2(s, 0, t) for all x0 = ϕ(s)} . (4.55)

Clearly, W (M,T,K, δ) ⊂ W1(M,T )×W2(M,T,K, δ). The solution Φ is considered as a 2-tuple

consisting of Φ1 and Φ2 that fulfil the interface conditions. The norm onW (M,T,K, δ) is defined

due to the natural convention for product spaces

‖Φ(t)‖1,α,Σt = ‖Φ1(t)‖1,α,Ω0 + ‖Φ2(t)‖1,α,Qt .
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Lemma 4.31. The set W (M,T,K, δ) is non-empty a small time TE0,

M ≥ 2‖x‖0,Ω0 + 2cS(Ω, α)‖uA‖2,α,Γ + 3 and K ≥ cmvcS(Ω, α)‖uA‖2,α;ΓL1−α
Γ−

+ 1.

Proof. We show that the streamline functions Φ1 and Φ2 generated by E0 are inW (M,TE0 ,K, δ).

The proof is given in the appendix A.1.

We proceed to find the following result on the image domains Ω1
t and Ω2

t .

Lemma 4.32. Let Ω be a C2,α domain, Φ ∈ W (M,T,K, δ). Then Ω̄1
t and Ω̄2

t intersect only in

the interface ΓIF
t .

Proof. By the interface condition

Φ1(x0, t) = Φ2(s, 0, t) for all x0 = ϕ(s),

we know that Φ1 and Φ2 intersect at boundary points. We have to show that these are the only

points of intersection.

Φ1 ∈ W (M,T,K, δ) is invertible with respect to the space variable for every fixed t ∈ [0, T ]

due to Lemma 4.26. Further, the initial condition is the identity map Φ(x, 0) = x for all x ∈ Ω0

and t = 0. With these two statements, we can conclude that the boundary ∂Ω0 is mapped onto

the boundary ∂Ω1
t for every t ∈ [0, T ]. For t ∈ [0, T ], no two streamlines can intersect because

otherwise the invertibility of Φ1 was violated. It follows that no inner point of Ω0 can ever be a

boundary point of Ω1
t since holes in Ω1

t are excluded due to the continuity of Φ1.

Φ2(s, tx, t) ∈ W (M,T,K, δ) is invertible with respect to the variables (s, tx) for every fixed

t ∈ [0, T ] due to Lemma 4.29. The initial condition is given by Φ2(s, tx, tx) = ϕ(s) stating that

every inflowing point starts from the inflow boundary. The expansion of Φ2(s, tx, t) is thus de-

scribed by the interface condition in W (M,T,K, δ). Since at t = 0 holds ΓIF
0 = Γ−, all inflowing

points for t ∈ (0, T ) must be mapped in between ΓIF
t and Γ−. It is not possible that any points

inflowing at t ∈ (0, T ) are outside these two boundaries as then the invertibility condition must

have been violated.

We conclude that the open domains Ω1
t and Ω2

t are disjoint.

The remaining part of this chapter is concerned with the question whether there exists a unique

fixed point Φ = (Φ1,Φ2) such that

Φ(τ, t) := (A1(Φ)(x, t), A2(Φ)(s, tx, t)). (4.56)

We proceed as follows. In section 4.6, we first show that A is a selfmap on the set W (M,T,K, δ).

We start by considering the regularity of ρ in the next section and then in section 4.7, we show

that A is a contraction in the sup-norm. In contrast to the one-dimensional case in Chapter 3,

we are not able to prove the contraction property for A in the C1,α,α(Σt, [0, T ]) norm and thus

we can not apply the Banach fixed point theorem. Instead, we will use a compactness argument

to show the existence of a unique fixed point in section 4.8.
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4.5 Regularity of ρ

To show that A is a selfmap, we have to investigate whether the functions A1(Φ) and A2(Φ) fulfil

the restrictions in W1(M,T ) and W2(M,T,K, δ). The main work in bounding A1(Φ) and A2(Φ)

is caused by ρ. At this point, the non convexity of the domain Ω hits in and makes the proofs

lengthy and technical. In this section, we examine ρ with respect to its regularity in space and

time. The first Lemmas deal with the Hölder continuity of ρ in space. We need to distinguish

several cases due to the piecewise definition of Φ and the nonconvexity of the domain Ω.

Lemma 4.33. Let Ω be a C2,α domain and let Lρ0 , LρA be the Lipschitz constants for ρ0 and

ρA. Let ρ be defined in (4.31) and Φ ∈ W (M,T,K, δ).

a) Let y1, y2 ∈ Ω1
t such that the line segment −−→y1y2 ⊂ Ω1

t . Then we have for t ∈ [0, T ]

|ρ(y1, t)− ρ(y2, t)| ≤ Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t
|y1 − y2|∞. (4.57)

b) Let y1, y2 ∈ Ω2
t , such that the line segment −−→y1y2 ⊂ Ω2

t . Then we have for t ∈ [0, T ]

|ρ(y1, t)− ρ(y2, t)| ≤
(
LρA + ‖ρA‖20,Qt

)
‖∇Φ−1

2 (t)‖0,Ω2
t
|y1 − y2|∞. (4.58)

Proof. a) As the line segment −−→y1y2 is fully contained in Ω1
t , we apply the mean value theorem

(Theorem 2.15) to the streamline function Φ−1
1 . It follows with the Lipschitz continuity of ρ0

and by (4.31)

|ρ(y1, t)− ρ(y2, t)| =
∣
∣
∣
∣

ρ0(Φ
−1
1 (y1, t))

1 + tρ0(Φ
−1
1 (y1, t))

− ρ0(Φ
−1
1 (y2, t))

1 + tρ0(Φ
−1
1 (y2, t))

∣
∣
∣
∣

=

∣
∣
∣
∣

ρ0(Φ
−1
1 (y1, t))− ρ0(Φ

−1
1 (y2, t))

(1 + tρ0(Φ
−1
1 (y2, t)))(1 + tρ0(Φ

−1
1 (y2, t)))

∣
∣
∣
∣

≤
∣
∣ρ0(Φ

−1
1 (y1, t))− ρ0(Φ

−1
1 (y2, t))

∣
∣

≤ Lρ0

∣
∣Φ−1

1 (y1, t)− Φ−1
1 (y2, t)

∣
∣
∞

≤ Lρ0

∥
∥∇Φ−1

1 (t)
∥
∥
0,Ω1

t
|y1 − y2|∞.

b) We proceed the same way as in a). Since the line segment −−→y1y2 is fully contained in Ω2
t , we

apply the mean value theorem (Theorem 2.15) to the streamline function Φ−1
2 . It follows with

the Lipschitz continuity of ρA and by (4.31)

|ρ(y1, t)− ρ(y2, t)|

=

∣
∣
∣
∣

ρA(Φ
−1
2 (y1, t))

1 + (t− [Φ−1
2 (y1, t)]2)ρA(Φ

−1
2 (y1, t))

− ρA(Φ
−1
2 (y2, t))

1 + (t− [Φ−1
2 (y2, t)]2)ρA(Φ

−1
2 (y2, t))

∣
∣
∣
∣

=

∣
∣
∣
∣

ρA(Φ
−1
2 (y1, t))− ρA(Φ

−1
2 (y2, t)) + ([Φ−1

2 (y2, t)]2 − [Φ−1
2 (y1, t)]2)ρA(Φ

−1
2 (y1, t))ρA(Φ

−1
2 (y2, t))

(1 + (t− [Φ−1
2 (y1, t)]2)ρA(Φ

−1
2 (y1, t)))(1 + (t− [Φ−1

2 (y2, t)]2)ρA(Φ
−1
2 (y2, t)))

∣
∣
∣
∣

≤
∣
∣ρA(Φ

−1
2 (y1, t))− ρA(Φ

−1
2 (y2, t)) + ([Φ−1

2 (y2, t)]2 − [Φ−1
2 (y1, t)]2)ρA(Φ

−1
2 (y1, t))ρA(Φ

−1
2 (y2, t))

∣
∣

≤
∣
∣ρA(Φ

−1
2 (y1, t))− ρA(Φ

−1
2 (y2, t))

∣
∣+
∣
∣[Φ−1

2 (y2, t)]2 − [Φ−1
2 (y1, t)]2

∣
∣
∣
∣ρA(Φ

−1
2 (y1, t))

∣
∣
∣
∣ρA(Φ

−1
2 (y2, t))

∣
∣

≤ LρA

∣
∣Φ−1

2 (y1, t)− Φ−1
2 (y2, t)

∣
∣
∞

+
∣
∣Φ−1

2 (y2, t)− Φ−1
2 (y1, t)

∣
∣
∣
∣ρA(Φ

−1
2 (y1, t))

∣
∣
∞

∣
∣ρA(Φ

−1
2 (y2, t))

∣
∣

≤ LρA

∣
∣∇Φ−1

2 (y1, t)
∣
∣
∞
|y1 − y2|+

∣
∣∇Φ−1

2 (y2, t)
∣
∣
∞
|y1 − y2|∞

∣
∣ρA(Φ

−1
2 (y1, t))

∣
∣
∣
∣ρA(Φ

−1
2 (y2, t))

∣
∣

≤
(
LρA + ‖ρA‖20,Qt

)
‖∇Φ−1

2 (t)‖0,Ω2
t
|y1 − y2|∞.
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We next show that ρ is Hölder continuous for every 0 < β ≤ 1. In particular, we obtain the

Lipschitz continuity of ρ in Ω.

Lemma 4.34. Let Ω be a C2,α domain, ρ be defined in (4.31) and Φ ∈ W (M,T,K, δ). Then

for t ∈ [0, T ] and x, y ∈ Ω follows

|ρ(x, t)− ρ(y, t)| ≤ cρ|x− y|∞.

with

cρ = max

{

4cmv(LρA + ‖ρA‖20,QT
)
M

δ
, 2Lρ0

}

. (4.59)

We have further for t ∈ [0, T ]

‖ρ(t)‖β,Ω ≤ κρ(β)

with

κρ(β) := max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
}+ cρ diam(Ω)1−β (4.60)

and Lρ0 , LρA Lipschitz constants for ρ0 and ρA and cmv defined in Theorem 2.20.

It follows that ρ(t) ∈ Cβ(Ω̄) for 0 ≤ β ≤ 1 and t ∈ [0, T ].

Proof. The β-norm is given by

‖ρ(t)‖β,Ω = ‖ρ(t)‖0,Ω + |ρ(t)|β,Ω. (4.61)

By (4.31), we know that ρ(y, t) = 0 for y ∈ Ω\Ω1
t ∪Ω2

t . Consequently, we obtain for the sup-norm

of (4.61)

sup
y∈Ω

|ρ(y, t)| = max

{

sup
y∈Ω1

t

|ρ(y, t)|, sup
y∈Ω2

t

|ρ(y, t)|
}

. (4.62)

For the first term of (4.62) follows

sup
y∈Ω1

t

|ρ(y, t)| = sup
y∈Ω1

t

∣
∣
∣
∣

ρ0(Φ
−1
1 (y, t))

1 + tρ0(Φ
−1
1 (y, t))

∣
∣
∣
∣
≤ ‖ρ0‖0,Ω0

and for the second term of (4.62) follows

sup
y∈Ω2

t

|ρ(y, t)| = sup
y∈Ω2

t

∣
∣
∣
∣

ρA(Φ
−1
2 (y, t))

1 + (t− [Φ−1
2 (y, t)]2)ρA(Φ

−1
2 (y, t))

∣
∣
∣
∣
≤ ‖ρA‖0,Qt

.

To bound the β semi norm, we first bound the difference |ρ(x, t)− ρ(y, t)|. We have to distin-

guish eight cases that are caused on one hand by the non convexity of the domain and on the

other hand by the piecewise definition of Φ. Recall that the domain Ω is composed of the three
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Figure 4.1: Possible configurations for Lemma 4.34

disjoint sets Ω = Ω1
t ∪Ω2

t ∪ (Ω\Ωt). Moreover, it will become important, if a line segment −→xy of

two points x, y ∈ Ω intersects the domain Ω− which is disjoint to Ω. In the following, we will

denote the outer boundary of Ω1
t by Γ1

t .

Case 1: x, y ∈ Ω\Ωt This case is trivial, as ρ(y, t) = 0 for y ∈ Ω\Ωt. This is the only

case for which it is negligable whether the line segment −→xy intersects any other subdomains of

Ω. As long as the starting and endpoint are element of Ω\Ωt, this case is applicable.

Case 2: −→xy ⊂ Ω1
t

By Lemma 4.33a) follows

|ρ(x, t)− ρ(y, t)| ≤ Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t
|x− y|∞ .

Case 3: −→xy ⊂ Ω2
t

By Lemma 4.33b) follows

|ρ(x, t)− ρ(y, t)| ≤ (LρA + ‖ρA‖0,Qt)‖∇Φ−1
2 (t)‖0,Ω2

t
|x− y|∞ .

Case 4: −→xy ⊂ Ω2
t ∪ Ω−

As Ω− is convex, the line segment −→xy intersects Γ− exactly twice. Lemma 2.20 is not immediately

applicable, as ρ(y, t) is not differentiable. With the Lipschitz continuity of ρA, we get analogously
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to the proof of 4.33b)

|ρ(x, t)− ρ(y, t)| =
∣
∣
∣
∣

ρA(Φ
−1
2 (x, t))

1 + (t− [Φ−1
2 (x, t)]2)ρA(Φ

−1
2 (x, t))

− ρA(Φ
−1
2 (y, t))

1 + (t− [Φ−1
2 (y, t)]2)ρA(Φ

−1
2 (y, t))

∣
∣
∣
∣

≤
(

LρA + ‖ρA‖20,Qt

) ∣
∣Φ−1

2 (x, t)− Φ−1
2 (y, t)

∣
∣
∞
.

Applying Lemma 2.20 to Φ−1
2 , we get

|ρ(x, t)− ρ(y, t)| ≤ cmv

(
LρA + ‖ρA‖20,Qt

)
‖∇Φ−1

2 (t)‖0,Ω2
t
|x− y|∞.

Case 5: −→xy ⊂ Ω1
t ∪ (Ω\Ωt)

Let x ∈ Ωt
1 and y ∈ (Ω\Ωt). Since the boundary Γ1

t is not necessarily convex, the line segment −→xy
might intersect Γ1

t more than once. Choose the intersection point a1, such that the line segment
−→a1x ⊂ Ωt

1. Then we have by the triangle inequality

|ρ(x, t)− ρ(y, t)| ≤ |ρ(x, t)− ρ(a1, t)|+ |ρ(a1, t)− ρ(y, t)|. (4.63)

Since a1 ∈ Γ1
t follows due to the assumptions on ρ0 in (CP 4.2) that ρ(a1, t) = 0, and thus

the second term vanishes. It is left to bound the first term of (4.63). a1 was chosen, such that
−→a1x ⊂ Ωt

1. We apply case 2 and get

|ρ(x, t)− ρ(y, t)| ≤ |ρ(x, t)− ρ(a1, t)|
≤ Lρ0 |∇Φ−1

1 (t)|0,Ω1
t
|x− a1|∞

≤ Lρ0 |∇Φ−1
1 (t)|0,Ω1

t
|x− y|∞ .

Case 6: −→xy ⊂ Ω1
t ∪ Ω2

t

Let x ∈ Ω1
t and y ∈ Ω2

t . Since the interface ΓIF
t is not necessarily convex, the line segment −→xy

might intersect ΓIF
t more than once. Denote the n points of intersection by ai for i = 1, .., n,

with n odd. The points are assumed to be ordered while following the line segment from x to

y, i.e. |x− a1| ≤ |x− a2| ≤ ... ≤ |x− an|. By adding 0 and the triangle inequality, we obtain

|ρ(x, t)− ρ(y, t)| ≤ |ρ(x, t)− ρ(a1, t)|+
n−1∑

i=1

|ρ(ai, t)− ρ(ai+1, t)|+ |ρ(an, t)− ρ(y, t)|

Due to the continuity of ρ and Φ at the interface, we obtain on one hand line segments in Ω1
t

and on the other hand line segments in Ω2
t . We then obtain for all indices j ∈ J1, such that

−−−−→ajaj+1 ⊂ Ω1
t by case 2

|ρ(x, t)− ρ(a1, t)|+
∑

j∈J1

|ρ(aj , t)− ρ(aj−1, t)| ≤ Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t



|x− a1|∞ +
∑

j∈J1

|aj − aj+1|∞



 .
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For all those indices j ∈ J2 with −−−−→ajaj+1 ⊂ Ω2
t , we obtain by case 3

∑

j∈J1

|ρ(aj , t)− ρ(aj−1, t)|+ |ρ(an, t)− ρ(y, t)|

≤ (LρA + ‖ρA‖20,Qt
)‖∇Φ−1

2 (t)‖0,Ω2
t




∑

j∈J2

|aj − aj+1|∞ + |y − an|∞



 .

Since all the line segments are disjoint due to their construction, the sum of the lengths of all

segments is the length of the interval (x, y). We thus get

|ρ(x, t)− ρ(y, t)| ≤ |ρ(x, t)− ρ(a1, t)|+
n−1∑

i=1

|ρ(ai, t)− ρ(ai+1, t)|+ |ρ(an, t)− ρ(y, t)|

≤ max
{

Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t
, (LρA + ‖ρA‖20,Qt

)‖∇Φ−1
2 (t)‖0,Ω2

t

}

· (|x− a1|∞ +
n−1∑

i=1

|ai − ai+1|∞ + |an − y|∞)

≤ max
{

Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t
, (LρA + ‖ρA‖20,Qt

)‖∇Φ−1
2 (t)‖0,Ω2

t

}

|x− y|∞.

Case 7: −→xy ⊂ Ω1
t ∪ Ω2

t ∪ Ω−

This case is a combination of cases 4 and 6. Let us assume that x ∈ Ω1
t and y ∈ Ω2

t . Further,
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assume that there is one intersection points of −→xy with Ω1
t and call it a1. We obtain with case 2

since −→xa1 ⊂ Ω1
t

|ρ(x, t)− ρ(a1, t)| ≤ Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t
|x− a1|∞.

The line segment −→a1y is contained in Ω2
t ∪ Ω− due to the assumption. By case 4 follows

|ρ(a1, t)− ρ(y, t)| ≤ cmv

(
LρA + ‖ρA‖20,Qt

)
‖∇Φ−1

2 (t)‖0,Ω|a1 − y|∞.

Thus, we obtain

|ρ(x, t)− ρ(y, t)| ≤ max
{

cmv

(
LρA + ‖ρA‖20,Qt

)
‖∇Φ−1

2 (t)‖0,Ω2
t
, Lρ0‖∇Φ−1

1 (t)‖0,Ω1
t

}

|x− y|∞.

This case includes the combination of x ∈ Ω1
t and y ∈ Ω1

t with −→xy intersecting Ω2
t ∪Ω−. Further,

the case of multiple intersections of the interface ΓIF
t is treated as in case 4 and leads to the

same bound.

Case 8: −→xy ⊂ Ω ∪ Ω−

In this last case, we consider a line segment intersecting all the inner boundaries. Let x ∈ Ω\Ωt,

y ∈ Ω2
t . We assume that Γ1

t is intersected once by −→xy in a1. Then the line segment −→xa1 is

contained in Ω\Ωt. It follows due to case 1

|ρ(x, t)− ρ(a1, t)| = 0.

The line segment −→a1y is subset of Ωt ∪ Ω−. It is thus bounded with case 7 by

|ρ(a1, t)− ρ(y, t)| ≤ max
{

cmv

(
LρA + ‖ρA‖20,Qt

)
‖∇Φ−1

2 (t)‖0,Ω2
t
, Lρ0‖∇Φ−1

1 (t)‖0,Ω1
t

}

|a1 − y|∞

≤ max
{

cmv

(
LρA + ‖ρA‖20,Qt

)
‖∇Φ−1

2 (t)‖0,Ω2
t
, Lρ0‖∇Φ−1

1 (t)‖0,Ω1
t

}

|x− y|∞.

Case 8 includes those combinations of line segments with either start or endpoint in Ω\Ωt.

Further, the bound is still valid for multiple intersections of −→xy with Γ1
t and ΓIF

t .

Combining all the 8 cases, we obtain for any x, y ∈ Ω and Φ ∈ W (M,T,K, δ)

|ρ(x, t)− ρ(y, t)| ≤ max
{

cmv

(
LρA + ‖ρA‖20,Qt

)
‖∇Φ−1

2 (t)‖0,Ω, Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t

}

|x− y|∞

≤ max

{

4cmv

(
LρA + ‖ρA‖20,Qt

)M

δ
, 2Lρ0

}

|x− y|∞.

Hence, we have for the β-norm (4.61) for all t ∈ [0, T ]

‖ρ(t)‖β,Ω = sup
x,y∈Ω

|ρ(x, t)− ρ(y, t)|
|x− y|β∞

≤ max {‖ρ0‖0,Ω0 , ‖ρA‖0,Qt}+max

{

4cmv

(
LρA + ‖ρA‖20,Qt

)M

δ
, 2Lρ0

}

sup
x,y∈Ω

|x− y|1−β
∞

≤ max {‖ρ0‖0,Ω0 , ‖ρA‖0,Qt}+max

{

4cmv

(
LρA + ‖ρA‖20,Qt

)M

δ
, 2Lρ0

}

diam(Ω)1−β .
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Next, we demonstrate that ρ(x, ·) ∈ Cα([0, T ]) for a fixed x ∈ Ω. We will encounter the

same technical difficulties in the proof as in Lemma 4.34. We will use the same idea and find

intermediate points on the transition boundary whenever two points x, y are not in the same

connected set. First we still need a result on the α-Hölder continuity of Φ−1
1 and Φ−1

2 in time.

Lemma 4.35. Let Ω be a C2,α domain and Φ ∈ W (M,T,K, δ) and t1, t2 ∈ [0, T ].

a) Let y ∈ Ω1
t1 , z ∈ Ω1

t2 and z1 = Φ1(Φ
−1
1 (y, t1), t2) ∈ Ω1

t2. If the line segment −→z1z ⊂ Ω1
t2, then

follows

∣
∣Φ−1

1 (y, t1)− Φ−1
1 (z, t2)

∣
∣
∞

≤ 2|z1 − z|∞. (4.64)

b) Let t1 ≤ t2, y ∈ Ω2
t1 , z ∈ Ω2

t2 and let z2 = Φ2(Φ
−1
2 (y, t1), t2) ∈ Ω2

t2. If the line segment
−→z2z ⊂ Ω2

t2, then follows

∣
∣Φ−1

2 (y, t1)− Φ−1
1 (z, t2)

∣
∣
∞

≤ 4M

δ
|z2 − z|∞. (4.65)

Proof. a) Let y ∈ Ω1
t1 , z ∈ Ω1

t2 . As Φ−1
1 (y, t1) ∈ Ω0, the mapping Φ1(Φ

−1
1 (y, t1), t2) =: z1 ∈ Ω1

t2

is well-defined. We get by the identity Φ−1
1 (Φ1(x, t2), t2) = x

∣
∣Φ−1

1 (y, t1)− Φ−1
1 (z, t2)

∣
∣
∞

=
∣
∣Φ−1

1 (Φ1(Φ
−1
1 (y, t1), t2), t2)− Φ−1

1 (z, t2)
∣
∣
∞

=
∣
∣Φ−1

1 (z1, t2)− Φ−1
1 (z, t2)

∣
∣
∞

Since −→z1z ⊂ Ω1
t2 , we may apply the mean value theorem (Theorem 2.15). With the bound

‖∇Φ−1
1 (t)‖0,Ω ≤ 2 for Φ1 ∈ W1(M,T ), we obtain

∣
∣Φ−1

1 (z1, t2)− Φ−1
1 (z, t2)

∣
∣
∞

≤
∥
∥∇Φ−1

1 (t)
∥
∥
0,Ωt2

|z1 − z|∞
≤ 2|z1 − z|∞.

The assertion follows.

b) For y ∈ Ω2
t1 ∩ Ω2

t2 , we proceed analogously. The mapping Φ2(Φ
−1
2 (y, t1), t2) =: z2 ∈ Ω2

t2

is well-defined since [0, t1] ⊂ [0, t2] and we get with the identity Φ−1
2 (Φ2(s, tx, t2), t2) = (s, tx)

∣
∣Φ−1

2 (y, t1)− Φ−1
2 (z, t2)

∣
∣
∞

=
∣
∣Φ−1

2 (Φ2(Φ
−1
2 (y, t1), t2), t2)− Φ−1

2 (z, t2)
∣
∣
∞

=
∣
∣Φ−1

2 (z2, t2)− Φ−1
2 (z, t2)

∣
∣
∞
.

As the line segment −→zz2 ⊂ Ω2
t2 , we may apply the mean value theorem (Theorem 2.15). With

the bound for
∥
∥∇Φ−1

2 (t)
∥
∥
0,Ω2

t2

≤ 4M
δ given in the space W2(M,T,K, δ), we obtain

|Φ−1
2 (z2, t2)− Φ−1

2 (z, t2)|∞ ≤
∥
∥∇Φ−1

2 (t)
∥
∥
0,Ω2

t2

|z2 − z|∞

≤ 4M

δ
|z2 − z|∞.

The assertion follows.

We can now prove that ρ(x, ·) ∈ Cα([0, T ]).
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Lemma 4.36. Let Ω be a C2,α domain, ρ be defined in (4.31) and Φ ∈ W (M,T,K, δ). Then

follows for t1, t2 ∈ [0, T ] with T < 1 and y ∈ Ω

|ρ(y, t2)− ρ(y, t1)| ≤ 2max
{
cρM, ‖ρ0‖20,Ω0

, ‖ρA‖20,QT

}
|t1 − t2|α.

with cρ defined in Lemma 4.34.

Moreover follows ρ ∈ Cα([0, T ]).

Proof. We conduct a case analysis on y. Without loss of generality, let t1 < t2.

Case 1: y ∈ Ω1
t1 ∩ Ω1

t2

Denote Φ1(Φ
−1
1 (y, t1), t2) =: z ∈ Ω1

t2 . If the line segment −→zy intersects any boundary, then find

the point of intersection a1, such that the line segment −→za1 is fully contained in Ω1
t2 . We get by

the triangle inequality

|ρ(y, t1)− ρ(y, t2)| = |ρ(y, t1)− ρ(a1, t2) + ρ(a1, t2)− ρ(y, t2)|
≤ |ρ(y, t1)− ρ(a1, t2)|+ |ρ(a1, t2)− ρ(y, t2)| . (4.66)

In the second term of (4.66), ρ is evaluated at two points a1, y ∈ Ωt2 for a fixed time t2 ∈ [0, T ].

We can thus apply Lemma 4.34 and get

|ρ(a1, t2)− ρ(y, t2)| ≤ cρ|a1 − y|∞.

For the first term of (4.66), we obtain with (4.31) and the Lipschitz continuity of ρ0

|ρ(y, t1)− ρ(a1, t2)| =
∣
∣
∣
∣

ρ0(Φ
−1
1 (y, t1))

1 + t1ρ0(Φ−1(y, t1))
− ρ0(Φ

−1
1 (a1, t2))

1 + t2ρ0(Φ−1(a1, t2))

∣
∣
∣
∣

(4.67)

=

∣
∣
∣
∣

ρ0(Φ
−1
1 (y, t1))− ρ0(Φ

−1
1 (a1, t2)) + (t1 − t2)ρ0(Φ

−1
1 (y, t1))ρ0(Φ

−1
1 (a1, t2))

(1 + t1ρ0(Φ−1(y, t1)))(1 + t2ρ0(Φ−1(a1, t2)))

∣
∣
∣
∣

≤
∣
∣ρ0(Φ

−1
1 (y, t1))− ρ0(Φ

−1
1 (a1, t2))

∣
∣+ |t1 − t2|

∣
∣ρ0(Φ

−1(y, t1))
∣
∣
∣
∣ρ0(Φ

−1(a1, t2)
∣
∣

≤ Lρ0

∣
∣Φ−1

1 (y, t1)− Φ−1
1 (a1, t2)

∣
∣
∞

+ |t1 − t2| ‖ρ0‖20,Ω0
.

As a1 ∈ Ω1
t2 , y ∈ Ω1

t1 , z ∈ Ω1
t2 and −→za1 ⊂ Ω1

t2 , we obtain with Lemma 4.35a)

∣
∣Φ−1

1 (a1, t2)− Φ−1
1 (y, t1)

∣
∣
∞

≤ 2|a1 − z|∞.

Hence, we get for (4.66)

|ρ(y, t1)− ρ(y, t2)| ≤ cρ|a1 − y|∞ + 2Lρ0 |a1 − z|∞ + |t1 − t2| ‖ρ0‖20,Ω0

≤ cρ|z − y|∞ + |t1 − t2| ‖ρ0‖20,Ω0

By definition of z and the identity y = Φ1(Φ
−1
1 (y, t1), t1), we obtain with the α-Hölder continuity

of Φ1 in time

|z − y|∞ = |Φ1(Φ
−1
1 (y, t1), t2)− Φ1(Φ

−1
1 (y, t1), t1)|∞ ≤ M |t1 − t2|α.
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Eventually, we have for (4.66) as t1, t2 < 1

|ρ(y, t1)− ρ(y, t2)| ≤ cρM |t1 − t2|α + |t1 − t2| ‖ρ0‖20,Ω0

≤ max
{

cρM, ‖ρ0‖20,Ω0

}

|t1 − t2|α.

Case 2: y ∈ Ω2
t1 ∩ Ω2

t2

Since [0, t1] ⊂ [0, t2], z := Φ2(Φ
−1
2 (y, t1), t2) is well defined. If the line segment −→zy intersects any

boundary, then find the intersection point a1, such that −→a1z ⊂ Ω2
t2 . By the triangle inequality,

we get

|ρ(y, t1)− ρ(y, t2)| ≤ |ρ(y, t1)− ρ(a1, t2)|+ |ρ(a1, t2)− ρ(y, t2)| . (4.68)

We apply Lemma 4.34 to the second term of (4.68) and get

|ρ(a1, t2)− ρ(y, t2)| ≤ cρ|a1 − y|∞. (4.69)

For the first term of (4.68), we obtain by (4.31), the Lipschitz continuity of ρA and Lemma

4.35b)

|ρ(y, t1)− ρ(a1, t2)|

=

∣
∣
∣
∣

ρA(Φ
−1
2 (y, t1))

1 + (t1 − [Φ−1
2 (y, t1)]2)ρA(Φ

−1
2 (y, t1))

− ρA(Φ
−1
2 (a1, t2))

1 + (t2 − [Φ−1
2 (a1, t2)]2)ρA(Φ

−1
2 (a1, t2))

∣
∣
∣
∣

≤
∣
∣
∣
∣

ρA(Φ
−1
2 (y, t1))− ρA(Φ

−1
2 (a1, t2)) + (t1 − t2)ρA(Φ

−1
2 (y, t1)ρA(Φ

−1
2 (a1, t2)

(1 + t1ρA(Φ−1(y, t1)))(1 + t2ρA(Φ−1(a1, t2)))

∣
∣
∣
∣

+

∣
∣
∣
∣
∣

(
[Φ−1

2 (a1, t2)]2 − [Φ−1
2 (y, t1)]2

)
ρA(Φ

−1
2 (y, t1)ρA(Φ

−1
2 (a1, t2)

(1 + t1ρA(Φ
−1
2 (y, t1)))(1 + t2ρA(Φ

−1
2 (a1, t2)))

∣
∣
∣
∣
∣

≤
∣
∣ρA(Φ

−1
2 (y, t1))− ρA(Φ

−1
2 (a1, t2))

∣
∣+ |t1 − t2|

∣
∣ρA(Φ

−1
2 (y, t1))

∣
∣
∣
∣ρA(Φ

−1
2 (a1, t2))

∣
∣

+
∣
∣[Φ−1

2 (a1, t2)]2 − [Φ−1
2 (y, t1)]2

∣
∣
∣
∣ρA(Φ

−1
2 (y, t1))

∣
∣
∣
∣ρA(Φ

−1
2 (a1, t2))

∣
∣

≤ (LρA + ‖ρA‖20,QT
)
∣
∣Φ−1

2 (y, t1)− Φ−1
2 (a1, t2)

∣
∣
∞

+ |t1 − t2| ‖ρA‖20,QT

≤ 4M

δ
(LρA + ‖ρA‖20,QT

) |z − a1|∞ + |t1 − t2| ‖ρA‖20,QT
.

We obtain for (4.68) by the definition of z, the identity y = Φ2(Φ
−1
2 (y, t1), t1) and the α-Hölder

continuity of Φ2 in time

|ρ(y, t1)− ρ(y, t2)| ≤ cρ|a1 − y|∞ +
4M

δ
(LρA + ‖ρA‖20,QT

) |z − a1|+ |t1 − t2| ‖ρA‖20,QT

≤ cρ|z − y|∞ + |t1 − t2| ‖ρA‖20,QT

= cρ|Φ2(Φ
−1
2 (y, t1), t2)− Φ2(Φ

−1
2 (y, t1), t1)|∞ + |t1 − t2| ‖ρA‖20,QT

≤ cρM |t1 − t2|α + |t1 − t2| ‖ρA‖20,QT

≤ max
{

cρM, ‖ρA‖20,QT

}

|t1 − t2|α.

The last step follows as t1, t2 < 1.
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Case 3: y ∈ Ω1
t1 ∩ Ω2

t2

The technique is the same as in the previous cases. The mapping z := Φ1(Φ
−1
1 (y, t1), t2) ∈ Ω1

t2

is well defined. The line segment −→yz intersects the boundary ΓIF
t2 at least once. Choose the

intersection point a1 such that −→a1z ⊂ Ω1
t2 . Hence,

|ρ(y, t1)− ρ(y, t2)| ≤ |ρ(y, t1)− ρ(a1, t2)|+ |ρ(a1, t2)− ρ(y, t2)| . (4.70)

The second term of (4.70) is bounded with Lemma 4.34a). For the first term, since both points

are element of Ω1
t2 , we apply case 1 starting from (4.67) and get

|ρ(y, t1)− ρ(a1, t2)| ≤ 2Lρ0 |a1 − z|∞ + |t1 − t2| ‖ρ0‖20,Ω0
.

Since a1 was chosen as intermediate point on the line segment −→xy, the sum of the length of the

subintervals are the length of the interval, i.e. |y − a1|∞ + |a1 − z|∞ = |y − z|∞. Summing up,

we obtain for (4.70) by the identity Φ1(Φ
−1(y, t1), t1) = y and the Hölder continuity in time of

Φ1

|ρ(y, t1)− ρ(y, t2)| ≤ 2Lρ |a1 − z|∞ + |t1 − t2| ‖ρ0‖20,Ω0
+ cρ|a1 − y|∞

≤ |t1 − t2| ‖ρ0‖20,Ω0
+ cρ|z − y|∞

= |t1 − t2| ‖ρ0‖20,Ω0
+ cρ|Φ1(Φ

−1
1 (y, t1), t2)− Φ1(Φ

−1(y, t1), t1)|∞
≤ max

{
cρM, ‖ρ0‖20,Ω0

}
|t1 − t2|α∞.

Case 4: y ∈ Ω1
t2 ∩ Ω2

t1

We set z = Φ1(Φ
−1
1 (y, t2), t1) which is defined as the domain of definition of Φ1 is Ω0. We now

conduct the computations analogously to case 3 leading to the result

|ρ(y, t1)− ρ(y, t2)| ≤ max
{
cρ, ‖ρ0‖20,Ω0

}
|t1 − t2|α∞.

Case 5: y ∈ Ω1
t2 ∩ (Ω\Ωt1)

The mapping Φ1(Φ
−1
1 (y, t2), t1) =: z ∈ Ω1

t1 is well defined. The line segment −→zy intersects the

boundary Γ1
t1 at least once. Choose the intersection point a1, such that −→za1 ⊂ Ω1

t1 . Due to the

compact support of ρ follows ρ(a1, t1) = ρ(y, t1) = 0. We get

|ρ(y, t2)− ρ(y, t1)| = |ρ(y, t2)− 0| = |ρ(y, t2)− ρ(a1, t1)| .

Starting from (4.67) in case 1, we get

|ρ(y, t2)− ρ(y, t1)| = |ρ(y, t2)− ρ(a1, t1)|
≤ 2Lρ0M |t1 − t2|α + ‖ρ0‖20,Ω0

|t1 − t2|
≤ max

{
2Lρ0M, ‖ρ0‖20,Ω0

}
|t1 − t2|α .

Case 6: y ∈ Ω2
t2 ∩ Ω\Ωt1

This case is more complicated than the previous ones. Since t1 ≤ t2, the point Φ−1
2 (y, t2) is

not necessarily in the domain of definition of Φ2(x, t1). We therefore cannot apply the same

74



technique as before. However, due to the continuity of Φ2 in time, there must exist a time t̃

with t1 ≤ t̃ ≤ t2 such that y lays on the interface between Ωt̃
1 and Ωt̃

2, i.e.

y ∈ ΓIF
t̃

.

We now use the time t̃ and obtain

|ρ(y, t1)− ρ(y, t2)| ≤ |ρ(y, t1)− ρ(y, t̃)|+ |ρ(y, t̃)− ρ(y, t2)|. (4.71)

For the first term of (4.71) follows y ∈ Ω1
t̃
∩ Ω\Ωt1 . This is analogous to case 5 and we and

obtain

|ρ(y, t1)− ρ(y, t̃)| ≤ max
{
2Lρ0M, ‖ρ0‖20,Ω0

}
|t̃− t1|α

≤ max
{
2Lρ0M, ‖ρ0‖20,Ω0

}
|t2 − t1|α.

For the second term of (4.71) follows y ∈ Ω2
t2 ∩Ω2

t̃
. Since t̃ ≤ t2, we may apply case 2 and obtain

|ρ(y, t̃)− ρ(y, t2)| ≤ max
{
cρM, ‖ρA‖20,QT

}
|t2 − t̃|α

≤ max
{
cρM, ‖ρA‖20,QT

}
|t2 − t1|α.

We thus obtain for (4.71)

|ρ(y, t1)− ρ(y, t2)| ≤ 2max
{
cρM, ‖ρ0‖20,Ω0

, ‖ρA‖20,QT

}
|t1 − t2|α. (4.72)

Case 7: y ∈ Ω1
t1 ∩ Ω\Ωt2

This case is dealt with analogously to case 5. The mapping Φ1(Φ
−1
1 (y, t1), t2) =: z is well-defined.

The line segment −→zy intersects the boundary ∂Ω1
t2 at least once. Choose one intersection point

a1 ∈ Γ1
t1 . We have

|ρ(y, t2)− ρ(y, t1)| = |0− ρ(y, t1)| = |ρ(a1, t2)− ρ(y, t1)| .

Starting from (4.67) in case 1, we get

|ρ(y, t2)− ρ(y, t1)| = |ρ(a1, t2)− ρ(y, t1)|
≤ 2Lρ0M |t1 − t2|α + ‖ρ0‖20,Ω0

|t1 − t2|
≤ max

{
2Lρ0M, ‖ρ0‖20,Ω0

}
|t1 − t2|α .

Case 8: y ∈ Ω2
t1 ∩ Ω\Ωt2

Since t1 ≤ t2 and thus [0, t1] ⊂ [0, t2], we may set Φ2(Φ
−1
2 (y, t1), t2) =: z ∈ Ω2

t2 . The line segment
−→yz intersects the boundary Γ1

t2 at least once. Chose a point a1 such that −→a1y ⊂ Ω2
t1 . We have

|ρ(y, t2)− ρ(y, t1)| = |0− ρ(y, t1)| = |ρ(a1, t2)− ρ(y, t1)|.

We now have to do a second step. The line segment −→a1y intersects the interface ΓIF
t2 at least

once. Chose a2 ∈ ΓIF
t2 such that za2 ⊂ Ω2

t2 . Hence,

|ρ(a1, t2)− ρ(y, t1)| ≤ |ρ(a1, t2)− ρ(a2, t2)|+ |ρ(a2, t2)− ρ(y, t1)| (4.73)

75



The first term of (4.73) is bounded with Lemma 4.34

|ρ(a1, t2)− ρ(a2, t2)| ≤ cρ|a1 − a2|∞.

We use the computations of case 2 to bound the second term of (4.73) and obtain

|ρ(a2, t2)− ρ(y, t1)| ≤
4M

δ
(LρA + ‖ρA‖20,QT

)|a2 − z|∞.

Summing up and using the identity, we obtain

|ρ(y, t2)− ρ(y, t1)| ≤ cρ|a2 − a1|∞ +
4M

δ
(LρA + ‖ρA‖20,QT

)|a2 − z|∞
≤ cρ|z − a1|∞
≤ cρ|z − y|∞
= cρ|Φ2(Φ

−1
2 (y, t1), t2)− Φ2(Φ

−1
2 (y, t1), t1)|∞

≤ cρM |t1 − t2|α.

Let us now summarize all eight cases. We obtain for all t1, t2 and y ∈ Ω

|ρ(y, t2)− ρ(y, t1)| ≤ 2max
{
cρM, ‖ρ0‖20,Ω0

, ‖ρA‖20,QT

}
|t1 − t2|α.

4.6 A is a Selfmap

With the previous estimates for ρ, we may now proceed to prove that the operator

A = (A1, A2)

is a selfmap on the set W (M,T,K, δ) defined in (4.55). The following collection of Lemmas

checks whether A1(Φ) and A2(Φ) fulfil the restrictions inW1(M,T ) andW2(M,T,K, δ) whenever

the argument Φ is taken in W (M,T,K, δ). For a specific choice of M,T and K, we prove in

Theorem 4.43 that the operator A maps the set W (M,T,K, δ) into itself. In comparison to

Huang and Svobodny [44] who use potential theoretic estimates to bound A1(Φ), we make use

of the mapping properties obtained for the operator G1 in Lemma 4.15 to bound A1(Φ) and

A2(Φ).

Lemma 4.37. Let Ω be a C2,α domain with 0 < α < 1 and let Φ ∈ W (M,T,K, δ). Let

uA ∈ C2,α(Γ) and ρ be defined in (4.31). Then we have

a) for the operator A1

sup
0≤t≤T

‖A1(Φ)(t)‖0,Ω0 ≤ ‖x‖0,Ω0 + TcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) . (4.74)

b) for the operator A2

sup
0≤t≤T

‖A2(Φ)(t)‖0,Qt ≤ ‖ϕ‖0,IΓ−
+ TcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) . (4.75)

with κρ(α) defined in (4.60) and cS(Ω, α) in Lemma 4.15.
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Proof. First, we note that by Lemma 4.34 follows ρ(·, t) ∈ Cα(Ω̄).

a) We prove the assertion by applying Schauder’s estimates in Theorem 4.14. By Lemma

4.15 and Lemma 4.34, we obtain

‖A1(Φ)(t)‖0,Ω0 = sup
x∈Ω0

∣
∣
∣
∣
x−

∫ t

0

∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy − E0(Φ1(x, µ)) dµ

∣
∣
∣
∣
∞

≤ ‖x‖0,Ω0
+

∫ t

0
sup
x∈Ω0

∣
∣
∣
∣

∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy

∣
∣
∣
∣
∞

+ sup
x∈Ω0

|E0(Φ1(x, µ))|∞ dµ

≤ ‖x‖0,Ω0
+

∫ t

0
sup
x∈Ω

∣
∣
∣
∣

∫

Ω
∇G(x, y)ρ(y, µ) dy

∣
∣
∣
∣
∞

+ ‖E0‖0,Ω dµ

≤ ‖x‖0,Ω0
+

∫ t

0
cS(Ω, α) ‖ρ(µ)‖α,Ω + cS(Ω, α) ‖uA‖2,α;Γ dµ

≤ ‖x‖0,Ω0
+ TcS(Ω, α)

(

κρ(α) + ‖uA‖2,α;Γ
)

.

b) For (4.75), we obtain in a similar manner by Lemma 4.15 and Lemma 4.34

‖A2(Φ)(t)‖0,Qt = sup
(s,tx)∈Qt

∣
∣
∣
∣
ϕ(s)−

∫ t

tx

∫

Ω
∇G(Φ2(s, tx, µ), y)ρ(y, µ) dy − E0(Φ2(s, tx, µ)) dµ

∣
∣
∣
∣
∞

≤ ‖ϕ‖0,IΓ−
+ sup

(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

∣
∣
∣
∣

∫

Ω
∇G(Φ2(s, tx, µ), y)ρ(y, µ) dy

∣
∣
∣
∣
∞

+ |E0(Φ2(s, tx, µ))|∞ dµ

∣
∣
∣
∣
∞

≤ ‖ϕ‖0,IΓ−
+

∫ t

0
sup
x∈Ω

∣
∣
∣
∣

∫

Ω
∇G(x, y)ρ(y, µ) dy

∣
∣
∣
∣
∞

+ |E0|∞ dµ

≤ ‖ϕ‖0,IΓ−
+

∫ t

0
cS(Ω, α) ‖ρ(t)‖α,Ω + cS(Ω, α) ‖uA‖2,α;Γ dµ

≤ ‖ϕ‖0,IΓ−
+ TcS(Ω, α)

(

κρ(α) + ‖uA‖2,α;Γ
)

.

In the next Lemma, we bound ∇A(Φ) in the sup-norm.

Lemma 4.38. Let Ω be a C2,α domain, ρ be defined in (4.31), uA ∈ C2,α(Γ) and let

Φ ∈ W (M,T,K, δ). Then follows

a) for the operator A1

sup
0≤t≤T

‖∇A1(Φ)(t)‖0,Ω0 ≤ 1 + TMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) .

b) for the operator A2

sup
0≤t≤T

‖∇A2(Φ)(t)‖0,Qt ≤ 1 + c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
}+ cS(Ω, α)‖uA‖2,α;Γ

+ TMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)

with κρ(α) defined in (4.60) and cS(Ω, α) in Lemma 4.15.
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Proof. First, we note that Lemma 4.34 yields ρ(·, t) ∈ Cα(Ω̄).

a) The gradient of A(Φ) is given in Lemma 4.22a). We obtain an upper bound by Lemma

4.15 and use that |∇Φ1|0,Ω0 ≤ M since Φ1 ∈ W1(M,T ),

‖∇A1(Φ)(t)‖0,Ω0
≤ ‖I‖0,Ω + sup

x∈Ω0

∣
∣
∣
∣

∫ t

0
∇Φ

∫

Ω
∇ΦG(Φ1(x, µ), y)ρ(y, µ) dy∇Φ1(x, µ) dµ

∣
∣
∣
∣
∞

+ sup
x∈Ω0

∣
∣
∣
∣

∫ t

0
∇E0(Φ1(x, µ))∇Φ1(x, µ) dµ.

∣
∣
∣
∣
∞

≤ 1 +

∫ t

0
sup
x∈Ω0

∣
∣
∣
∣
∇Φ

∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy

∣
∣
∣
∣
∞

‖∇Φ1(µ)‖0,Ω0
dµ

+

∫ t

0
‖∇E0(Φ1(µ))‖0,Ω0

‖∇Φ1(µ)‖0,Ω0
dµ.

≤ 1 +

∫ t

0
cS(Ω, α)‖ρ(t)‖α,Ω ‖∇Φ1(µ)‖0,Ω0

dµ+

∫ t

0
cS(Ω, α)‖uA‖2,α;Γ ‖∇Φ1(µ)‖0,Ω0

dµ

≤ 1 + TMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) .

b) With Lemma 4.22b), we have the gradient

∇A2(Φ)(s, tx, t) = DA(s, tx)−
∫ t

tx

∇Φ

∫

Ω
∇ΦG(Φ2(s, tx, µ), y)ρ(y, µ) dy∇Φ2(s, tx, µ)

+

∫ t

tx

∇E0(Φ2(s, tx, µ))∇Φ2(s, tx, µ) dµ (4.76)

where

DA(s, tx) =

(

[ϕ′(s)]1
[∫

Ω∇G(ϕ(s), y)ρ(y, tx) dy − E0(ϕ(s))
]

1

[ϕ′(s)]2
[∫

Ω∇G(ϕ(s), y)ρ(y, tx) dy − E0(ϕ(s))
]

2

)

Let us first bound every component of the matrix DA. We have pointwise for i = 1, 2 due to the

arc length parametrization and the equivalence of the supremum and maximums norm

|[ϕ′(s)]i| ≤ |ϕ′(s)|∞ ≤ |ϕ′(s)|2 = 1.

As ϕ(s) is the parametrization of the inflow boundary, the remaining components are evaluated

on Γ−. This is allowed due to Lemma 4.15, as u1 and u0 and the derivatives are continuously

extendable up to the boundary. By [6, p. 30] follows

max
x∈Ω̄0

|u(x, t)|∞ = sup
x∈Ω0

|u(x, t)|∞.

Hence,

sup
(s,tx)∈Qt

∣
∣
∣
∣

∫

Ω
∇G(ϕ(s), y)ρ(y, tx) dy + E0(ϕ(s))

∣
∣
∣
∣
∞

≤ sup
0≤t≤T

sup
x∈Ω

∣
∣
∣
∣

∫

Ω
∇G(x, y)ρ(y, t) dy + E0(x)

∣
∣
∣
∣
∞

.
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By Lemma 4.15, Lemma 4.16 and the sup-norm estimate of Lemma 4.34, we get pointwise for

every x ∈ Ω

∣
∣
∣
∣

∫

Ω
∇G(x, y)ρ(y, t) dy + E0(x)

∣
∣
∣
∣
∞

≤
∫

Ω
|∇G(x, y)|∞ |ρ(y, t)| dy + |E0(x)|∞

≤ c(diam(Ω)) ‖ρ(t)‖0,Ω + cS(Ω, α)‖uA‖2,α;Γ
≤ c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,Qt}+ cS(Ω, α)‖uA‖2,α;Γ.

Eventually, we obtain for (4.76) with Lemma 4.15 and Lemma 4.34

‖A2(Φ)(t)‖0,Qt
≤ ‖DA‖0,Qt

+ sup
(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

∇Φ

∫

Ω
∇ΦG(Φ2(s, tx, µ), y)ρ(y, µ) dy ∇Φ2(s, tx, µ)

∣
∣
∣
∣
∞

+ sup
(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

∇E0(Φ2(s, tx, µ))∇Φ2(s, tx, µ) dµ

∣
∣
∣
∣
∞

≤ 1 + c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,Qt}+ cS(Ω, α)‖uA‖2,α;Γ

+

∫ t

0
sup

(s,tx)∈Qt

∣
∣
∣
∣
∇Φ

∫

Ω
∇ΦG(Φ2(s, tx, µ), y)ρ(y, µ) dy

∣
∣
∣
∣
∞

‖∇Φ2(µ)‖0,Qt
dµ

+

∫ t

0
‖∇E0(Φ2(µ))‖0,Qt

‖∇Φ2(µ)‖0,Qt
dµ

≤ 1 + c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,Qt}+ cS(Ω, α)‖uA‖2,α;Γ

+M

∫ t

0
sup
x∈Ω

∣
∣
∣
∣
∇
∫

Ω
∇G(x, y)ρ(y, µ) dy

∣
∣
∣
∣
∞

dµ+M

∫ t

0
‖∇E0‖0,Ω dµ

≤ 1 + c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,Qt}+ cS(Ω, α)‖uA‖2,α;Γ
+ TMcS(Ω, α) (‖ρ(t)‖α,Ω + ‖uA‖2,α;Γ)

≤ 1 + c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,Qt}+ cS(Ω, α)‖uA‖2,α;Γ + TMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) .

Lemma 4.39. Let Ω be a bounded C2,α domain, ρ be defined in (4.31) and uA ∈ C2,α(Γ). Let

Φ ∈ W (M,T,K, δ) and T < 1. Then we have

a) for the operator A1

|∇A1(Φ)(t)|α,Ω0
≤ 2TcαmvcS(Ω, α)M

1+α (κρ(α) + ‖uA‖2,α;Γ) .

b) for the operator A2

sup
0≤t≤T

|∇A2(Φ)(t)|α,Qt

≤ |ϕ′|α,Qt + cmvcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)L1−α
Γ−

+ 2max
{
Mcρ, ‖ρ0‖20,Ω0

, ‖ρA‖20,Qt

}

+ T 1−αcS(Ω, α)(K +M +M1+α)(κρ(α) + ‖uA‖2,α;Γ)

with κρ(α) defined in (4.60), cρ defined in (4.59) and cS(Ω, α) defined in Lemma 4.15.
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Proof. First, we note that by Lemma 4.34 follows ρ(·, t) ∈ Cα(Ω̄) and by Lemma 4.36 follows

ρ(x, ·) ∈ Cα([0, T ]).

a) The gradient of A1(Φ) is given in Lemma 4.22a). We obtain pointwise

|∇A1(Φ)(x, t)−∇A1(Φ)(z, t)|∞

≤
∣
∣
∣
∣

∫ t

0
∇
∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy∇Φ1(x, µ)−∇

∫

Ω
∇G(Φ1(z, µ), y)ρ(y, µ) dy∇Φ1(z, µ) dµ

∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ t

0
∇E0(Φ1(x, µ))∇Φ1(x, µ) dµ−

∫ t

0
∇E0(Φ1(z, µ))∇Φ1(z, µ) dµ

∣
∣
∣
∣
∞

≤
∫ t

0

∣
∣
∣
∣
∇
∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy∇Φ1(x, µ)−∇

∫

Ω
∇G(Φ1(z, µ), y)ρ(y, µ) dy∇Φ1(z, µ)

∣
∣
∣
∣
∞

dµ

+

∫ t

0
|∇E0(Φ1(x, µ))∇Φ1(x, µ)−∇E0(Φ1(z, µ))∇Φ1(z, µ)|∞ dµ

≤
∫ t

0

∣
∣
∣
∣
∇
∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy −∇

∫

Ω
∇G(Φ1(z, µ), y)ρ(y, µ) dy

∣
∣
∣
∣
∞

|∇Φ1(z, µ)|∞ dµ

+

∫ t

0

∣
∣
∣
∣
∇
∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy

∣
∣
∣
∣
∞

|∇Φ1(x, t)−∇Φ1(z, t)|∞ dµ

+

∫ t

0
|∇E0(Φ1(x, µ))−∇E0(Φ1(z, µ))|∞ |∇Φ1(z, µ)|∞ dµ

+

∫ t

0
|∇E0(Φ1(x, µ))|∞ |∇Φ1(x, µ)−∇Φ1(z, µ)|∞ dµ. (4.77)

As Φ1 ∈ W1(M,T ), ∇Φ1 is α-Hölder continuous with constant M , i.e.

|∇Φ1(x, t)−∇Φ1(z, t)|∞ ≤ M |x− y|α∞. We bound (4.77) by Lemma 4.15.

|∇A1(Φ)(x, t)−∇A1(Φ)(z, t)|∞

≤
∫ t

0
McS(Ω, α) |Φ1(x, µ)− Φ1(z, µ)|α∞ ‖ρ(µ)‖α,Ω dµ+

∫ t

0
McS(Ω, α)‖ρ(µ)‖α,Ω|x− z|α∞ dµ

+

∫ t

0
McS(Ω, α)‖uA‖2,α;Γ|Φ1(x, µ)− Φ1(z, µ)|α∞ dµ+

∫ t

0
McS(Ω, α)‖uA‖2,α;Γ|x− z|α∞ dµ.

(4.78)

Φ1 is defined on the domain Ω0 which is non convex. To bound |Φ1(x, µ)−Φ1(y, µ)|α∞, we apply

Lemma 2.20

|Φ1(x, µ)− Φ1(z, µ)|α∞ ≤ cαmv‖∇Φ1(t)‖α0,Ω1
t
|x− z|α∞

≤ cαmvM
α|x− z|α∞.

It follows for (4.78) by Lemma 4.34

|∇A1(Φ)(x, t)−∇A1(Φ)(z, t)|∞ ≤ 2TcαmvcS(Ω, α)M
1+α (κρ(α) + ‖uA‖2,α;Γ) |x− z|α∞.
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Eventually, we have for the α-seminorm of ∇xA1(Φ)

|∇A1(Φ)(x, t)|α,Ω0
≤ sup

x,y∈Ω0

|∇A1(Φ)(x, t)−∇A1(Φ)(z, t)|∞
|x− z|α∞

≤ sup
x,y∈Ω0

2TcαmvcS(Ω, α)M
1+α (κρ(α) + ‖uA‖2,α;Γ) |x− z|α∞

|x− z|α∞
= T2cαmvcS(Ω, α)M

1+α (κρ(α) + ‖uA‖2,α;Γ) .

b) It follows by Lemma 4.22b)

|∇A2(Φ)(s1, t1, t)−∇A2(Φ)(s2, t2, t)|∞

≤ |DA(s1, t1)−DA(s2, t2)|∞ +

∣
∣
∣
∣

∫ t

t1

∇
∫

Ω
∇G(Φ2(s1, t1, µ), y)ρ(y, µ) dy ∇Φ2(s1, t1, µ) dµ

−
∫ t

t2

∇
∫

Ω
∇G(Φ2(s2, t2, µ), y)ρ(y, µ) dy ∇Φ2(s2, t2, µ) dµ

∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ t

t1

∇E0(Φ2(s1, t1, µ))∇Φ2(s1, t1) dµ−
∫ t

t2

∇E0(Φ2(s2, t2, µ))∇Φ2(s2, t2) dµ

∣
∣
∣
∣
∞

. (4.79)

We begin with bounding |DA(s1, t1)−DA(s2, t2)|∞. Due to the C2,α-regularity of Γ−, we obtain

|ϕ′(s1)− ϕ′(s2)|∞ ≤ |ϕ′|α,IΓ−
Qt |s1 − s2|α.

Next we find a pointwise bound for the second component of DA
∣
∣
∣
∣

∫

Ω
∇G(ϕ(s1), y)ρ(y, t1) dy + E0(ϕ(s1))−

∫

Ω
∇G(ϕ(s2), y)ρ(y, t2) dy + E0(ϕ(s2))

∣
∣
∣
∣
∞

≤
∣
∣
∣
∣

∫

Ω
[∇G(ϕ(s1), y)−∇G(ϕ(s2), y)] ρ(y, t1) dy

∣
∣
∣
∣
∞

+ |E0(ϕ(s1))− E0(ϕ(s2))|∞

+

∣
∣
∣
∣

∫

Ω
∇G(ϕ(s1), y) [ρ(y, t1)− ρ(y, t2)] dy

∣
∣
∣
∣
∞

. (4.80)

We use the mean-value like estimate of Lemma 2.20 for the first and second term of (4.80). Then

we get with Lemma 4.15 and Lemma 4.34
∣
∣
∣
∣

∫

Ω
[∇G(ϕ(s1), y)−∇G(ϕ(s2), y)] ρ(y, t1) dy

∣
∣
∣
∣
∞

+ |E0(ϕ(s1))− E0(ϕ(s2))|∞

≤ cmv

∥
∥
∥
∥
∇
∫

Ω
∇G(x, y)ρ(y, t1) dy

∥
∥
∥
∥
0,Ω

|ϕ(s1)− ϕ(s2)|∞ + cmv ‖∇E0‖0,Ω |ϕ(s1)− ϕ(s2)|∞

≤ cmvcS(Ω, α) (‖ρ(t)‖α + ‖uA‖2,α;Γ) ‖ϕ′‖0,IΓ−
|s1 − s2|

≤ cmvcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) |s1 − s2|.

For the third term of (4.80) follows with Lemma 4.16 and Lemma 4.36
∣
∣
∣
∣

∫

Ω
∇G(ϕ(s1), y) [ρ(y, t1)− ρ(y, t2)] dy

∣
∣
∣
∣
∞

≤
∫

Ω
|∇G(ϕ(s1), y)|∞ |ρ(y, t1)− ρ(y, t2)|∞ dy

≤
∫

Ω
|∇G(ϕ(s1), y)|∞ dy sup

y∈Ω
|ρ(y, t1)− ρ(y, t2)|∞

≤ 2max
{
Mcρ, ‖ρ0‖20,Ω0

, ‖ρA‖20,Qt

}
|t1 − t2|α∞ .
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To sum up, we obtain

|DA(s1, t1)−DA(s2, t2)|∞ ≤ |ϕ′|α,IΓ−
|s1 − s2|α + cmvcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) |s1 − s2|

+ 2max
{
Mcρ, ‖ρ0‖20,Ω0

, ‖ρA‖20,Qt

}
|t1 − t2|α∞ . (4.81)

To bound the second term of (4.79), we use Lemma 4.15 and Lemma 4.34. Moreover, we use

|∇Φ2|0,Qt ≤ M and |∇Φ2|α,Qt ≤ K since Φ2 ∈ W2(M,T,K, δ) and
∫ t
t1
=
∫ t2
t1

+
∫ t
t2

∣
∣
∣
∣

∫ t

t1

∇
∫

Ω
∇G(Φ2(s1, t1, µ), y)ρ(y, µ) dy ∇Φ2(s1, t1, µ) dµ

−
∫ t

t2

∇
∫

Ω
∇G(Φ2(s2, t2, µ), y)ρ(y, µ) dy ∇Φ2(s2, t2, µ) dµ

∣
∣
∣
∣
∞

≤
∣
∣
∣
∣

∫ t2

t1

∇
∫

Ω
∇G(Φ2(s1, t1, µ), y)ρ(y, µ) dy ∇Φ2(s1, t1, µ) dµ

∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ t

t1

[

∇
∫

Ω
∇G(Φ2(s1, t1, µ), y)ρ(y, µ) dy −∇

∫

Ω
∇G(Φ2(s2, t2, µ), y)ρ(y, µ) dy

]

∇Φ2 dµ

∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ t

t1

∇
∫

Ω
∇G(Φ2(s1, t1, µ), y)ρ(y, µ) dy [∇Φ2(s1, t1, µ)−∇Φ2(s2, t2, µ)] dµ

∣
∣
∣
∣
∞

≤ |t1 − t2| sup
0≤t≤T

∣
∣
∣
∣
∇
∫

Ω
∇G(Φ2(s1, t1, t), y)ρ(y, t) dy

∣
∣
∣
∣
∞

sup
0≤t≤T

|∇Φ2(s1, t1, t)|∞

+

∫ t

0

∣
∣
∣
∣
∇
∫

Ω
∇G(Φ2(s1, t1, µ), y)ρ(y, µ) dy −∇

∫

Ω
∇G(Φ2(s2, t2, µ), y)ρ(y, µ) dy

∣
∣
∣
∣
∞

|∇Φ2 |∞ dµ

+

∫ t

0

∣
∣
∣
∣
∇
∫

Ω
∇G(Φ2(s1, t1, µ), y)ρ(y, µ) dy

∣
∣
∣
∣
∞

|∇Φ2(s1, t1, µ)−∇Φ2(s2, t2, µ)|∞ dµ

≤ |t1 − t2|McS(Ω, α)‖ρ(t)‖α,Ω + TMcS(Ω, α)‖ρ(t)‖α,Ω |Φ2(s1, t1, µ)− Φ2(s2, t2, µ)|α∞
+ TcS(Ω, α)‖ρ(t)‖α,Ω |∇Φ2(s1, t1, µ)−∇Φ2(s2, t2, µ)|∞

≤ |t1 − t2|McS(Ω, α)κρ(α) + TM1+αcS(Ω, α)κρ(α)|(s1, t1)− (s2, t2)|α∞
+ TcS(Ω, α)κρ(α)K|(s1, t1)− (s2, t2)|α∞ (4.82)

In the last step we used Theorem 2.15 to bound

|Φ2(s1, t1, t)− Φ2(s2, t2, t)|∞ ≤ M |(s1, t1)− (s2, t2)|α∞. It is allowed since Qt is a convex set.
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We bound the third term of (4.79) analogously by Lemma 4.15 and Lemma 4.34
∣
∣
∣
∣

∫ t

t1

∇E0(Φ2(s1, t1, µ))∇Φ2(s1, t1, µ) dµ−
∫ t

t2

∇E0(Φ2(s2, t2, µ))∇Φ2(s2, t2, µ) dµ

∣
∣
∣
∣
∞

≤
∣
∣
∣
∣

∫ t2

t1

∇E0(Φ2(s1, t1, µ))∇Φ2(s1, t1, µ) dµ

∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ t

t1

[∇E0(Φ2(s1, t1, µ))−∇E0(Φ2(s2, t2, µ))]∇Φ2(s1, t1, µ) dµ

∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ t

t1

∇E0(Φ2(s1, t1, µ)) [∇Φ2(s1, t1, µ)−∇Φ2(s2, t2, µ)] dµ

∣
∣
∣
∣
∞

≤ |t1 − t2|cS(Ω, α)M‖uA‖2,α;Γ + cS(Ω, α)Mt‖uA‖2,α;Γ|Φ2(s1, t1, µ)− Φ2(s2, t2, µ)|α∞
+ tcS(Ω, α)‖uA‖2,α;ΓK|(s1, t1)− (s2, t2)|α∞

≤ |t1 − t2|cS(Ω, α)M‖uA‖2,α;Γ + TcS(Ω, α)(M
1+α +K)‖uA‖2,α;Γ|(s1, t1)− (s2, t2)|α∞. (4.83)

Eventually, we get for the α-semi norm by (4.81), (4.82) and since T < 1 (4.83)

|∇Φ2(t)|α,Qt = sup
(s1,t1) 6=(s2,t2)∈Qt

|∇Φ2(s1, t1, t)−∇Φ2(s2, t2, t)|∞
|(s1, t1)− (s2, t2)|α∞

≤ |ϕ′|α,IΓ−
+ cmvcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) |s1 − s2|1−α + 2max

{
Mcρ, ‖ρ0‖20,Ω0

, ‖ρA‖20,Qt

}

+ sup
0≤t1,t2≤t

|t1 − t2|1−αMcS(Ω, α)κρ(α) + TM1+αcS(Ω, α)κρ(α) + TcS(Ω, α)κρ(α)K

+ sup
0≤t1,t2≤t

|t1 − t2|1−αcS(Ω, α)M‖uA‖2,α;Γ + TcS(Ω, α)(M
1+α +K)‖uA‖2,α;Γ

≤ |ϕ′|α,IΓ−
+ cmvcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)L1−α

Γ−
+ 2max

{
Mcρ, ‖ρ0‖20,Ω0

, ‖ρA‖20,Qt

}

+ T 1−αcS(Ω, α)(K +M +M1+α)(κρ(α) + ‖uA‖2,α;Γ).

Next we bound the α-norm of A(Φ) with respect to time.

Lemma 4.40. Let Ω be a bounded C2,α domain, ρ be as defined in (4.31) and uA ∈ C2,α(Γ).

Let Φ ∈ W (M,T,K, δ). Then we have for T < 1

a) for the operator A1

sup
x∈Ω0

‖A1(Φ)(x)‖α,[0,T ] + sup
x∈Ω0

‖∇xA1(Φ)(x)‖α,[0,T ]

≤ 1 + ‖x‖0,Ω0 + 2T 1−αMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) .

b) for the operator A2

sup
(s,tx)∈QT

‖A2(Φ)(s, tx)‖α,[tx,T ] + sup
(s,tx)∈QT

‖∇A2(Φ)(s, tx)‖α,[tx,T ]

≤ 1 + ‖ϕ‖0,IΓ−
+ c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,Qt}+ cS(Ω, α)‖uA‖2,α;Γ

+ 2T 1−α(M + 1)cS(α,Ω) (κρ(α) + ‖uA‖2,α;Γ)
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with κρ(α) defined in (4.60) and cS(Ω, α) defined in Lemma 4.15.

Proof. First, we note that by Lemma 4.34 follows ρ(·, t) ∈ Cα(Ω̄).

a) Recall that the C1,α;α(Ω, [0, T ]) norm is given by

‖A1(Φ)‖1,α,Ω;α,[0,T ]

= sup
0≤t≤T

‖A1(Φ)(x)‖1,α,Ω0 + sup
x∈Ω0

‖A1(Φ)(x)‖α,[0,T ] + sup
x∈Ω0

‖∇xA1(Φ)(x)‖α,[0,T ]. (4.84)

While the first term of (4.84) has been bounded in the previous Lemmas, we now have to deal

with the second and third term. As A(Φ) is continuous in space and time, the sup-norm is

interchangeable, i.e.

sup
x∈Ω0

sup
0≤t≤T

|A(Φ)(x, t)|∞ = sup
0≤t≤T

sup
x∈Ω0

|A(Φ)(x, t)|∞.

Lemmas 4.37a) and 4.38a) thus give

sup
x∈Ω0

sup
0≤t≤T

|A1(Φ)(x, t)|∞ + sup
x∈Ω0

sup
0≤t≤T

|∇A1(Φ)(x, t)|∞

≤ 1 + ‖x‖0,Ω0 + T (1 +M)cS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) . (4.85)

In the following, we will bound the α- semi norm in time. By Lemma 4.15, we get the pointwise

estimate for all x ∈ Ω0 and t1, t2 ∈ [0, T ]

|A1(Φ)(x, t1)−A1(Φ)(x, t2)|∞ =

∣
∣
∣
∣

∫ t2

t1

∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy + E0(Φ1(x, µ)) dµ

∣
∣
∣
∣
∞

≤ |t1 − t2| sup
0≤t≤T

∣
∣
∣
∣

∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy + E0(Φ1(x, µ))

∣
∣
∣
∣
∞

≤ |t1 − t2|cS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) .

It follows for the α- semi norm by Lemma 4.34

|A1(Φ)(x)|α,[0,T ] =
|A1(Φ)(x, t1)−A1(Φ)(x, t2)|∞

|t1 − t2|α
≤ |t1 − t2|1−αcS(Ω, α) sup

0≤t≤T
(‖ρ(t)‖α,Ω + ‖uA‖2,α;Γ)

≤ T 1−αcS(Ω, α) sup
0≤t≤T

(‖ρ(t)‖α,Ω + ‖uA‖2,α;Γ) . (4.86)

Analogously, we obtain for ∇A1(Φ) by Lemma 4.15

|∇A1(Φ)(x, t1)−∇A1(Φ)(x, t2)|∞

=

∣
∣
∣
∣

∫ t2

t1

∇
∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy∇Φ1(x, µ) +∇E0(Φ1(x, µ))∇Φ1(x, µ) dµ

∣
∣
∣
∣
∞

≤ |t1 − t2| sup
0≤t≤T

∣
∣
∣
∣
∇
∫

Ω
∇G(Φ1(x, t), y)ρ(y, µ) dy∇Φ1(x, t) +∇E0(Φ1(x, t))∇Φ1(x, t)

∣
∣
∣
∣
∞

≤ |t1 − t2|cS(Ω, α)M sup
0≤t≤T

(‖ρ(t)‖α,Ω + ‖uA‖2,α;Γ)
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and thus by Lemma 4.34

|∇A1(Φ)(x)|α,[0,T ] = sup
t1,t2∈[0,T ]

|∇A1(Φ)(x, t1)−∇A1(Φ)(x, t2)|∞
|t1 − t2|α

≤ sup
t1,t2∈[0,T ]

|t1 − t2|1−αcS(Ω, α)M sup
0≤t≤T

(‖ρ(t)‖α,Ω + ‖uA‖2,α;Γ)

≤ T 1−αMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) . (4.87)

Hence, we have with (4.85), (4.86), (4.87) and since T < 1

sup
x∈Ω0

‖A1(Φ)(x)‖α,[0,T ] + sup
x∈Ω0

‖∇xA1(Φ)(x)‖α,[0,T ]

≤ 1 + ‖x‖0,Ω0 + 2T 1−αMcS(Ω, α) (‖ρ(t)‖α,Ω + ‖uA‖2,α;Γ) .

b) Since A2(Φ) and ∇A2(Φ) are continuous with respect to space and time follows

sup
(s,tx)∈QT

sup
tx≤t≤T

|A2(Φ)(s, tx, t)| = sup
0≤t≤T

sup
(s,tx)∈Qt

|A2(Φ)(s, tx, t)| .

Due to Lemmas 4.37b) and 4.38b), we get

sup
(s,tx)∈QT

sup
tx≤t≤T

|A2(Φ)(s, tx, t)|+ sup
(s,tx)∈QT

sup
tx≤t≤T

|∇A2(Φ)(s, tx, t)|

= sup
0≤t≤T

sup
Qt

|A2(Φ)(s, tx, t)|+ sup
0≤t≤T

sup
Qt

|∇A2(Φ)(s, tx, t)|

≤ 1 + ‖ϕ‖0,IΓ−
+ c(diam(Ω))max {‖ρ0‖0,Ω0 , |ρA|0,QT

}+ cS(Ω, α)‖uA‖2,α;Γ
+ T (M + 1)c(α,Ω) (κρ(α) + ‖uA‖2,α;Γ) . (4.88)

To obtain the α-Hölder norm, we first find the following pointwise estimate for all (s, tx) ∈ QT

and t1, t2 ∈ [tx, T ]. By Lemma 4.15 and Lemma 4.34 follows

|A2(Φ)(s, tx, t1)−A2(Φ)(s, tx, t2)|∞

=

∣
∣
∣
∣

∫ t2

t1

∫

Ω
∇G(Φ2(s, tx, µ), y)ρ(y, µ) dy + E0(Φ2(s, tx, µ)) dµ

∣
∣
∣
∣
∞

≤ |t1 − t2| sup
tx≤t≤T

∣
∣
∣
∣

∫

Ω
∇G(Φ2(s, tx, t), y)ρ(y, t) dy + E0(Φ2(s, tx, t))

∣
∣
∣
∣
∞

≤ |t1 − t2|cS(Ω, α) sup
tx≤t≤T

(‖ρ(t)‖α,Ω + ‖uA‖2,α;Γ) .

We obtain for the Hölder norm by Lemma 4.34

|A2(Φ)(s, tx)|α,[0,T ] ≤ sup
tx≤t1,t2≤T

|t1 − t2|1−αcS(Ω, α) sup
tx≤t≤T

(‖ρ(t)‖α,Ω + ‖uA‖2,α;Γ)

≤ T 1−αcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) . (4.89)
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Analogously, we obtain for ∇A2 for all (s, tx) ∈ QT and t1, t2 ∈ [tx, T ]

|∇A2(Φ)(s, tx, t1)−∇A2(Φ)(s, tx, t2)|∞

=

∣
∣
∣
∣

∫ t2

t1

[

∇
∫

Ω
∇G(Φ2(s, tx, µ), y)ρ(y, µ) dy + E0(Φ2(s, tx, µ)

]

∇Φ2(y, µ) dµ

∣
∣
∣
∣
∞

≤ |t1 − t2| sup
tx≤t≤T

∣
∣
∣
∣
∇
∫

Ω
∇G(Φ2(s, tx, t), y)ρ(y, t) dy

∣
∣
∣
∣
∞

sup
tx≤t≤T

|∇Φ2(s, tx, t)|∞

+ |t1 − t2| |E0(Φ2(s, tx, t))|∞ |∇Φ2(s, tx, t)|∞
≤ |t1 − t2|cS(Ω, α)M sup

tx≤t≤T
(‖ρ(t)‖α,Ω + ‖uA‖2,α;Γ) .

We obtain for the Hölder norm by Lemma 4.34

|∇A2(Φ)(s, tx)|α,[0,T ] ≤ sup
tx≤t1,t2≤T

|t1 − t2|1−αMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)

≤ T 1−αMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ) . (4.90)

Conclusively, we obtain by (4.88), (4.89) and (4.90) and since T < 1

sup
(s,tx)∈QT

‖A2(Φ)(s, tx)‖α,[tx,T ] + sup
(s,tx)∈QT

‖∇A2(Φ)(s, tx)‖α,[tx,T ]

≤ 1 + |ϕ|0,QT
+ c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,Qt}+ cS(Ω, α)‖uA‖2,α;Γ

+ 2T 1−α(M + 1)c(α,Ω) (κρ(α) + ‖uA‖2,α;Γ) .

We proceed to check the last restrictions in W1(M,T ) and W2(M,T,K, δ) that are connected

to the invertibility of A1(Φ)(x, t) and A2(Φ)(s, tx, t) with respect to the space variable.

Lemma 4.41. Let Ω be a C2,α, ρ be defined in (4.31), uA ∈ C2,α(Γ) and let Φ ∈ W (M,T,K, δ)

and max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
} ≤ δ

c(diam(Ω)) . Then we have for (s, tx) ∈ QT

∣
∣
∣
∣
∣
∂txA2(Φ)(s, tx, t = tx) ·

(

−ϕ′
2(s)

ϕ′
1(s)

)∣
∣
∣
∣
∣
≥ δ.

Moreover, the matrix DA(s, tx) defined in (4.40) is invertible for every (s, tx) ∈ QT .

Proof. First we note that by Lemma 4.34 follows ρ(·, t) ∈ Cα(Ω̄). We get by Lemma 4.22

∂txA2(Φ)(s, tx, t = tx) =

∫

Ω
∇G(ϕ(s), y)ρ(y, tx) dy + E0(ϕ(s)).

With the inverse triangle inequality follows
∣
∣
∣∂txA2(Φ)(s, tx, t = tx) ·

(
−ϕ′

2(s), ϕ
′
1(s)

)T
∣
∣
∣

=

∣
∣
∣
∣

∫

Ω
∇G(ϕ(s), y)ρ(y, tx) dy · ϕ′(s)⊥ + E0(ϕ(s)) · ϕ′(s)⊥

∣
∣
∣
∣

≥
∣
∣
∣E0(ϕ(s)) · ϕ′(s)⊥

∣
∣
∣
∞

−
∣
∣
∣
∣

∫

Ω
∇G(ϕ(s), y)ρ(y, tx) dy · ϕ′(s)⊥

∣
∣
∣
∣
. (4.91)
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The assumptions on E0 given in Definition 4.23 yield
∣
∣
∣E0(ϕ(s)) · ϕ′(s)⊥

∣
∣
∣ ≥ 2δ.

Due to the arc length parametrization of ϕ and the equivalence of the maximums and euclidean

norm follows that |ϕ′(s)|∞ ≤ ‖ϕ′(s)‖2 = 1. Hence, we get for (4.91) with Lemma 4.16 and the

sup-norm estimate of ρ in Lemma 4.34
∣
∣
∣E0(ϕ(s)) · ϕ′(s)⊥

∣
∣
∣−
∣
∣
∣
∣

∫

Ω
∇G(ϕ(s), y)ρ(y, tx) dy · ϕ′(s)⊥

∣
∣
∣
∣

≥ 2δ − c(diam(Ω)) sup
0≤t≤T

‖ρ(t)‖0,Ω|ϕ′(s)⊥|∞

≥ 2δ − c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
} .

As max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
} ≤ δ

c(diam(Ω)) , we eventually obtain

∣
∣
∣
∣
∣
∂txA2(Φ)(s, tx, t = tx) ·

(

−ϕ′
2(s)

ϕ′
1(s)

)∣
∣
∣
∣
∣
≥ δ.

So far, we showed that | detDA(s, tx)| ≥ δ > 0 for every (s, tx) ∈ QT . It follows that the matrix

DA(s, tx) is invertible for every (s, tx) ∈ QT . (See Lemma 4.28).

Lemma 4.42. Let Ω be a C2,α domain, ρ be defined in (4.31), uA ∈ C2,α(Γ) and

Φ ∈ W (M,T,K, δ). Then we have

a) for the operator A1

sup
0≤t≤T

‖I −∇A1(Φ)(t)‖0,Ω0 ≤ TcS(α,Ω)M (κρ(α) + ‖uA‖2,α;Γ) ,

b) and for the operator A2

sup
0≤t≤T

‖DA −∇A2(Φ)(t)‖0,Qt ≤ TcS(α,Ω)M (κρ(α) + ‖uA‖2,α;Γ)

with DA(s, tx) defined in (4.43), κρ(α) in (4.60) and cS(Ω, α) in Lemma 4.15.

Proof. First, we have by Lemma 4.34 that ρ(·, t) ∈ Cα(Ω̄).

a) By Lemma 4.22a) and Lemma 4.38a), we have

‖I −∇A1(Φ)(t)‖0,Ω0

= sup
x∈Ω0

∣
∣
∣
∣

∫ t

0
∇
∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy∇Φ1(x, µ) + E0(Φ1(x, µ))∇Φ1(x, µ) dµ

∣
∣
∣
∣
∞

≤ TMcS(α,Ω) (κρ(α) + ‖uA‖2,α;Γ) .

b) By Lemma 4.22b) and Lemma 4.38b), we have

‖DA −∇A2(Φ)(t)‖0,Qt

= sup
(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

∇
∫

Ω
∇G(Φ2(s, tx, µ), y)ρ(y, µ) dy∇Φ2(s, tx, µ) + E0(Φ2(s, tx, µ))∇Φ2(s, tx, µ) dµ

∣
∣
∣
∣
∞

≤ TMcS(α,Ω) (κρ(α) + ‖uA‖2,α;Γ) .
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We can now obtain the main result of this section. We show that A is a selfmap on the set

W (M,T,K, δ).

Theorem 4.43. Let Ω be a C2,α domain with 0 < α < 1, ρ be defined in (4.31), uA ∈ C2,α(Γ)

and Φ ∈ W (M,T,K, δ) with

T = min

{(
1

(3M + cαmvM
1+α +K + 3)cS(Ω, α)(κρ(α) + ‖uA‖2,α;Γ)

)α

,
1

2cS(α,Ω)M (κρ(α) + ‖uA‖2,α;Γ)
,

δ

4McS(α,Ω)M (κρ(α) + ‖uA‖2,α;Γ)
,

d

cS(Ω, α)(κρ(α) + ‖uA‖2,α;Γ)
, TE0

}

,

K = |ϕ′|α,IΓ−
+ cmvcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)L1−α

Γ−
+ 2max

{
Mcρ, ‖ρ0‖20,Ω0

, ‖ρA‖20,Qt

}
+ 1,

M = 3 + 2‖x‖0,Ω0 + 2δ + 2cS(Ω, α)‖uA‖2,α;Γ.

with TE0 defined in Lemma 4.31, cρ defined in (4.59), κρ(α) defined in (4.60) and cS(Ω, α)

defined in Lemma 4.15 and d := dist(Γ+,Ω0). Further, let

max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
} ≤ δ

c(diamΩ)
.

Then the operator A defines a selfmap on the set W (M,T,K, δ), i.e.

A : W (M,T,K, δ) → W (M,T,K, δ).

Proof. First, we prove that the interface condition is fulfilled by A1(Φ)(x, t) and A2(Φ)(s, tx, t).

Choose x0 and (s0, 0) with x0 = ϕ(s0). Then we obtain Φ1(x0, t) = Φ2(s0, 0, t) since Φ1,Φ2 ∈
W (M,T,K, δ). Hence,

A1(Φ)(x0, t) = x0 −
∫ t

0

∫

Ω
∇G(Φ1(x0, µ), y)ρ(y, µ) dy − E0(Φ1(x0, µ)) dµ

= ϕ(s0)−
∫ t

0

∫

Ω
∇G(Φ2(s0, 0, µ), y)ρ(y, µ) dy − E0(Φ2(s0, 0, µ)) dµ

= A2(Φ)(s0, 0, t).

The inflow condition is fulfilled by A1(Φ) since for x ∈ Ω0 holds

A1(Φ)(x, 0) = x. (4.92)

The question is whether A1(Φ) maps the initial domain into Ω for every t ∈ [0, T ]. It is not

excluded that A1(Φ) might map a point into the convex domain Ω−. We therefore use now the

interface condition and A2(Φ) to show that A1(Φ) expands into Ω.

A2(Φ) is a streamline with streamline parameter t. The direction of the field is thus given by

the derivative with respect to t. Hence,

d

dt
A2(Φ)(s, tx, t) = −

∫

Ω
∇G(Φ2(s, tx, t), y)ρ(y, t) dy + E0(Φ2(s, tx, t)).
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The flow direction for every inflowing point is thus given for t = tx by (using the inflow condition

for Φ2 ∈ W2(M,T,K, δ))

d

dt
A2(Φ)(s, tx, tx) = −

∫

Ω
∇G(Φ2(s, tx, tx), y)ρ(y, t) dy + E0(Φ2(s, tx, tx))

= −
∫

Ω
∇G(ϕ(s), y)ρ(y, t) dy + E0(ϕ(s))

We now show that with max {‖ρ0‖0,Ω, ‖ρA‖0,Qt} ≤ δ
c(diam(Ω)) , it is determined by E0 whether Γ−

is the inflow or outflow boundary. By Definition 4.23, Lemma 4.16 and the sup-norm estimate

of Lemma 4.34 follows for every (s, tx) ∈ Qt

∣
∣
∣
∣
ϕ⊥(s) ·

(∫

Ω
∇G(ϕ(s), y)ρ(y, tx) dy + E0(ϕ(s))

)∣
∣
∣
∣

≥
∣
∣
∣ϕ⊥(s) · E0(ϕ(s)))

∣
∣
∣−
∣
∣
∣
∣
ϕ⊥(s) ·

∫

Ω
∇G(ϕ(s), y)ρ(y, tx) dy

∣
∣
∣
∣

≥ 2δ −
∣
∣
∣ϕ⊥(s)

∣
∣
∣

∣
∣
∣
∣

∫

Ω
∇G(ϕ(s), y)ρ(y, tx) dy

∣
∣
∣
∣

≥ 2δ − c(diamΩ)‖ρ(tx)‖0,Ω
≥ 2δ − c(diamΩ)max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT

}
≥ 2δ − δ = δ > 0.

Thus Γ− is the inflow boundary with respect to d
dtA2(Φ(s, tx, tx) for every (s, tx) ∈ Qt. As

A1(Φ) and A2(Φ) fulfil the interface condition, it is only possible for A1(Φ) to expand into

Ω. It is left to determine an upper bound for T for which A1(Φ) maps into Ω. Let therefore

d := dist(Γ+,Ω0). Then we have for every z ∈ Γ+ and x ∈ Ω0 with alike computations to

Lemma 4.37 and T ≤ d
2cS(Ω,α)(κρ(α)+‖uA‖2,α;Γ)

|z −A1(Φ)(x, t)|∞ =

∣
∣
∣
∣
z − x+

∫ t

0

∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy − E0(Φ1(x, µ)) dµ

∣
∣
∣
∣
∞

≥ |z − x|∞ −
∣
∣
∣
∣

∫ t

0

∫

Ω
∇G(Φ1(x, µ), y)ρ(y, µ) dy − E0(Φ1(x, µ)) dµ

∣
∣
∣
∣
∞

≥ |z − x|∞ − TcS(Ω, α)(κρ(α) + ‖uA‖2,α;Γ)

≥ d− TcS(Ω, α)(κρ(α) + ‖uA‖2,α;Γ) ≥
d

2
.

Thus the image of A1(Φ) is a subset of Ω and Φ : Σt → Ω.

Next, we collect the results of the previous Lemmas with the goal of determining the constants

M , T and K such that A(Φ) ∈ W (M,T,K, δ). We obtain with Lemmas 4.37a), 4.38a), 4.39a)
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and 4.40a) and since T < 1

‖A1(Φ)‖1,α,Ω;α,[0,T ] ≤ ‖x‖0,Ω0 + TcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)
+ 1 + TMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)
+ 2cαmvTcS(Ω, α)M

1+α (κρ(α) + ‖uA‖2,α;Γ)
+ 1 + ‖x‖Ω0 + 2T 1−αMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)

≤ 2 + 2‖x‖0,Ω0 + T 1−αcS(Ω, α)
(
2cαmvM

1+α + 3M + 1
)
(κρ(α) + ‖uA‖2,α;Γ) . (4.93)

We obtain for the operator A2 with Lemmas 4.37b), 4.38b) and 4.40b)

‖A2(Φ)‖1,Qt;α,[0,T ] ≤ ‖ϕ‖0,IΓ−
+ TcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)

+ 1 + c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
}+ cS(Ω, α)‖uA‖2,α;Γ

+ TMcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)
+ 1 + ‖ϕ‖0,IΓ−

+ c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
}

+ cS(Ω, α)‖uA‖2,α;Γ + 2T 1−α(M + 1)c(α,Ω) (κρ(α) + ‖uA‖2,α;Γ)
≤ 2 + 2‖ϕ‖0,IΓ−

+ 2c(diam(Ω))max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
}

+ 2cS(Ω, α)‖uA‖2,α;Γ + T 1−αcS(Ω, α)(3M + 3)(κρ(α) + ‖uA‖2,α;Γ). (4.94)

For the Hölder constant in space of ∇A2(Φ), we get with 4.39b)

sup
0≤t≤T

|A2(Φ)(t)|α,Qt

≤ |ϕ′|α,IΓ−
+ cmvcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)L1−α

Γ−
+max

{
Mcρ, ‖ρ0‖20,Ω0

, ‖ρA‖20,Qt

}

+ T 1−αcS(Ω, α)(K +M +M1+α)(κρ(α) + ‖uA‖2,α;Γ) (4.95)

For the invertibility condition, we obtain with Lemma 4.42a)

sup
0≤t≤T

‖I −∇A1(Φ)(t)‖0,Ω0 ≤ TcS(α,Ω)M (κρ(α) + ‖uA‖2,α;Γ) .

and with Lemma 4.42b) for the function A2(Φ)

sup
0≤t≤T

‖DA −∇A2(Φ)(t)‖0,Qt ≤ TcS(α,Ω)M (κρ(α) + ‖uA‖2,α;Γ)

Choice of T,M,K: Set

T = min

{(
1

(3M + cαmvM
1+α +K + 3)cS(Ω, α)(κρ(α) + ‖uA‖2,α;Γ)

)α

,
1

2cS(α,Ω)M (κρ(α) + ‖uA‖2,α;Γ)
,

δ

4McS(α,Ω)M (κρ(α) + ‖uA‖2,α;Γ))
,

d

cS(Ω, α)(κρ(α) + ‖uA‖2,α;Γ
, TE0

}

K = |ϕ′|α,IΓ−
+ cmvcS(Ω, α) (κρ(α) + ‖uA‖2,α;Γ)L1−α

Γ−
+ 2max

{
Mcρ, ‖ρ0‖20,Ω0

, ‖ρA‖20,Qt

}
+ 1,

M = 3 + 2‖x‖0,Ω0 + 2δ + 2cS(Ω, α)‖uA‖2,α;Γ.
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with TE0 defined in Lemma 4.31. Hence,

‖A1(Φ)‖1,α,Ω0;α,[0,T ] ≤ M

‖A2(Φ)‖1,Qt;α,[0,T ] ≤ M

sup
0≤t≤T

‖A2(Φ)(t)‖α,Qt ≤ K

sup
0≤t≤T

‖DA −∇A2(Φ)(t)‖0,Qt ≤
δ

4M

sup
0≤t≤T

‖I −∇A1(Φ)(t)‖0,Ω0 ≤ 1

2

Furthermore, since max {‖ρ0‖0,Ω0 , ‖ρA‖0,QT
} ≤ δ

c(diam(Ω)) , we obtain by Lemma 4.41
∣
∣
∣∂txA2(Φ)(s, tx, t = tx) · ϕ′(s)⊥

∣
∣
∣ ≥ δ.

Conclusively, A : W (M,T,K, δ) → W (M,T,K, δ).

4.7 Continuity of A

Unfortunately, the operator A is not a contraction in C1,α,α(Ω̄, [0, T ]). Instead, we will prove in

this section that A is a contraction in the sup-norm. Due to the derivation of A, we will need to

estimate the distance of ρ defined by two distinct streamline functions. We encounter the same

technical difficulties as in section 4.5 caused by the lack of convexity of Ω and the piecewise

definition of Φ. We therefore first focus on a bound for ‖ρ(t)− ρ̃(t)‖0,Ω, where ρ and ρ̃ are given

by (4.31) for two streamline functions Φ, Φ̃ ∈ W (M,T,K, δ).

Lemma 4.44. Let Ω be a C2,α domain and Φ, Φ̃ ∈ W (M,T,K, δ) and ρ, ρ̃ defined by (4.31).

Then we have for t ∈ [0, T ]

‖ρ(t)− ρ̃(t)‖0,Ω
≤ max

{
cρ,MLρ0 ,M(LρA + ‖ρA‖20,QT

)
}(

‖Φ̃1(t)− Φ1(t)‖0,Ω0 + ‖Φ̃2(t)− Φ2(t)‖0,Qt

)

with cρ defined in Lemma 4.34 and Lρ0 , LρA being the Lipschitz constants of ρ0 and ρA.

Proof. We conduct a case analysis in y ∈ Ω. We denote the outer boundary part of Ω1
t by Γ1

t .

The interface is denoted as ΓIF
t . Analogously, we denote the outer boundary part of Ω̃1

t by Γ̃1
t

and the interface by Γ̃IF
t .

Case 1: y ∈ Ω1
t ∩ Ω̃1

t .

Since y ∈ Ω̃1
t , the mapping z = Φ1(Φ̃

−1
1 (y, t), t) ∈ Ω1

t is well-defined. The line segment −→yz is not

necessarily contained in Ω1
t . Choose the point of intersection a1 with any boundary such that

−→a1z ⊂ Ω1
t . By the triangle inequality

|ρ(y, t)− ρ̃(y, t)| = |ρ(y, t)− ρ(a1, t) + ρ(a1, t)− ρ̃(y, t)|
≤ |ρ(y, t)− ρ(a1, t)|+ |ρ(a1, t)− ρ̃(y, t)| . (4.96)
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Since y and a1 are two points in Ω, the first term is bounded with Lemma 4.34

|ρ(y, t)− ρ(a1, t)| ≤ cρ|y − a1|∞. (4.97)

For the last term, we use the Lipschitz continuity of ρ0. By (4.31) follows,

|ρ(a1, t)− ρ̃(y, t)| =
∣
∣
∣
∣
∣

ρ0(Φ
−1
1 (a1, t))

1 + tρ0(Φ
−1
1 (a1, t))

− ρ0(Φ̃
−1
1 (y, t))

1 + tρ0(Φ̃
−1
1 (y, t))

∣
∣
∣
∣
∣

(4.98)

=

∣
∣
∣
∣
∣
∣

ρ0(Φ
−1
1 (a1, t))− ρ0(Φ̃

−1
1 (y, t))

(
1 + tρ0(Φ

−1
1 (a1, t))

) (

1 + tρ0(Φ̃
−1
1 (y, t))

)

∣
∣
∣
∣
∣
∣

≤
∣
∣
∣ρ0(Φ

−1
1 (a1, t))− ρ0(Φ̃

−1
1 (y, t))

∣
∣
∣

≤ Lρ0

∣
∣
∣Φ−1

1 (a1, t)− Φ̃−1
1 (y, t)

∣
∣
∣
∞
.

We will now use the identity Φ̃−1
1 (y, t) = Φ−1

1 (Φ1(Φ̃
−1
1 (y, t))) which is valid as the domain of

definition is the same for Φ1(x, t) and Φ̃1(x, t). Further follows for the line segment−−−−−−−−−→
a1Φ1(Φ̃

−1
1 (y)) = −→a1z ⊂ Ω1

t due to the choice of a1. Thus we obtain with Theorem 2.15

Lρ0

∣
∣
∣Φ−1

1 (a1, t)− Φ̃−1
1 (y, t)

∣
∣
∣
∞

= Lρ0

∣
∣
∣Φ−1

1 (a1, t)− Φ−1
1 (Φ1(Φ̃

−1
1 (y, t)))

∣
∣
∣
∞

≤ Lρ0 |Φ̃−1
1 (a1, t)− Φ−1

1 (z, t)|∞
≤ Lρ0‖∇Φ−1

1 (t)‖0,Ω1
t
|a1 − Φ1(Φ̃

−1
1 (y, t), t)|∞. (4.99)

We will use the following ideas: Since the line segments −→ya1 and −→a1z are a disjoint decomposition

of −→yz follows |y − a1|∞ + |a1 − z|∞ = |y − z|∞. Further since y ∈ Ω̃1
t , we use the identity

y = Φ̃1(Φ̃
−1
1 (y, t), t). We then get for (4.96) by (4.97) and (4.99)

|ρ(y, t)− ρ̃(y, t)| ≤ |ρ(y, t)− ρ(a1, t)|+ |ρ(a1, t)− ρ̃(y, t)|∞
≤ max

{

cρ, Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t

}(

|y − a1|∞ + |a1 − Φ1(Φ̃
−1
1 (y, t), t)|∞

)

≤ max
{

cρ, Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t

}(

|y − Φ1(Φ̃
−1
1 (y, t), t)|∞

)

≤ max {cρ, Lρ0M} |Φ̃1(Φ̃
−1
1 (t), t)− Φ1(Φ̃

−1
1 (t), t)|0,Ω1

t∩Ω̃
1
t

≤ max {cρ, Lρ0M} |Φ̃1(t)− Φ1(t)|0,Ω0 .

The last step followed as Φ1 and Φ̃1 had the same argument.

Case 2: y ∈ Ω2
t ∩ Ω̃2

t

The idea is the same as in case 1. Let z := Φ2(Φ̃
−1
2 (y, t), t) ∈ Ω2

t . If the line segment −→zy intersects

a boundary, then choose the intersection point a1 such that −→za1 ⊂ Ω2
t . Then follows pointwise

by the triangle inequality

|ρ(y, t)− ρ̃(y, t)| = |ρ(y, t)− ρ(a1, t) + ρ(a1, t)− ρ̃(y, t)|
≤ |ρ(y, t)− ρ(a1, t)|+ |ρ(a1, t)− ρ̃(y, t)| . (4.100)
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Since y and a1 are two points in Ω, the first term is bounded with Lemma 4.34

|ρ(y, t)− ρ(a1, t)| ≤ cρ|y − a1|∞. (4.101)

For the second term of (4.100), we use the Lipschitz continuity of ρA. We obtain by (4.31) and

with the same computations as in the proof of Lemma 4.33b)

|ρ(a1, t)− ρ̃(y, t)| =
∣
∣
∣
∣
∣

ρA(Φ
−1
2 (a1, t))

1 + (t− [Φ−1
2 (a1)]2)ρA(Φ

−1
2 (a1, t))

− ρA(Φ̃
−1
2 (y, t))

1 + (t− [Φ̃−1
2 (y)]2)ρA(Φ̃

−1
2 (y, t))

∣
∣
∣
∣
∣

≤ (LρA + ‖ρA‖20,Qt
)
∣
∣
∣Φ−1

2 (a1, t)− Φ̃−1
2 (y, t)

∣
∣
∣
∞
.

The identity Φ−1
2 (Φ2(Φ̃

−1
2 (y, t), t), t) = Φ−1

2 (z, t) is well defined, as Φ2 and Φ̃2 have the same

domain of definition. Further we know due to the choice of a1 that −→a1y ⊂ Ω2
t . We get for the

previous term with Theorem 2.15

(LρA + ‖ρA‖20,Qt
)
∣
∣
∣Φ−1

2 (a1, t)− Φ̃−1
2 (y, t)

∣
∣
∣
∞

= (LρA + ‖ρA‖20,Qt
)
∣
∣
∣Φ−1

2 (a1, t)− Φ−1
2 (Φ2(Φ̃

−1
2 (y, t), t), t)

∣
∣
∣
∞

≤ (LρA + ‖ρA‖20,Qt
)‖∇Φ−1

2 (t)‖0,Ω|a1 − Φ2(Φ̃
−1
2 (y, t), t)|∞. (4.102)

Since y ∈ Ω̃2
t , we use the identity y = Φ̃2(Φ̃

−1
2 (y, t), t) and get for (4.100) by (4.101) and (4.102)

|ρ(y, t)− ρ̃(y, t)|
≤ max

{

cρ, (LρA + ‖ρA‖20,Qt
)‖∇Φ−1

2 (t)‖0,Ω2
t

}(

|y − a1|∞ + |a1 − Φ2(Φ̃
−1
2 (y, t), t)|∞

)

≤ max
{

cρ, (LρA + ‖ρA‖20,Qt
)‖∇Φ−1

2 (t)‖0,Ω2
t

}

|y − Φ2(Φ̃
−1
2 (y, t), t)|∞

≤ max
{

cρ, (LρA + ‖ρA‖20,Qt
)‖∇Φ−1

2 (t)‖0,Ω2
t

}

|Φ̃2(Φ̃
−1
2 (y, t), t)− Φ2(Φ̃

−1
2 (y, t), t)|∞

≤ max
{
cρ, (LρA + ‖ρA‖20,Qt

)M
}
‖Φ̃2(t)− Φ2(t)‖0,Ω0 .

Case 3: y ∈ Ω2
t ∩ Ω̃1

t

The mapping z = Φ1(Φ̃
−1
1 (y, t), t) ∈ Ω1

t is well defined as Φ1 and Φ̃1 have the same domain of

definition Ω0. The line segment −→zy intersects the boundary Γ1
t at least once. Choose the point

of intersection a1 such that −→a1z ⊂ Ω1
t . Using the triangle inequality we get

|ρ(y, t)− ρ̃(y, t)| = |ρ(y, t)− ρ(a1, t) + ρ(a1, t)− ρ̃(y, t)|
≤ |ρ(y, t)− ρ(a1, t)|+ |ρ(a1, t)− ρ̃(y, t)| . (4.103)

The first term of (4.103) is bounded by Lemma 4.34

|ρ(y, t)− ρ(a1, t)| ≤ cρ|y − a1|∞. (4.104)

For the second term of (4.103), we conduct analogous computations to case 1.

|ρ(a1, t)− ρ̃(y, t)| =
∣
∣
∣
∣
∣

ρ0(Φ
−1
1 (a1, t))

1 + tρ0(Φ
−1
1 (a1, t))

− ρ0(Φ̃
−1
1 (y, t))

1 + tρ0(Φ̃
−1
1 (y, t))

∣
∣
∣
∣
∣

≤ Lρ0

∣
∣
∣Φ−1

1 (a1, t)− Φ̃−1
1 (y, t)

∣
∣
∣
∞
.
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The identity Φ̃−1
1 (y, t) = Φ−1

1 (Φ1(Φ̃
−1
1 (y, t))) is valid as both Φ1 and Φ̃1 are defined on Ω0.

Further, the line segment
−−−−−−−−−→
a1Φ1(Φ̃

−1
1 (y)) = −→a1z ⊂ Ω1

t due to the choice of a1. Thus follows with

Theorem 2.15

Lρ0

∣
∣
∣Φ−1

1 (a1, t)− Φ̃−1
1 (y, t)

∣
∣
∣ = Lρ0

∣
∣
∣Φ−1

1 (a1, t)− Φ−1
1 (Φ1(Φ̃

−1
1 (y, t), t), t)

∣
∣
∣
∞

≤ Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t
|a1 − Φ1(Φ̃

−1
1 (y, t), t)|∞. (4.105)

Summing up, we get with the identity y = Φ̃1(Φ̃
−1
1 (y, t), t) for (4.103) by (4.104) and (4.105)

|ρ(y, t)− ρ̃(y, t)| ≤ |ρ(y, t)− ρ(a1, t)|+ |ρ(a1, t)− ρ̃(y, t)|∞
≤ max

{

cρ, Lρ0‖∇Φ−1
1 (t)‖0,Ω1

t

}(

|y − a1|∞ + |a1 − Φ1(Φ̃
−1
1 (y, t), t)|∞

)

≤ max
{

cρ, Lρ0 |∇Φ−1
1 (t)|0,Ω1

t

}(

|y − Φ1(Φ̃
−1
1 (y, t), t)|∞

)

≤ max {cρ, Lρ0M} |Φ̃1(Φ̃
−1
1 (y, t), t)− Φ1(Φ̃

−1
1 (y, t), t)|∞

≤ max {cρ, Lρ0M} ‖Φ̃1(t)− Φ1(t)‖0,Ω0 .

Case 4 y ∈ Ω1
t ∩ Ω̃2

t

The computations are analogous to case 3 and are therefore omitted. It results

|ρ(y, t)− ρ̃(y, t)| ≤ max {cρ, Lρ0M} ‖Φ̃1(t)− Φ1(t)‖0,Ω0 .

Case 5 y ∈ Ω̃1
t ∩ Ω\Ωt

Denote z = Φ1(Φ̃
−1
1 (y, t), t) ∈ Ω1

t . The line segment −→zy intersects the boundary of Γ1
t at least

once. Choose the point of intersection a1 such that −→za1 ⊂ Ω1
t . As a1 ∈ Γ1

t and by (4.31), we

have ρ(a1, t) = 0. We can thus add ρ(a1, t) without changing the value of the term.

|ρ(y, t)− ρ̃(y, t)| ≤ |0− ρ̃(y, t)|
= |ρ(a1, t)− ρ̃(y, t)| .

This is the setting of case 1 starting from step (4.98). We obtain

|ρ(a1, t)− ρ̃(y, t)| ≤ Lρ0M‖Φ1(t)− Φ̃1(t)‖0,Ω0 .

Case 6: y ∈ Ω̃2
t ∩ Ω\Ωt, y ∈ Ω1

t ∩ Ω\Ω̃t, y ∈ Ω2
t ∩ Ω\Ω̃t

These three cases are analogous to case 5 and are therefore omitted.

Summing up all six cases, we get

‖ρ(t)− ρ̃(t)‖0,Ω
≤ max

{
cρ,MLρ0 ,M(LρA + ‖ρA‖20,QT

)
}(

‖Φ1(t)− Φ̃1(t)‖0,Ω0 + ‖Φ2(t)− Φ̃2(t)‖0,Qt

)

.

The next Lemma shows the continuity of A in the C0(Σt)-norm. The Lipschitz constant depends

on the time T . For small T , A is thus a contraction.
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Lemma 4.45. Let Ω be a C2,α domain, ρ be defined by (4.31) and uA ∈ C2,α(Γ). It follows for

Φ, Φ̃ ∈ W (M,T,K, δ)

sup
0≤t≤T

‖A(Φ)(t)−A(Φ̃)(t)‖0,Σt ≤ TcL sup
0≤t≤T

(

‖Φ̃1(t)− Φ1(t)‖0,Ω0 + ‖Φ̃2(t)− Φ2(t)‖0,Qt

)

with

cL = max
{

cmvcS(Ω, α)(κρ(α) + ‖uA‖2,α,Γ), cρ,MLρ0 ,M(LρA + ‖ρA‖20,Qt
)
}

with cρ and κρ(α) defined in Lemma 4.34 and cS(Ω, α) defined in Lemma 4.15 and Lρ0 , LρA

being the Lipschitz constants for ρ0 and ρA.

Proof. First, we note that by Lemma 4.34 follows ρ(·, t) ∈ Cα(Ω̄).

The norm is given due to the definition of the product space as

‖A(Φ)(t)−A(Φ̃)(t)‖0,Σt = ‖A1(Φ)(t)−A1(Φ̃)(t)‖0,Ω0 + ‖A2(Φ)(t)−A2(Φ̃)(t)‖0,Qt .

We will demonstrate the computations for A2(Φ). We have by rearranging terms

‖A2(Φ)(t)−A2(Φ̃)(t)‖0,Qt

= sup
(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

∫

Ω
∇G(Φ2(s, tx, µ), y)ρ(y, µ) dy −

∫

Ω
∇G(Φ̃2(s, tx, µ), y)ρ̃(y, µ) dy dµ

∣
∣
∣
∣
∞

+ sup
(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

E0(Φ2(s, tx, µ))− E0(Φ̃2(s, tx, µ)) dµ

∣
∣
∣
∣
∞

≤ sup
(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

∫

Ω
∇G(Φ2(s, tx, µ), y)ρ(y, µ) dy −

∫

Ω
∇G(Φ̃2(s, tx, µ), y)ρ(y, µ) dy dµ

∣
∣
∣
∣
∞

(4.106)

+ sup
(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

∫

Ω
∇G(Φ̃2(s, tx, µ), y) [ρ(y, µ)− ρ̃(y, µ)] dy dµ

∣
∣
∣
∣
∞

(4.107)

+ sup
(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

E0(Φ2(s, tx, µ))− E0(Φ̃2(s, tx, µ)) dµ

∣
∣
∣
∣
∞

. (4.108)

Due to 4.15, (G1ρ)(t) ∈ C1(Ω). We thus have by Lemma 2.20 and Lemma 4.15 for (4.106)

∣
∣
∣
∣

∫ t

tx

∫

Ω
∇G(Φ2(s, tx, µ), y)ρ(y, µ) dy −

∫

Ω
∇G(Φ̃2(s, tx, µ), y)ρ(y, µ) dy dµ

∣
∣
∣
∣
∞

≤
∫ t

0

∣
∣
∣(G1ρ)(Φ2(s, tx, µ))− (G1ρ)(Φ̃2(s, tx, µ))

∣
∣
∣
∞
dµ

≤
∫ t

0
cmv ‖∇(G1ρ)(µ)‖0,Ω

∣
∣
∣Φ2(s, tx, µ)− Φ̃2(s, tx, µ)

∣
∣
∣
∞
dµ

≤ TcmvcS(Ω, α) sup
0≤t≤T

‖ρ(t)‖α,Ω sup
0≤t≤T

∥
∥
∥Φ2(t)− Φ̃2(t)

∥
∥
∥
0,Qt

. (4.109)
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We bound (4.108) by Lemma 2.20 and Lemma 4.15

∣
∣
∣
∣

∫ t

tx

E0(Φ2(s, tx, µ))− E0(Φ̃2(s, tx, µ)) dµ

∣
∣
∣
∣
∞

≤
∫ t

0

∣
∣
∣E0(Φ2(s, tx, µ))− E0(Φ̃2(s, tx, µ))

∣
∣
∣
∞

dµ

≤
∫ t

0
cmv ‖∇E0‖0,Ω |Φ2(s, tx, µ)− Φ̃2(s, tx, µ)|∞ dµ

≤ TcmvcS(Ω, α) ‖uA‖2,α,Γ sup
0≤t≤T

∥
∥
∥Φ2(t)− Φ̃2(t)

∥
∥
∥
0,Qt

. (4.110)

Last, (4.107) is bounded by Lemma 4.16 and 4.44

sup
(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

∫

Ω
∇G(Φ̃2(s, tx, t), y) [ρ(y, µ)− ρ̃(y, µ)] dy dµ

∣
∣
∣
∣
∞

≤
∫ t

0
sup
x∈Ω

∣
∣
∣
∣

∫

Ω
∇G(x, y) [ρ(y, µ)− ρ̃(y, µ)] dy

∣
∣
∣
∣
∞

dµ

≤
∫ t

0
sup
x∈Ω

∣
∣
∣
∣

∫

Ω
|∇G(x, y)|∞ |ρ(y, µ)− ρ̃(y, µ)| dy

∣
∣
∣
∣
∞

dµ

≤
∫ t

0
c(diamΩ) ‖ρ(µ)− ρ̃(µ)‖0,Ω dµ

≤ Tc(diamΩ) sup
0≤t≤T

‖ρ(t)− ρ̃(t)‖0,Ω

≤ T max
{
cρ,MLρ0 ,M(LρA + ‖ρA‖20)

}
sup

0≤t≤T

(∥
∥
∥Φ̃1(t)− Φ1(t)

∥
∥
∥
0,Ω0

+
∥
∥
∥Φ̃2(t)− Φ2(t)

∥
∥
∥
0,Qt

)

.

(4.111)

Summing up, we get with (4.109), (4.110) and (4.111) and by Lemma 4.34

‖A2(Φ)(t)−A2(Φ̃)(t)‖0,Qt ≤ Tcmvκρ(α)cS(Ω, α) sup
0≤t≤T

‖Φ2(t)− Φ̃2(t)‖0,Qt

+ TcmvcS(Ω, α) ‖uA‖2,α,Γ sup
0≤t≤T

‖Φ2(t)− Φ̃2(t)‖0,Qt

+ T max
{
cρ,MLρ0 ,M(LρA + ‖ρA‖20)

}
sup

0≤t≤T

(

‖Φ̃1(t)− Φ1(t)‖0,Ω0 + ‖Φ̃2(t)− Φ2(t)‖0,Qt

)

≤ TcL

(

‖Φ̃1 − Φ1‖0,Ω0;0,[0,T ] + ‖Φ̃− Φ‖0,Qt,0,[0,T ]

)

with

cL = max
{

cmvcS(Ω, α)(κρ(α) + ‖uA‖2,α,Γ), cρ,MLρ0 ,M(LρA + ‖ρA‖20,QT
)
}

.

The computations are done analogously in case of the operator A1. We obtain the bound

sup
0≤t≤T

‖A1(Φ)(t)−A1(Φ̃)(t)‖0,Ω0 ≤ TcL sup
0≤t≤T

(

‖Φ̃1(t)− Φ1(t)‖0,Ω0 + ‖Φ̃2(t)− Φ2(t)‖0,Qt

)

.

Conclusively, we obtain for the operator A

sup
0≤t≤T

‖A(Φ)(t)−A(Φ̃)(t)‖0,Σt ≤ TcL

(

‖Φ̃1 − Φ1‖0,Ω0;0,[0,T ] + ‖Φ̃2 − Φ2‖0,Qt;0,[0,T ]

)

.
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4.8 Existence of a Fixed Point

It is not possible to apply the Banach fixed point theorem to show the existence of a fixed point

to the operator A as A is not a contraction in C1,α,α(Ω̄, [0, T ]). Instead, we follow the idea of

Huang [44, 43] and show the existence with a compactness argument.

We start with collecting results from literature that will be needed in the following. First, we

introduce the concept of a precompact set by the following Lemma.

Lemma 4.46. [3, 2.5, p.100] For every subset A of a metric space (X, d) are equivalent

1. Every sequence in A contains a convergent subsequence with limit in A.

2. (A, d) is complete and A is precompact.

3. A is compact.

The goal is to prove that W1(M,T ) and W1(M,T,K, δ) are precompact and additionally that

the sets are complete. Therefore, we list two results on precompactness in Hölder spaces.

Lemma 4.47. [3, p.136, U2.15] Let Ω̄ be a compact domain in R
n and let S be a bounded set

in C0,1(Ω̄). Then S is precompact in C0,β(Ω̄) for 0 < β < 1.

Increasing the regularity of the domain and the bounded set S, we obtain

Lemma 4.48. [34, Lemma 6.36] Let Ω be a C1,α domain in R
2 and let S be a bounded set in

C1,α(Ω̄). Then S is precompact in Cj,β(Ω̄) if j + β < 1 + α.

We can conclude that the sets W1(M,T ) and W2(M,T,K, δ) are precompact in C1,β;β(Ω̄, [0, T ])

for 0 ≤ β ≤ α.

Lemma 4.49. The sets W1(M,T ) and W2(M,T,K, δ) are precompact in C1,β;β(Ω̄, [0, T ]).

Proof. Ω̄ is a compact domain and [0, T ] is a compact interval. FurtherW1(M,T ) andW2(M,T,K, δ)

are bounded sets in C1,α;α(Ω̄0, [0, T ]) and C1,α;α(Qt, [0, T ]). Then W1(M,T ) and W2(M,T,K, δ)

are precompact in C1,β;β(Ω̄0, [0, T ]) and C1,β;β(Qt, [0, T ]) by Lemma 4.48 and 4.47.

Second, we show that W1(M,T ) and W2(M,T,K, δ) are closed w.r.t. to the C1,β;β norm for

0 < β < α.

Lemma 4.50. W1(M,T ) and W2(M,T,K, δ) are closed in C1,β;β(Ω̄0, [0, T ]) and C1,β;β(Qt, [0, T ])

for all 0 < β < α.
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Proof. To show thatW1(M,T ) andW2(M,T,K, δ) are closed in C1,β;β(Ω̄0, [0, T ]) and C1,β;β(Qt, [0, T ]),

we have to show that the limit of every convergent sequence in Wi is in Wi.

We begin with W1(M,T ). Pick a convergent sequence {Φn
1}n ∈ W1(M,T ) with limit function

Φ1, i.e.

‖Φn
1 − Φ1‖1,β,Ω0;β,[0,T ]

n→∞−−−→ 0.

Conclusively, Φn
1 and ∇Φn

1 converge uniformly to Φ1 and ∇Φ1. It follows that Φ
n
1 and ∇Φn

1 also

converge pointwise to Φ1 and ∇Φ1.

We have to show that the limit function Φ1 ∈ W1(M,T ). For the initial condition, we get

pointwise for every x ∈ Ω0

|Φ1(x, 0)− x|∞ = lim
n→∞

|Φ1(x, 0)− Φn
1 (x, 0)|∞ = 0.

Hence, Φ1(x, 0) = x.

We show that ‖Φ1‖1,α,Ω0;α,[0,T ] ≤ M . Since Φn
1 ∈ W1(M,T ), we have for every n a constant

Mn
1 ≤ M , such that for every x, x1, x2 ∈ Ω0 and t, t1, t2 ∈ [0, T ] follows

|Φn
1 (x1, t)|∞ + |∇Φn

1 (x2, t)|∞ + |Φn
1 (x, t1)|+ |Φn

1 (x, t2)| ≤ Mn
1 (4.112)

Next, we show that ∇Φ1 ∈ Cα(Ω). Let therefore be Mn
2 ≤ M , x 6= y ∈ Ω0 be fixed and t ∈ [0, T ].

We have pointwise

|∇Φ1(x, t)−∇Φ1(y, t)|∞ = lim
n→∞

|∇Φn
1 (x, t)−∇Φn

1 (y, t)|∞ ≤ lim
n→∞

Mn
2 |x− y|α∞. (4.113)

It follows that ∇Φ1 ∈ Cα(Ω0) Analogously, we obtain for t1 6= t2 ∈ [0, T ] and x ∈ Ω0 and

constants Mn
2 ,M

n
3 ≤ M

|Φ1(x, t1)− Φ1(x, t2)|∞ = lim
n→∞

|Φn
1 (x, t1)− Φn

1 (x, t2)|∞ ≤ lim
n→∞

Mn
3 |t1 − t2|α∞, (4.114)

|∇Φ1(x, t1)−∇Φ1(x, t2)|∞ = lim
n→∞

|∇Φn
1 (x, t1)−∇Φn

1 (x, t2)|∞ ≤ lim
n→∞

Mn
4 |t1 − t2|α∞. (4.115)

We then get pointwise for all x, xi ∈ Ω0 with i = 1, .., 4 and t, ti ∈ [0, T ] with i = 1, .., 6 and

since
∑4

i=1M
n
i ≤ M for every n

|Φ1(x1, t)|∞ + |∇Φ1(x2, t)|∞ +
|∇Φ1(x3)−∇Φ1(x4)|∞

|x3 − x4|∞
+ |Φ1(x, t1)|+ |Φ1(x, t2)|

+
|Φ1(x, t3)− Φ1(x, t4)|∞

|t3 − t4|∞
+

|∇Φ1(x, t5)−∇Φ1(x, t6)|∞
|t5 − t6|∞

= lim
n→∞

(

|Φn
1 (x1, t)|+ |∇Φn

1 (x2, t)|∞ +
|∇Φn

1 (x3, t)−∇Φn
1 (x4, t)|∞

|x3 − x4|∞
+ |Φn

1 (x, t1)|+ |Φn
1 (x, t2)|

+
|Φn

1 (x, t3)− Φn
1 (x, t4)|∞

|t3 − t4|∞
+

|∇Φn
1 (x, t5)−∇Φn

1 (x, t6)|∞
|t5 − t6|∞

)

≤ lim
n→∞

(Mn
1 +Mn

2 +Mn
3 +Mn

4 )

≤ lim
n→∞

M = M.
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We thus obtain ‖Φ1‖1,β,Ω0;β,[0,T ] ≤ M .

Last, we check with the pointwise convergence of the sequence Φn(x, t)

|I −∇Φ1(x, t)|∞ = lim
n→∞

|I −∇Φn
1 (x, t)|∞ ≤ 1

2
. (4.116)

Thus, for the limit Φ1 of every sequence Φn
1 ∈ W1(M,T ) with ‖Φ1 − Φn

1‖1,β,Ω0;β,[0,T ]
n→∞−−−→ 0

follows Φ1 ∈ W1(M,T ). Consequently, W1(M,T ) is closed in C1,β,β(Ω̄0, [0, T ]) for all 0 < β < α.

We now pick a convergent sequence {Φn
2}n ∈ W2(M,T,K, δ) with limit function Φ2, i.e.

‖Φn
2 − Φ2‖1,β,Qt;β,[0,T ]

n→∞−−−→ 0.

Conclusively, Φn
2 and ∇Φn

2 converge uniformly to Φ2 and ∇Φ2. It follows that Φ
n
2 and ∇Φn

2 also

converge pointwise to Φ2 and ∇Φ2. We can now check the initial condition and boundedness of

Φ2 in an analogously to Φ1. Let us explicitly present the restrictions of W2(M,T,K, δ) that are

different to W1(M,T ). For every Φn
2 , we have the corresponding matrix Dn. It then follows

|D −∇Φ2(t)|∞ = lim
n→∞

|Dn −∇Φn
2 (t)|∞ ≤ δ

4M
.

Last, we obtain

|∂txΦ2(s, tx, t = tx) · ϕ′⊥| = lim
n→∞

|∂txΦn
2 (s, tx, t = tx) · ϕ′⊥|∞ ≥ δ > 0.

Thus, for the limit Φ2 of every sequence Φn
2 ∈ W2(M,T,K, δ) with ‖Φ2−Φn

2‖1,β,Qt;β,[0,T ]
n→∞−−−→ 0

follows Φ2 ∈ W2(M,T,K, δ). Consequently, W2(M,T,K, δ) is closed in C1,β,β(Qt, [0, T ]) for all

0 < β < α.

Lemma 4.51. Every sequence in W1(M,T ) and W2(M,T,K, δ) contains a convergent subse-

quence in C1,β;β(Ω0, [0, T ]) and C1,β;β(Qt, [0, T ]) whose limit is in W1(M,T ) and W2(M,T,K, δ).

The sets W1(M,T ) and W2(M,T,K, δ) are compact subsets of C1,β;β(Ω0, [0, T ]) and

C1,β;β(Qt, [0, T ]).

Proof. Due to Lemma 4.50, the sets W1(M,T ) and W2(M,T,K, δ) are closed in C1,β;β(Ω0, [0, T ])

and C1,β;β(Qt, [0, T ]). By Lemma 4.5, the Hölder space C1,β,β(Σt, [0, T ]) is a Banach space. As

closed subsets of a Banach space, W1(M,T ) and W2(M,T,K, δ) are complete w.r.t.

C1,β,β(Σt, [0, T ]). By Lemma 4.49,W1(M,T ) andW2(M,T,K, δ) are precompact in C1,β;β(Ω0, [0, T ])

and C1,β;β(Qt, [0, T ]). The assertion follows with Lemma 4.46.

We now show that the set W (M,T,K, α) is compact in the C1,β;β(Σt, [0, T ])-norm.

Theorem 4.52. W (M,T,K, δ) is a compact subset of C1,β;β(Σt, [0, T ]).

Proof. The product space W1(M,T ) × W2(M,T,K, δ) is compact in C1,β;β(Σt, [0, T ]) as each

factor is compact [64, Theorem 17.8]. We will now prove that
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W (M,T,K, δ) ⊂ W1(M,T ) × W2(M,T,K, δ) is closed in C1,β;β(Σt, [0, T ]) and consequently is

also compact.

Therefore, choose a convergent sequence Φn = (Φn
1 ,Φ

n
2 ) ∈ W (M,T,K, δ) with

‖Φ− Φn‖1,β,Σt,β,[0,T ]
n→∞−−−→ 0.

and show that the limit function Φ fulfils the interface condition. Φn
1 and Φn

2 converge uniformly

and consequently pointwise to Φ1 and Φ2. Then we have pointwise for all x0 and (s0, 0) with

x0 = ϕ(s0)

|Φ1(x0, t)− Φ2(s0, 0, t)|∞ = lim
n→∞

|Φn
1 (x0, t)− Φn

2 (s0, 0, t)|∞ = 0. (4.117)

It follows that the interface condition is inherited to the limit and that every limit function

Φ ∈ W (M,T,K, δ). We conclude that W (M,T,K, δ) is a closed subset of the compact product

set W1(M,T )×W2(M,T,K, δ) and thus also a compact subset of C1,β,β(Σt, [0, T ]).

We arrive at the final result. We choose the following sequence

Φn = A(Φn−1), Φ0 ∈ W (M,T,M, δ) arbitrary. (4.118)

and prove that a fixed point Φ ∈ W (M,T,K, δ) exists. From now on let {Φn}n be understood

as defined in (4.118).

Theorem 4.53. Let Ω be a C2,α domain. Let T , M and K be defined in Theorem 4.43. Then

the sequence Φn has a convergent subsequence in the C1,β;β(Σt, [0, T ])-norm with limit Φ in

W (M,T,K, δ).

Proof. As A is a selfmap due to Theorem 4.43, Φn is a sequence in W (M,T,M, δ). The assertion

follows with Lemma 4.52 and Lemma 4.46.

We can now show that there exists a unique fixed point Φ to the operator A.

Theorem 4.54 (Existence of a fixed point to A). Let Ω be a C2,α domain. Let T̂ , M and

K be defined as in Theorem 4.43. Let T = min
{

T̂ , 12cL

}

with cL defined in Lemma 4.45 and

max {‖ρA‖0,QT
, ‖ρ0‖0,Ω0} ≤ δ

c(diam(Ω)) .

Then the sequence {Φn}n defined in (4.118) converges to Φ ∈ W (M,T,K, δ). Further, the limit

Φ is the unique fixed point for the operator A.

Proof. Existence:

By Lemma 4.45 and the choice of T ≤ 1
2cL

, we first obtain the existence of a limit function
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Φ ∈ C0,0(Σt, [0, T ]). It follows

‖Φn+1 − Φn‖0,Σt,0,[0,T ] = ‖A(Φn)−A(Φn−1)‖0,Σt;0,[0,T ]

≤ TcL ‖Φn − Φn−1‖0,Σt;0,[0,T ]

≤ 1

2
‖Φn − Φn−1‖0,Σt;0,[0,T ]

≤
(
1

2

)n

‖Φ1 − Φ0‖0,Σt,0,[0,T ] .

By Theorem 4.53, there exists a convergent subsequence Φnl
∈ W (M,T,K, δ) of Φn with limit

Φ̃ ∈ W (M,T,K, δ). We will prove that Φ̃ and Φ are identical by comparing Φ and Φ̃ in the

sup-norm. We have

‖Φ− Φ̃‖0,Σt;0,[0,T ] = ‖Φ− Φn +Φn − Φnl
+Φnl

− Φ̃‖0,Σt;0,[0,T ]

≤ ‖Φ− Φn‖0,Σt;0,[0,T ] + ‖Φn − Φnl
‖0,Σt;0,[0,T ] + ‖Φnl

− Φ̃‖0,Σt;0,[0,T ]. (4.119)

It is immediately clear that

‖Φ− Φn‖0,Σt;0,[0,T ]
n→∞−−−→ 0

‖Φnl
− Φ̃‖0,Σt;0,[0,T ]

l→∞−−−→ 0

as the sequences Φn and Φnl
converge to their respective limits. It is left to show that for

(n, l) → (∞,∞) follows

‖Φn − Φnl
‖0,Σt;0,[0,T ] → 0.

Φnl
is a subsequence of Φn. As Φn is converges to Φ ∈ C0,0(Σt, [0, T ]), Φnl

must converge to the

same limit as subsequence. We can conclude that ‖Φ̃ − Φ‖0,Σt;0,[0,T ]
n→∞−−−→ 0 and thus Φ = Φ̃

due to the choice of the sup-norm.

We have shown that Φn converges to a limit function Φ ∈ W (M,T,K, δ). Still, it is not proved

whether Φ is a fixed point to A. Using again Lemma 4.45, we obtain

‖Φ−A(Φ)‖0,Σt;0,[0,T ] = lim
n→∞

‖Φn −A(Φ)‖0,Σt;0,[0,T ]

≤ lim
n→∞

‖A(Φn−1)−A(Φ)‖0,Σt;0,[0,T ]

≤ 1

2
lim
n→∞

‖Φn − Φ‖0,Σt;0,[0,T ] = 0.

Thus, Φ ∈ W (M,T,K, δ) is a fixed point to the operator A.

Uniqueness: Assume that there is a second fixed point Φ̂ to A. We obtain with Lemma 4.45

‖Φ̂− Φ‖0,Σt;0,[0,T ] = ‖A(Φ̂)−A(Φ)‖0,Σt;0,[0,T ] ≤
1

2
‖Φ̂− Φ‖0,Σt;0,[0,T ]

This is only possible if Φ = Φ̂. Thus the fixed point is unique.

With the existence of a fixed point Φ ∈ W (M,T,K, δ), we can also conclude that there exists a

unique classical solution to (CP 4.2).

101



Theorem 4.55 (Existence and uniqueness of a classical solution (u, ρ)). Let Ω be a C2,α domain.

Let M , T and K be as defined in Theorem 4.54 and let max {‖ρA‖0,QT
, ‖ρ0‖0,Ω0} ≤ δ

c(diamΩ) .

Then there exists a classical unique solution (u, ρ) ∈ C2,α;0(Ω̄, [0, T ]) × C0,1;α(Ω̄, [0, T ]) to the

coupled problem (CP 4.2) with streamline function Φ ∈ W (M,T,K, δ).

Proof. By Theorem 4.54, we have the existence of a fixed point Φ ∈ W (M,T,K, δ) to the

operator A. Due to the construction of A, the fixed point Φ is thus the streamline function

corresponding to the solution ρ of (CP 4.2). As Φ ∈ W (M,T,K, δ), the images of Φ1 and

Φ2 are non-overlapping. Lemma 4.26 and 4.29 ensure the existence of the inverse functions

Φ−1
1 ∈ C1(Ω) and Φ−1

2 ∈ C1(Ω). By Theorem 4.20, we have the solution ρ ∈ C0,0(Ω̄, [0, T ]).

Lemma 4.34 with β = 1 and Lemma 4.36 give the Lipschitz continuity in space and the α-Hölder

continuity in time, i.e. ρ ∈ C0,1;α(Ω, [0, T ]). By Corollary 2.14 we obtain the extension up to

the boundary ρ ∈ C0,1;α(Ω̄, [0, T ]).

As ρ(·, t) ∈ C0,1(Ω̄) ⊂ C0,α(Ω̄), we have by Lemma 4.11

u(x, t) =

∫

Ω
G(x, y)ρ(y, t) dy + u0(x)

and u ∈ C2,α;0(Ω̄, [0, T ]).

Thus we found the unique solution (u, ρ) ∈ C2,α;0(Ω̄, [0, T ]) × C0,1;α(Ω̄, [0, T ]) to (CP 4.2) with

streamline function Φ ∈ W (M,T,K, δ).

4.9 Continuation of the Solution in Time

We proved the short time existence for a solution (u, ρ) to (CP 4.2) on a time interval [0, T ],

where T depends on the choice of the boundary data uA and ρA, the initial distribution ρ0, the

geometry of the domain Ω and α indicating the Hölder regularity of these quantities. We will

now show that the solution can be continued in time. The idea is to use the solution (u, ρ) in

[0, T ] and define a new initial distribution by ρ0(x) = ρ(x, T ). Since ρ ∈ C0,1;0,α(Ω, [0, T ]), the

new initial distribution inherits the regularity. The proof of short time existence can then be

applied again on the new interval of existence [T, T2].

Theorem 4.56 (Continuation of the solution). Let Ω be a C2,α domain, uA ∈ C2,α(Ω) and

ρA ∈ C0,1(IΓ− × [0,∞]). Let Lρ̂0 := cρ be the Lipschitz constant of ρ(x, T ) as defined in Lemma

4.34. If (Hconvex(suppx∈Ω {ρ(x, T )}))\Ω− ⊂ Ω, then the solution (u, ρ) obtained in Theorem

4.55 can be extended on a time interval [T, T2], where T2 depends on α, the boundary data uA
and ρA, the geometry of the domain Ω and Lρ̂0.

Proof. By Theorem 4.55 follows ρ ∈ C0,1;α(Ω̄, [0, T ]). The charge distribution at time T is thus

given by ρ(x, T ) which is a Lipschitz continuous function with respect to x. By Lemma 4.34,

the Lipschitz constant is given by Lρ̂0 = cρ. We now define

ρ(x, T ) =: ρ̂0(x) (4.120)
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and obtain the new initial domain as Ω̂0 = Hconvex(suppx∈Ω {ρ̂0(x)})\Ω− ⊂ Ω. We have to

check if ρ̂0(x) = ρA(x, T ) for x ∈ Γ−. This is fulfilled automatically due to the choice of

ρA ∈ C0,1(IΓ− , [0,∞]) and since ρ̂0 consists of previously inflowing points in a neighbourhood of

Γ−.

We can now apply Theorem 4.55 to the new setting and obtain a solution

(u, ρ) ∈ C2,α;0(Ω̄, [T, T2])×C0,1;α(Ω̄, [T, T2]). The constant T2 depends on the boundary data uA
and ρA, the geometry of the domain Ω, α and the Lipschitz constant of ρ̂0, i.e. Lρ̂0 := cρ.

The last Theorem thus gives the continuation of the solution (u, ρ) in time. The time of existence

decreases with every continuation step as the constant Lρ̂ and the size of Ω0 increase. When the

charge support increases, then the distance between Γ+ and Ω0 decreases which reflects into the

time of existence T .

4.10 Remarks about the Chapter

In this Chapter, we presented an approach using a system of integro-differential operators to

show the short time existence of the time dependent coupled problem (CP 4.2). We therefore

generalized the works [44, 55] by the implementation of inflow boundary data ρA and Dirichlet

boundary conditions uA for the Poisson equation. Further, we had the additional difficulty of

working on a nonconvex and not simply connected domain Ω.

To obtain the short time existence of a solution in Theorem 4.55, ‖ρA‖0,Qt and ‖ρ0‖0,Ω0 have

to obey certain restrictions. Both quantities are bounded by δ
c(diamΩ) where the constant δ

is connected to the choice of boundary data uA through the vector field E0. There are two

strategies to follow. For a given domain

1. fix uA and choose ρA and ρ0 small enough

2. fix ρ0 and ρA and choose the potential difference uA|Γ− − uA|Γ+ big enough.

The time of existence T depends on the boundary data uA, ρA, the initial distribution ρ0, the

domain Ω and α that defines the Hölder space in which the solution is sought in. Thus T is

determined by only a priori given data. It is difficult to obtain a qualitative interpretation for

the size of T with respect to the size of the domain, as we do not know precisely how the constant

cS(Ω, α) is influenced by Ω. However, we can comment on a fixed geometry Ω and increasing

boundary data uA, ρ0 and ρA: the greater ‖uA‖2,α,Γ, ‖ρ0‖0,Ω0 and ‖ρA‖0,Qt , the smaller T

becomes.

Further, we obtained that the solution (u, ρ) is extendable into a next time interval [T, T1] as

long as the support of ρ(x, T ) is contained in Ω. This restriction is based on two reasons. Recall,

that Φ1 is defined on Ω0. In Lemma 4.39, we used Lemma 2.20 to obtain

|Φ1(x, t)− Φ1(z, t)|α∞ ≤ cmv|∇Φ1|α0,Ω0
|x− z|α∞.
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Lemma 2.20 requires the outer boundary to be convex which is the reason why we assume Ω0

to be convex. Second, we did not model the outflow of charge and chose T such that

Φ1(·, t) : Ω0 → Ω1
t ⊂ Ω. The solution can thus only be continued until the first charge particle

reaches the outflow boundary.

The solution (u, ρ) ∈ C2,α;0(Ω̄, [0, T ]) × C0,1;α(Ω̄, [0, T ]) of (CP 4.2) is not a classical solution

to (CP 4.1), as ρ is neither differentiable in space nor in time. Let us choose the boundary

data ρ0 ∈ C1(Ω̄) and ρA ∈ C1(QT ) and recall that the fixed point Φ ∈ W (M,T,K, δ) is of

C1,α;α(Σt, [0, T ]) regularity. Then ρ defined in (4.31) is differentiable on each of the subdomains

Ω2
t and Ω\Ω2

t with respect to space. Due to the construction of the operator A, we know that

the fixed point Φ = A(Φ) is also differentiable with respect to t. Since

−∇Φ−1(Φ(τ, t), t)
d

dt
Φ(τ, t) = ∂tΦ

−1(Φ(τ, t), t),

we conclude that Φ−1(y, t) is also differentiable with respect to t. We obtain by (4.31) that ρ is

differentiable with respect to t and obtain a piecewise classical solution to (CP 4.1) on Ω2
t and

Ω\Ω2
t . The solution can not be continued immediately, as the new initial charge distribution

ρ̂0(x) := ρ(x, T ) is not globally differentiable on Ω. However, the argumentation of the presented

proof can be applied by considering the additional interface in ρ̂0(x). In time, we will thus

obtain a solution ρ to (CP 4.1) that is a piecewise classical solution on each of a finite number

of subdomains of Ω.
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Chapter 5

Steady-State Radially Symmetric

Setting

In the Chapters 5 and 6, we address the question of existence and uniqueness of a classical

solution to the two dimensional steady state coupled problem.

Problem (CP 6.1). Let Ω be a C2,α domain with boundary Γ = Γ− ∪ Γ+. Let uA ∈ C2,α(Γ).

Find (u, ρ) ∈ C2,α(Ω)× C1,α(Ω) such that

−∆u(x) = ρ(x) x ∈ Ω (5.1a)

u(x) = uA(x) x ∈ Γ (5.1b)

E(x) = −∇u(x) x ∈ Ω (5.1c)

div(Eρ) = 0 x ∈ Ω (5.1d)

ρ(x) = ρA(x) x ∈ Γ−, (5.1e)

with ρA ∈ C1,α(Γ−).

The existence of steady state solutions (u, ρ) to a variant of the vortex patch problem was ob-

tained by Styles et al. in [56] in the spaces (H1(Ω), L2(Ω)). However, we are interested in the

existence of a classical solution as in the time dependent cases of Chapters 3 and 4. In this

Chapter, we investigate the radially symmetric setting on an annular domain. The solution to

the radially symmetric setting can be found by classical means (see 8.2.1). This Chapter is meant

to develop a theoretical framework to prepare the proof of the general solution to (CP 6.1) in

Chapter 6. We therefore reformulate the simplified one-dimensional problem as a fixed point

problem. By means of Green’s functions, we explicitly find the solution operator Lρ = u′ of

the Dirichlet problem for the Poisson equation (5.1a)-(5.1b). For the transport problem (5.1d)-

(5.1e), we will determine the solution operator Tu′ = ρ to an integrated formulation. We show

by the Banach fixed point theorem, that there exists a unique fixed point ρ ∈ C0(I) to the

operator T ◦ L. The fixed point then leads to the existence of a solution (u, ρ) ∈ C2(I)× C1(I)

of the radially symmetric coupled problem.
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To the end of this chapter, Ω is assumed to be an annular domain with midpoint in the origin

and the radii r0 and r1, i.e.

Ω = {x : r0 ≤ ‖x‖2 ≤ r1} . (5.2)

The inflow boundary is given by

Γ− = {x : ‖x‖2 = r0} (5.3)

and the outflow boundary is given by

Γ+ = {x : ‖x‖2 = r1} . (5.4)

Let u, E and ρ be radially symmetric, i.e. for r ∈ [r0, r1] with r =
√

x2 + y2 holds

u(x, y) = u(r),

E(x, y) = E(r),

ρ(x, y) = ρ(r).

The quantities thus only depend on the distance from the inflow boundary Γ− and are indepen-

dent of a tangential component. Using polar coordinates, we obtain for the differential operators

∇xu(r) = er∂ru(r) +
eϕ
r
∂ϕu(r) = er∂ru(r),

∆xu(r) =
1

r
∂r

(

r
∂u

∂r

)

+
1

r2
∂2
ϕu(r) =

1

r
∂r

(

r
∂u

∂r

)

,

div(E(r)ρ(r)) =
1

r
∂r(rer · (Eρ)) +

1

r
∂ϕ(eϕ · (Eρ)) =

1

r
∂r(rer · (Eρ))

with ϕ ∈ [−π
2 ,

π
2 ], er = [cosϕ , sinϕ] and eϕ = [− sinϕ , cosϕ] as unit normal vectors in direction

of r and ϕ. Eventually, we get for the electrical field

E(r) = −∇u(r) = −er∂ru(r)−
eϕ
r
∂ϕu(r, ϕ) = −er∂ru(r).

Using polar coordinates, the two dimensional model problem (CP 6.1) reduces to a one-

dimensional problem on the interval [r0, r1]. In the following, ′ denotes differentiation with

respect to r. This chapter is concerned with the following setting:

Problem (CP 5.1). Let I = [r0, r1]. Find (u, ρ) ∈ C2(I)× C1(I), such that

−1

r
∂r(ru

′(r)) = ρ(r) (5.5a)

u(r0) = uA1 (5.5b)

u(r1) = uA2 (5.5c)

1

r
∂r(ru

′ρ(r)) = 0 (5.5d)

ρ(r0) = ρA (5.5e)

with uA1 > uA2 and ρA > 0 constants.
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Figure 5.1: Annular domain Ω with electrical field E

The Poisson and transport equations reduce to one-dimensional differential equations with vari-

able coefficients. For the boundary conditions uA1 , uA2 and ρA, the physical model gives hints

on their size and signs. The potential is generated by a difference of voltages on the boundaries.

The peak is assumed to be on the inflow boundary, which results in uA1 ≫ uA2 . The charge

density ρ is defined to be positive, conclusively ρA > 0.

As one-dimensional differential equations, the solutions u and ρ are sought in the spaces of con-

tinuous differentiable functions C2(Ω) and C1(Ω).

We proceed as follows. In section 5.1 we derive Green’s function for the Poisson equation.

We thus represent u as an integral equation that uses the solution ρ of the transport equation

as argument. Because of the simple structure of (5.5d), we obtain the solution ρ by direct in-

tegration. Apparently, ρ depends on u′ which expresses the coupling of the two problems. In

section 5.3 we formulate the solution operators L for the Poisson equation and T for the trans-

port equation. The composite operator T ◦ L is applied to a subset R(M) ⊂ C0([r0, r1]) of all

those ρ ∈ C0([r0, r1]) for which the composition T ◦ L is well defined. To show existence and

uniqueness of (CP 5.1), we apply the Banach fixed point theorem to T ◦ L.

Theorem 5.1 (Banach Fixed Point Theorem). ([65, p.19]) Let W be a closed non-empty sub-

space of a Banach space X and assume that the operator A : W → W is contractive, i.e.

‖Au−Aw‖ ≤ q‖u− w‖, ∀u,w ∈ W, 0 < q < 1.

Then a unique fixed point exists for A in the set W , i.e. there exists a unique v ∈ W , such that

Av = v.

We will investigate how to choose the constant M in the set R(M) for T ◦L being a contraction
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and selfmap.

5.1 Partial Problems

In this section, we will find representations of the solutions u to the Dirichlet problem for the

Poisson equation (5.5a)-(5.5c) and ρ of the transport problem (5.5d)-(5.5e).

5.1.1 The Poisson Equation

In the radially symmetric setting, the two-dimensional Poisson equation (5.1a) reduces to a

one-dimensional second order differential equation with variable coefficients.

Problem (Po 5.2). Let I = [r0, r1]. For a given right-hand side function ρ ∈ C0(I), find

u ∈ C2(I), such that

−u′′(r)− 1

r
u′(r) = ρ(r) (5.6a)

u(r0) = uA1 (5.6b)

u(r1) = uA2 . (5.6c)

The boundary values uA1 and uA2 are constant with uA1 > uA2.

One technique to represent the solution of (Po 5.2) is given by the method of Green’s function.

Green’s function enables us to express u as an integral equation applied to the right-hand side

function ρ of (5.6a). In terms of the coupled problem (CP 5.1), this representation is of great

advantage. As ρ is the argument of the integral equation, we immediately obtain the solution

operator L of the Poisson equation of (Po 5.2). We will now begin to derive Green’s function

for (Po 5.2) and some related results that will be used in section 5.3 to show the requirements

of the Banach fixed point theorem.

We will now present explicitly how to obtain the Green’s function for (Po 5.2). As first step,

we transform (5.6a)-(5.6c) into a boundary value problem with homogeneous boundary condi-

tions. We then determine Green’s function for the new problem and use it to derive the one for u.

The function

Ψ(r) =
(r1 − r)uA1 + (r − r0)uA2

r1 − r0
(5.7)

is a linear function with Ψ(r0) = uA1 and Ψ(r1) = uA2 . Subtracting Ψ of u, we obtain

w(r) = u(r)−Ψ(r) (5.8)

for r ∈ I. Then w solves the second order differential equation (5.6a) subject to modified

right-hand side data and homogeneous boundary conditions.
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Lemma 5.2. Let r ∈ I. Then w solves the boundary value problem

−w′′(r)− 1

r
w′(r) = ρ(r) +

1

r

(
uA2 − uA1

r1 − r0

)

(5.9a)

w(r0) = 0 (5.9b)

w(r1) = 0. (5.9c)

Proof. By (5.8), we compute

−w′′(r)− 1

r
w′(r) = −u′′(r)− 1

r
u′(r) + Ψ′′(r) +

1

r
Ψ′(r)

= ρ(r) +
1

r

(
uA2 − uA1

r1 − r0

)

.

We now derive the Green’s function for w. Afterwards, we easily obtain an integral representation

for u by u = w + Ψ. For second order differential equations, Green’s function is characterised

by the following criteria.

Definition 5.3. [35, p.14] We call a function G(r, t) the Green’s function for (Po 5.2) if it

fulfils the following conditions

1. G(r, t) fulfils as function of r with r 6= t the homogeneous ODE,

i.e. −∂2
rG(r, t)− 1

r∂rG(r, t) = 0.

2. G(r, t) fulfils as function of r the boundary conditions,

i.e. G(r0, t) = 0 = G(r1, t).

3. G(r, t) is continuous, ∂G
∂r jumps for r = t with −1,

i.e. limr→t− ∂rG(r, t)− limr→t+ ∂rG(r, t) = −1.

The definition suggests that G(r, t) is a piecewise defined function for x < t and x > t. In the

following Lemma, we will compute Green’s function for (5.9a)-(5.9c).

Lemma 5.4. The solution w of (5.9a)-(5.9c) is given by

w(r) =

∫ r

r0

G1(r, t)f(t) dt+

∫ r1

r
G2(r, t)f(t) dt (5.10)

where f(r) denotes the right-hand side of (5.9a)

f(r) = ρ(r) +
1

r

(
uA2 − uA1

r1 − r0

)

.

G1(r, t) and G2(r, t) are the components of Green’s function

G(r, t) =

{

(a1 + b1) log(r) + a2 + b2 log(t) =: G2(r, t), r < t

(a1 − b1) log(r) + a2 + b2 log(t) =: G1(r, t), r > t
(5.11)
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with
(

a1
a2

)

=
1

log
(
r0
r1

)

(

−b1 log (r0r1)− 2b2
2 log r0 log r1b1 + b2 log(r0r1)

)

and
(

b1
b2

)

=
t

2

(

1

− log t

)

.

Proof. We follow the method described in [20, pp. 158-160].

We begin by finding the fundamental system for the homogeneous ordinary differential equation

corresponding to (5.9a), i.e.

−w′′(r)− 1

r
w′(r) = 0. (5.12)

The fundamental system is given by v = {v1, v2}, v1, v2 ∈ R, such that v1 and v2 are linearly

independent and solve (5.12). Every solution to (5.12) is thus a linear combination

w = v1 + sv2 with s ∈ R. A first solution to (5.12) is easily found as v1(r) = log(r). Due to

the absence of w in (5.12), the second solution is constant, say v2 = 1. Then the fundamental

system is given by

v = {log r, 1} . (5.13)

Green’s function has to solve the ordinary differential equation on both sides of the diagonal

x = t. A piecewise definition is thus reasonable. Further, due to condition (1) of Definition 5.3,

G(r, t) solves the homogeneous differential equation. We use as ansatz a linear combination of

v1 and v2 with coefficient functions depending on t. This is clearly a solution to (5.12).

G(r, t) =

{

(a1(t) + b1(t))v1(r) + (a2(t) + b2(t))v2(r), r < t

(a1(t)− b1(t))v1(r) + (a2(t)− b2(t))v2(r), r > t
.

At the diagonal x = t, the functions bj , j = 1, 2 are decisive for G(r, t) to obey condition (3)

of Definition 5.3. We choose bj(t) such that the continuity and the jump for the derivative are

fulfilled at r = t. With G1(t, t) − G2(t, t) = 0 and ∂rG1(r = t, t) − ∂rG2(r = t, t) = −1, we

obtain the system

b1(t)v1(r) + b2(t)v2(r) = 0

b1(t)v
′
1(r) + b2(t)v

′
2(r) =

1

2
.

It results
(

b1
b2

)

=
t

2

(

1

− log t

)

.

a1 and a2 are now chosen to fulfil the boundary conditions for G(r, t) and thus to satisfy condition

(2) of Definition 5.3.
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G(r0, t) = (a1 + b1)v1(r0) + (a2 + b2)v2(r0) = 0

G(r1, t) = (a1 − b1)v1(r1) + (a2 − b2)v2(r1) = 0.

It results
(

log r0 1

log r1 1

)(

a1
a2

)

+

(

log r0 1

− log r1 −1

)(

b1
b2

)

= 0

and we obtain
(

a1
a2

)

=
1

log r0 − log r1

(

−b1(log r0 + log r1)− 2b2
2 log r0 log r1b1 + b2(log r0 + log r1)

)

.

Green’s function is determined by

G(r, t) =

{

(a1 +
t
2) log(r) + (a2 − t

2 log(t)), r < t

(a1 − t
2) log(r) + (a2 +

t
2 log(t)), r > t

.

With the result of Lemma 5.4, we have an integral representation for u.

Theorem 5.5. The solution u ∈ C2(I) of (5.6a)-(5.6c) is given by

u(r) =

∫ r

r0

G1(r, t)ρ(t) dt+

∫ r1

r
G2(r, t)ρ(t) dt+

log(r)(uA1 − uA2) + log r0uA2 − log r1uA1

log
(
r0
r1

)

(5.14)

with G1 and G2 as defined in Lemma 5.4.

Proof. Recall the definition (5.8), i.e. w = u−Ψ. By (5.10) and (5.7), we obtain

u(r) =

∫ r

r0

G1(r, t)f(t) dt+

∫ r1

r
G2(r, t)f(t) dt+Ψ(r)

=

∫ r

r0

G1(r, t)f(t) dt+

∫ r1

r
G2(r, t)f(t) dt+

(r1 − r)uA1 + (r − r0)uA2

r1 − r0
.

As f(r) = ρ(r) +
(
1
r

uA2
−uA1

r1−r0

)

, we obtain the assumption by computing

∫ r

r0

G1(r, t)
1

t

uA2 − uA1

r1 − r0
dt+

∫ r1

r
G2(r, t)

1

t

uA2 − uA1

r1 − r0
dt+

(r1 − r)uA1 + (r − r0)uA2

r1 − r0

=
r log(r1) + r0 log(r)− log(r1)r0 − log(r)r1 + log(r0)r1 − r log(r0)

log( r0r1 )

uA2 − uA1

r1 − r0

+
(r1 − r)uA1 + (r − r0)uA2

r1 − r0

=
log(r)(uA1 − uA2) + log r0uA2 − log r1uA1

log
(
r0
r1

) .
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We will see in section 5.1.2 that the solution ρ of the Transport equation in (CP 5.1) depends

only on u′. We state the integral equation for u′ as it will be used frequently.

Lemma 5.6. The integral equation for u′(r) is given by

u′(r) =

∫ r

r0

∂rG1(r, t)ρ(t) dt+

∫ r1

r
∂rG2(r, t)ρ(t) dt+

uA1 − uA2

r log
(
r0
r1

) .

Proof. We differentiate (5.14)

u′(r) = lim
t→r−

G1(r, t)ρ(r) +

∫ r

r0

∂rG1(r, t)ρ(t) dt

− lim
t→r+

G2(r, t)ρ(r) +

∫ r1

r
∂rG2(r, t)ρ(t) dt+

uA1 − uA2

r log
(
r0
r1

) .

Condition (3) of Definition 5.3 claims the continuity of G(r, t) at t = r, i.e.

lim
t→r−

G1(r, t)f(r)− lim
t→r+

G2(r, t)ρ(r) = 0.

Hence,

u′(r) =

∫ r

r0

∂rG1(r, t)ρ(t) dt+

∫ r1

r
∂rG2(r, t)ρ(t) dt+

uA1 − uA2

r log
(
r0
r1

) .

The next two Lemmas are auxiliary results for showing the requirements of the Banach fixed

point Theorem in section 5.2. To prove that the operator T ◦ L is a selfmap and contraction,

the signs of the kernels G1(r, t) and G2(r, t) are of importance.

Lemma 5.7. Let G1 and G2 be defined as in Lemma 5.4. Then holds for all r, t ∈ [r0, r1]

∂rG1(r, t) ≤ 0 (5.15)

∂rG2(r, t) ≥ 0. (5.16)

Proof. We check the signs of ∂rG1(r, t) and ∂rG2(r, t).

∂rG1(r, t) = − t

2r

log
(
r20
t2

)

log
(
r0
r1

) =
t

r

≥0
︷ ︸︸ ︷

log

(
t

r0

)

log

(
r0
r1

)

︸ ︷︷ ︸

≤0

≤ 0
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and

∂rG2(r, t) =
t

2r

log
(

t2

r21

)

log
(
r0
r1

) =
t

r

≤0
︷ ︸︸ ︷

log

(
t

r1

)

log

(
r0
r1

)

︸ ︷︷ ︸

≤0

≥ 0.

For the constant density ρ(r) = 1, we compute the integrals of Lemma 5.6 explicitly.

Lemma 5.8. With G1(r, t) and G2(r, t) as defined in Lemma 5.4 holds

∫ r

r0

|∂rG1(r, t)| dt =
−1

r log
(
r0
r1

)

(
r2

2
log

(
r

r0

)

− r2 − r20
4

)

∫ r1

r
|∂rG2(r, t)| dt =

1

r log
(
r0
r1

)

(
r2

2
log
(r1
r

)

− r21 − r2

4

)

.

Proof. By direct computations, the representations of ∂rG1(r, t) and ∂rG2(r, t) in Lemma 5.6

and Lemma 5.7, we get

∫ r

r0

|∂rG1(r, t)| dt = −
∫ r

r0

∂rG1(r, t) dt = −
∫ r

r0

t

r

log
(

t
r0

)

log
(
r0
r1

) dt

=
−1

r log
(
r0
r1

)

[
t2

2
log

(
t

r0

)

− t2

4

]r

r0

=
−1

r log
(
r0
r1

)

(
r2

2
log

(
r

r0

)

− r2 − r20
4

)

and

∫ r1

r
|G′

2(r, t)| dt =
∫ r1

r
G′

2(r, t) dt =

∫ r1

r

t

r

log
(

t
r1

)

log
(
r0
r1

) dt

=
1

r log
(
r0
r1

)

[
t2

2
log

(
t

r1

)

− t2

4

]r1

r

=
1

r log
(
r0
r1

)

(−r2

2
log

(
r

r1

)

− r21 − r2

4

)

=
1

r log
(
r0
r1

)

(
r2

2
log
(r1
r

)

− r21 − r2

4

)

.

113



5.1.2 Transport Equation

The second component of the coupled problem is the transport equation. The steady state

transport equation reduces in the radially symmetric case to a one-dimensional equation with

variable coefficients. We obtain the following one-dimensional setting

Problem (Tr 5.3). Let I = [r0, r1]. For a given u′ ∈ C1(I), find ρ ∈ C1(I), such that

1

r
∂r(ru

′(r)ρ(r)) = 0 (5.17a)

ρ(r0) = ρA (5.17b)

for all r ∈ I and ρA > 0 constant.

For a given u′, the solution ρ of (Tr 5.3) is easily obtained.

Lemma 5.9. Let I = [r0, r1], u
′ ∈ C1(I) with u′(r) 6= 0 for r ∈ I. Then the solution to the

boundary value problem (Tr 5.3) is given by

ρ(r) =
ρAr0u

′(r0)

ru′(r)
. (5.18)

Proof. By integration of (5.17a), we obtain

ρ(r) =
C

ru′(r)
.

With the boundary conditions (5.17b), we obtain

C = ρAr0u
′(r0).

5.2 Formulation of Solution Operators L and T

We are now going back to the coupled radially symmetric problem (CP 5.1). This section car-

ries out the formulation of the solution operators L of the Poisson and T of transport equation.

Further, we will define a set of functions R(M) ⊂ C0(I) in which we will seek for a fixed point

of the composite operator T ◦ L in section 5.3.

First, we define the solution operators T and L by using the results of section 5.1.

Lemma 5.10. Let I = [r0, r1] and u′ ∈ C1(I) and u′(r) 6= 0 for r ∈ I. Then the solution

operator T for the transport problem (Tr 5.3) is given by

Tu′(r) =
ρAr0u

′(r0)

ru′(r)
(5.19)

and Tu′ ∈ C1(I).
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Proof. By Lemma 5.9, we know that the solution ρ is given by

ρ(r) =
ρAr0u

′(r0)

ru′(r)
(5.20)

and Tu′(r) fulfils the boundary conditions (5.5e)

Tu′(r0) = ρA. (5.21)

Since u′ ∈ C1(I), Tu′ is once continuously differentiable.

By Lemma 5.10, it is clear that for obtaining the solution ρ of (CP 5.1), it is not necessary to

know u. For the Banach fixed point iterations in section 5.3, it is thus sufficient to iterate over

u′. The solution operator L for the Poisson equation is hence understood as Lρ = u′ with u′

being the derivative of the solution u to (Po 5.2).

Lemma 5.11. Let I = [r0, r1] and ρ ∈ C0(I). Then the solution operator L for the radially

symmetric Poisson problem (Po 5.2) is given by

Lρ(r) =

∫ r

r0

∂rG1(r, t)ρ(t) dt+

∫ r1

r
∂rG2(r, t)ρ(t) dt+

uA1 − uA2

r log
(
r0
r1

) (5.22)

with ∂rG1(r, t) and ∂rG2(r, t) defined in Lemma 5.7. It holds Lρ ∈ C1(I).

Proof. By Lemma 5.6, we have the integral representation of u′ in terms of Green’s function. The

assumption follows as the argument in the integral equation of u′ is ρ. Lρ is once continuously

differentiable due to Theorem 5.5.

To show existence and uniqueness of (CP 5.1), we prove the existence of a unique fixed point of

the composite operator T ◦L. The approach is to prove that T ◦L is a contraction and selfmap

on a set R(M) ⊂ C0(I). This is equivalent to prove that there exists a solution to the coupling

of the integrated transport equation (5.18) and (5.5a)-(5.5c). For the fixed point ρ of T ◦ L

follows Lρ ∈ C1(I) due to Lemma 5.11. With Theorem 5.10, we conclude that the fixed point

is also differentiable, i.e. ρ ∈ C1(I) and thus (u, ρ) is a classical solution to (CP 5.1).

Up to now, we have not yet constrained the set of functions in which it is reasonable to search

for u′ and ρ. The physical model implies restrictions on ρ such as it must stay positive for all

iterations. We define the subset R(M) of C0(I) by

R(M) =
{
ρ ∈ C0([r0, r1]) : 0 < ρ ≤ ρA ≤ M

}
(5.23)

with M being a constant to be defined later on. The boundedness of ρ by its inflow boundary

data ρA is justified by the absence of sources in the interval. It is not immediately obvious that

the boundedness of ρ also affects the sign of u′. By (5.19) follows that u′ must not change signs on

the interval [r0, r1]. As uA1 > uA2 , the model suggests u′ < 0. With the following computation
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follows that u′(r0) is required to be negative since r = r0 is the inflow boundary point of I. The

outward normal vector in the radially symmetric setting is given by ~n(r0) = −er(r0). We obtain

0
!
> ~n(r0) · E(r0) = er(r0) · er(r0)u′(r0) = u′(r0).

Yet, not every choice of M , and thus the upper bound of ρA, leads to u′(r0) < 0. The next

Lemma gives a first restriction for the size of the constant M .

Lemma 5.12. Let I = [r0, r1]. Let ρ ∈ R(cR) with

cR :=
uA1 − uA2

1
2r

2
0 log

(
r0
r1

)

+ 1
4

(
r21 − r20

) (5.24)

Then holds

u′(r0) < 0. (5.25)

Proof. With Lemma 5.6 and 5.7, we get for r = r0

u′(r0) =
1

r0 log(
r0
r1
)

︸ ︷︷ ︸

<0








∫ r1

r0

t log

(
t

r1

)

ρ(t)

︸ ︷︷ ︸

≤0

dt+ uA1 − uA2
︸ ︷︷ ︸

>0








.

Hence for u′(r) < 0

uA1 − uA2 > −
∫ r1

r0

t log

(
t

r1

)

ρ(t) dt

In particular, this must also be true for the upper bound of ρ

uA1 − uA2 ≥ −
∫ r1

r0

t log

(
t

r1

)

ρA dt

= −ρA

[
1

2
t2 log

(
t

r1

)

− 1

4
t2
]r1

r0

= −ρA

(

−1

2
r20 log

(
r0
r1

)

− 1

4

(
r21 − r20

)
)

.

Set

ρA <
1

2




uA1 − uA2

1
2r

2
0 log

(
r0
r1

)

+ 1
4

(
r21 − r20

)



 =: cR. (5.26)

The assertion is proved.

We thus found a first restriction for ρA. To show the contraction property of T ◦ L in Theorem

5.20, we will have to restrict ρA further. As an immediate consequence of Lemma 5.12 follows

u′(r) < 0 for all r ∈ [r0, r1].
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Lemma 5.13. Let ρ ∈ R(cR) with cR defined in Lemma 5.12. Then holds for all r ∈ [r0, r1]

u′(r) < 0. (5.27)

Proof. First, by integration of (5.5a), we obtain an alternative representation of u′(r).

u′(r) = −1

r

∫ r

r0

tρ(t) dt+
c

r
.

With r = r0, the constant c is determined as c = r0u
′(r0). Since ρ ∈ R(cR), Lemma 5.12

confirms that u′(r0) < 0. The representation

u′(r) = −1

r

∫ r

r0

tρ(t)
︸︷︷︸

>0

dt+
r0u

′(r0)

r
︸ ︷︷ ︸

<0

(5.28)

proves the assertion (5.27).

Before proving that T ◦ L satisfies the requirements of the Banach fixed point Theorem, we

introduce a last result on the extrema of ru′(r).

Lemma 5.14. Let I = [r0, r1] and ρ ∈ R(cR) with cR defined as in Lemma 5.12. Then holds

r0u
′(r0) > r1u

′(r1)

and

min
r∈I

|ru′(r)| = |r0u′(r0)|,

max
r∈I

|ru′(r)| = |r1u′(r1)|.

Proof. This lemma is an immediate conclusion of (5.28)

ru′(r) = −
∫ r

r0

tρ(t) dt

︸ ︷︷ ︸

<0

+ r0u
′(r0)

︸ ︷︷ ︸

<0

.

It follows

0 > r0u
′(r0) > r1u

′(r1)

and conclusively the inequalities

|r0u′(r0)| < |r1u′(r1)|,
min
r∈I

|ru′(r)| = |r0u′(r0)|,

max
r∈I

|ru′(r)| = |r1u′(r1)|.
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5.3 Existence of a Fixed Point

We are now ready to prove that T ◦ L satisfies the requirements of the Banach fixed point

theorem, that is T ◦ L is a selfmap and a contraction on R(M). We begin to show that T ◦ L
maps R(cR) into itself.

Lemma 5.15. Let I = [r0, r1] and cR defined as in Lemma 5.12. Then T ◦ L is a selfmap on

the set R(cR).

Proof. We show the positivity of T ◦Lρ. As ρ ∈ R(cR), we obtain with (5.28) for all r ∈ [r0, r1]

Lρ(r) = −1

r

∫ r

r0

tρ(t) dt+
r0Lρ(r0)

r
< 0.

Denote u′(r) = Lρ(r). Hence, by (5.19)

Tu′(r) =
r0ρAu

′(r0)

ru′(r)
> 0.

Second, we verify that T ◦ Lρ(r) is bounded by ρA. By (5.19) and using (5.28) for u′, we get

Tu′(r) =
r0ρAu

′(r0)

ru′(r)
=

−r0ρAu
′(r0)

r







1
r

∫ r
r0
tρ(t)
︸︷︷︸

>0

dt− r0
r
u′(r0)

︸ ︷︷ ︸

<0







≤ −r0ρAu
′(r0)

−r r0
r u

′(r0)
= ρA ≤ cR.

The boundedness of ρA by cR is immediate due to set R(cR).

The second requirement for the Banach fixed point Theorem is that T ◦ L is a contraction. We

are going to prove this in two steps. First, we show that T ◦ L is continuous on the set R(cR).

With a further restriction on ρA, we reduce the size of the continuity constant and obtain the

desired contraction property.

We begin with pointwise estimates of the difference of two elements ρ and ρ̃ in R(cR) in terms

of u′(r) and ũ′(r).

Lemma 5.16. Let ρ, ρ̃ ∈ R(cR) and cR defined as in Lemma 5.12. Then holds point wise for

r ∈ [r0, r1]

|ρ(r)− ρ̃(r)| ≤ ρA
∣
∣
∣
∣
r0 ρA

∫ r1
r0

G′
2(r0, t) dt+

uA1
−uA2

log(
r0
r1

)

∣
∣
∣
∣

(
r0|u′(r0)− ũ′(r0)|+ r|ũ′(r)− u′(r)|

)
. (5.29)
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Proof. By (5.19) and adding 0 = ũ′(r)ũ′(r0)− ũ′(r)ũ′(r0), we obtain

|ρ(r)− ρ̃(r)| =
∣
∣
∣
∣

ρAr0u
′(r0)

ru′(r)
− ρAr0ũ

′(r0)

rũ′(r)

∣
∣
∣
∣

=

∣
∣
∣
∣

ρAr0u
′(r0)ũ

′(r)− ρAr0ũ
′(r0)u

′(r)

rũ′(r)u′(r)

∣
∣
∣
∣

=

∣
∣
∣
∣

ρAr0
r

u′(r0)ũ
′(r)− ũ′(r)ũ′(r0) + ũ′(r)ũ′(r0)− ũ′(r0)u

′(r)

ũ′(r)u′(r)

∣
∣
∣
∣

=

∣
∣
∣
∣

ρAr0
r

ũ′(r)(u′(r0)− ũ′(r0)) + ũ′(r0)(ũ
′(r)− u′(r))

ũ′(r)u′(r)

∣
∣
∣
∣

≤
∣
∣
∣
∣

ρAr0
r

u′(r0)− ũ′(r0)

u′(r)

∣
∣
∣
∣
+

∣
∣
∣
∣

ρAr0
r

ũ′(r0)

ũ′(r)

ũ′(r)− u′(r)

u′(r)

∣
∣
∣
∣
. (5.30)

For the first term of (5.30), we use Lemma 5.14 and Lemma 5.6 and get

∣
∣
∣
∣

ρAr0
r

u′(r0)− ũ′(r0)

u′(r)

∣
∣
∣
∣
= ρA

|r0(u′(r0)− ũ′(r0))|
|ru′(r)|

≤ ρA
|r0(u′(r0)− ũ′(r0))|

|r0u′(r0)|

≤ ρA
r0|u′(r0)− ũ′(r0)|

∣
∣
∣
∣
r0 ρA

∫ r1
r0

G′
2(r0, t) dt+

uA1
−uA2

log(
r0
r1

)

∣
∣
∣
∣

. (5.31)

We turn our attention to the second term of (5.30). Lemma 5.14 implies

u′(r0)

u′(r)
≤ r

r0
.

Due to Lemmas 5.13 and 5.14, we obtain

∣
∣
∣
∣

ρAr0
r

ũ′(r0)

ũ′(r)

ũ′(r)− u′(r)

u′(r)

∣
∣
∣
∣
≤ ρA

∣
∣
∣
∣

r0r

r0

ũ′(r)− u′(r)

ru′(r)

∣
∣
∣
∣

≤ ρA

∣
∣
∣
∣

r(ũ′(r)− u′(r))

r0u′(r0)

∣
∣
∣
∣

≤ ρA
r|ũ′(r)− u′(r)|

∣
∣
∣
∣
r0 ρA

∫ r1
r0

G′
2(r0, t) dt+

uA1
−uA2

log(
r0
r1

)

∣
∣
∣
∣

. (5.32)

The assertion follows by combining (5.30)-(5.32).

The next Lemma shows the continuity of L for ρ, ρ̃ ∈ R(cR) evaluated on the interval boundary

r = r0.
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Lemma 5.17. Let ρ, ρ̃ ∈ R(cR) and cR defined as in Lemma 5.12. Then holds point wise

|Lρ(r0)− Lρ̃(r0)| ≤
(

−r0
2

− r21 − r20
4r0 log(

r0
r1
)

)

‖ρ− ρ̃‖0,I

Proof. By direct computations, we obtain from (5.22)

|Lρ(r0)− Lρ̃(r0)| =
∣
∣
∣
∣

∫ r1

r0

∂rG2(r0, t)ρ(t) dt−
∫ r1

r0

∂rG2(r0, t)ρ̃(t) dt

∣
∣
∣
∣

=

∣
∣
∣
∣

∫ r1

r0

∂rG2(r0, t) (ρ(t)− ρ̃(t)) dt

∣
∣
∣
∣

≤
∫ r1

r0

|∂rG2(r0, t)| |ρ(t)− ρ̃(t)| dt

≤ ‖ρ− ρ̃‖0,I
∫ r1

r0

|∂rG2(r0, t)| dt

With Lemma 5.8, we get explicitly

∫ r1

r0

|∂rG2(r0, t)| dt = −r0
2

− r21 − r20
4r0 log(

r0
r1
)
.

The next Lemma is a generalisation of Lemma 5.17. We show that L is a continuous operator

in ρ with continuity constant depending on the interval I.

Lemma 5.18. Let ρ, ρ̃ ∈ R(cR) with cR defined as in Lemma 5.12. Then holds point wise for

r ∈ [r0, r1]

|Lρ(r)− Lρ̃(r)| ≤ (r21 − r20)

2r
‖ρ− ρ̃‖0,I

Proof. By (5.22), we obtain

|Lρ̃(r)− Lρ(r)|

=

∣
∣
∣
∣

∫ r

r0

∂rG1(r, t)ρ(t) dt+

∫ r1

r
∂rG2(r, t)ρ(t) dt−

∫ r

r0

∂rG1(r, t)ρ̃(t) dt−
∫ r1

r
∂rG2(r, t)ρ̃(t) dt

∣
∣
∣
∣

=

∣
∣
∣
∣

∫ r

r0

∂rG1(r, t)(ρ(t)− ρ̃(t)) dt+

∫ r1

r
∂rG2(r, t)(ρ(t)− ρ̃(t)) dt

∣
∣
∣
∣

≤
∣
∣
∣
∣

∫ r

r0

∂rG1(r, t)(ρ(t)− ρ̃(t)) dt

∣
∣
∣
∣
+

∣
∣
∣
∣

∫ r1

r
∂rG2(r, t)(ρ(t)− ρ̃(t)) dt

∣
∣
∣
∣

≤
∫ r

r0

|∂rG1(r, t)| |ρ(t)− ρ̃(t)| dt+
∫ r1

r
|∂rG2(r, t)| |ρ(t)− ρ̃(t)| dt

≤ ‖ρ− ρ̃‖0,I
(∫ r1

r0

|∂rG1(r, t)| dt+
∫ r1

r0

|∂rG2(r, t)| dt
)

.
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We compute the integrals over ∂rG1 and ∂rG2 and get with Lemma 5.8

∫ r1

r0

|∂rG1(r, t)| dt+
∫ r1

r0

|∂rG2(r, t)| dt = −
∫ r1

r0

∂rG1(r, t) dt+

∫ r1

r0

∂rG2(r, t) dt

=
−1

r log
(
r0
r1

)

(
r21
2
log

(
r1
r0

)

− r21 − r20
4

)

+
1

r log
(
r0
r1

)

(
r20
2
log

(
r1
r0

)

− r21 − r20
4

)

=
−1

r log
(
r0
r1

)

(
r21
2
log

(
r1
r0

)

− r20
2
log

(
r1
r0

))

=
r21 − r20

2r
.

We use the previous Lemmas to show that the operator L ◦ T is continuous.

Theorem 5.19. Let ρ, ρ̃ ∈ R(cR) with cR defined as in Lemma 5.12. Then holds

‖T ◦ Lρ− T ◦ Lρ̃‖0,I ≤ K‖ρ− ρ̃‖0,I

with K = ρA
|b−2a+c|

|ρA(a−c)+uA1
−uA2

| where

a :=
r20
2
log

(
r1
r0

)

,

b :=
r21
2
log

(
r1
r0

)

,

c :=
r21 − r20

4
.

Proof. By Lemma 5.16, we obtain

‖T ◦ Lρ− T ◦ Lρ̃‖0,I

≤ sup
r0≤r≤r1

∣
∣
∣
∣
∣
∣
∣
∣

ρA
∣
∣
∣
∣
r0 ρA

∫ r1
r0

∂rG2(r0, t) dt+
uA1

−uA2

log(
r0
r1

)

∣
∣
∣
∣

(r0|Lρ(r0)− Lρ̃(r0)|+ r|Lρ̃(r)− Lρ(r)|)

∣
∣
∣
∣
∣
∣
∣
∣

.
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By Lemma 5.17 and Lemma 5.18, we get

‖T ◦ Lρ− T ◦ Lρ̃‖0,I ≤ sup
r0≤r≤r1

∣
∣
∣
∣
ρA

(

r0

(

− r0
2 − r21−r20

4r0 log(
r0
r1

)

)

+ r
(r21−r20)

2r

)∣
∣
∣
∣

∣
∣
∣
∣
r0 ρA

∫ r1
r0

∂rG2(r0, t) dt+
uA1

−uA2

log(
r0
r1

)

∣
∣
∣
∣

‖ρ− ρ̃‖0,I

=

∣
∣
∣
∣
ρA

(

− r20
2 − r21−r20

4 log(
r0
r1

)
+

r21−r20
2

)∣
∣
∣
∣

∣
∣
∣
∣
r0 ρA

∫ r1
r0

∂rG2(r0, t) dt+
uA1

−uA2

log(
r0
r1

)

∣
∣
∣
∣

‖ρ− ρ̃‖0,I

=

ρA

∣
∣
∣
∣
− r21−r20

4 log(
r0
r1

)
+

r21−2r20
2

∣
∣
∣
∣

∣
∣
∣
∣
r0 ρA

∫ r1
r0

∂rG2(r0, t) dt+
uA1

−uA2

log(
r0
r1

)

∣
∣
∣
∣

‖ρ− ρ̃‖0,I .

With Lemma 5.8, we compute the integral in the denominator.

‖T ◦ Lρ− T ◦ Lρ̃‖0,I ≤
ρA

∣
∣
∣
∣
− r21−r20

4 log(
r0
r1

)
+

r21−2r20
2

∣
∣
∣
∣

∣
∣
∣
∣
∣

r0 ρA

r0 log
(

r0
r1

)

(
r20
2 log( r1r0 )−

r21−r20
4

)

+
uA1

−uA2

log(
r0
r1

)

∣
∣
∣
∣
∣

‖ρ− ρ̃‖0,I

=

∣
∣
∣
∣

ρA
log(

r0
r1

)

∣
∣
∣
∣

∣
∣
∣
r21−r20

4 − r21−2r20
2 log

(
r0
r1

)∣
∣
∣
0

∣
∣
∣
∣

1
log(

r0
r1

)

∣
∣
∣
∣

∣
∣
∣ρA

(
r20
2 log( r1r0 )−

r21−r20
4

)

+ uA1 − uA2

∣
∣
∣

‖ρ− ρ̃‖0,I

= ρA

∣
∣
∣
r21−r20

4 − r21−2r20
2 log

(
r0
r1

)∣
∣
∣

∣
∣
∣ρA

(
r20
2 log( r1r0 )−

r21−r20
4

)

+ uA1 − uA2

∣
∣
∣

‖ρ− ρ̃‖0,I .

The constant K is thus given by

K = ρA
|b− 2a+ c|

|ρA (a− c) + uA1 − uA2 |

The continuity constant for T ◦ L depends on the geometry of the domain, given here by the

interval boundaries, and the boundary data uA1 , uA2 and ρA. It stands out that ρA is a multi-

plicative factor in K. By choosing ρA sufficiently small, it is possible to diminish the continuity

constant such that K < 1. We thus get a second condition on the constant M and have to

reduce the set R(M) further.

Theorem 5.20. With the definitions of Theorem 5.19, set

cL :=
uA1 − uA2

|b− 2a+ c|+ |a− c| . (5.33)
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Then follows for the constant K of Theorem 5.19 for ρ ∈ R(min {cR, cL}) that K < 1. Conclu-

sively, the operator T ◦ L is a contraction on R(min {cR, cL}), i.e.

‖T ◦ Lρ− T ◦ Lρ̃‖0,I ≤ K‖ρ− ρ̃‖0,I

with K < 1.

Proof. To obtain a contraction, it must holds K < 1. From Theorem 5.19, we know that for

ρ, ρ̃ ∈ R(cR) holds

K = ρA
|b− 2a+ c|

|ρA (a− c) + uA1 − uA2 |
First choose ρA such that

ρA |a− c| ≤ uA1 − uA2 .

Then holds by the inverse triangle inequality

ρA
|b− 2a+ c|

|ρA (a− c) + uA1 − uA2 |
≤ ρA

|b− 2a+ c|
|uA1 − uA2 | − ρA |a− c|

To obtain K < 1, set

ρA
|b− 2a+ c|

|uA1 − uA2 | − ρA |a− c|
!
< 1.

As the denominator is positive, it follows

ρA|b− 2a+ c| < uA1 − uA2 − ρA|a− c|

and thus

ρA <
uA1 − uA2

|b− 2a+ c|+ |a− c| .

We thus set

cL := min

{
uA1 − uA2

|b− 2a+ c|+ |a− c| ,
uA1 − uA2

|a− c|

}

=
uA1 − uA2

|b− 2a+ c|+ |a− c| .

We now choose ρA ≤ min {cL, cR} and obtain

‖T ◦ Lρ− T ◦ Lρ̃‖0,I ≤ K‖ρ− ρ̃‖0,I

with K < 1.

We are now arriving at the main result of the Chapter.

Theorem 5.21 (Existence and Uniqueness of a solution). Let I = [r0, r1] and M = min {cL, cR}.
Then the operator

T ◦ L has a unique fixed point ρ ∈ R(M). Consequently, the coupled problem (CP 5.1) has a

unique classical solution (u, ρ) ∈ C2(I)× C1(I) with ρ ∈ R(M).
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Proof. As shown in Lemma 5.15 and Theorem 5.20, T ◦ L is a selfmap and a contraction on

the set R(M). Due to the Banach fixed point theorem, there exists a unique fixed point ρ in

R(M). Consequently ρ ∈ C0(I) solves the integrated transport equation (5.18). The Poisson

solution is given by Theorem 5.5. As Green’s function is twice continuously differentiable, we

obtain u ∈ C2(I). As ρ is the fixed point to T ◦ L holds ρ = T ◦ Lρ. By Lemma 5.11 holds

first Lρ ∈ C1(I). We apply Lemma 5.10 and obtain ρ ∈ C1(I). We found the classical solution

(u, ρ) ∈ C2(I)× C1(I) to (CP 5.1) with ρ ∈ R(cR, cL).

With a transformation argument, we then obtain the radially symmetric solution

(u, ρ) ∈ C2(Ω)× C0(Ω).

Theorem 5.22 (Existence of a Radially Symmetric Solution on Ω). Let Ω be the annular domain

as defined in (5.2). Let u, ρ and E be radially symmetric. Then the two dimensional coupled

problem (CP 6.1) has a radially symmetric classical solution (u, ρ) ∈ C2(Ω)× C0(Ω).

Proof. This result is an immediate consequence of Theorem 5.21 and the transformation of polar

into Cartesian coordinates.

5.4 Remarks about the Chapter

In this Chapter, we proved the existence and uniqueness of a radially symmetric solution to the

two dimensional steady state coupled problem on an annular domain. We introduced the solu-

tion operators L of the Poisson equation and T of the transport equation. We used the Banach

fixed point Theorem to prove the unique existence of a fixed point to the composite operator

T ◦ L on a set R(M) of continuous functions ρ that are bounded by its inflow boundary data.

We are free to choose the applied potential difference uA2 − uA1 . The inflow boundary data

ρA, however, depends on the choice of r0, r1 and uA2 − uA1 . Having a fixed domain Ω, the

greater the applied potential uA2 − uA1 , the greater the upper bound for ρA becomes. On the

other hand, for a fixed potential difference, an increasing size of the domain will reduce the

acceptable size of ρA.

To prove the existence of a fixed point, we applied the composite operator T ◦ L on the set

R(M) of functions ρ. The fixed point is the solution ρ of the transport equation in the coupled

problem. The Banach fixed point iterations are thus an algorithm to solve (CP 5.1). Let the

iterations be defined by ρn+1 = T ◦ Lρn with ρ0 ∈ R(M). Then for every ρA ∈ R(M), the

algorithm converges to the solution ρ of (CP 5.1) and it holds the a priori estimate

‖ρ− ρn‖0,I ≤ Kn

1−K
‖ρ1 − ρ0‖0,I ≤ 2M

Kn

1−K
. (5.34)

With this error estimate, we obtain a maximum number of iterations that are necessary to

approximate the exact solution by the iterations ρn for a given accuracy. This bound holds for

every choice of inflow boundary data with ρA ≤ M . In section 8, we will solve the discretized
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version of (CP 5.1) using a staggered algorithm. We will investigate numerically the dependence

on ρA for a fixed choice of uA2 −uA1 and r0, r1 and compare the results to the ones that we have

obtained in this Chapter.
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Chapter 6

Steady State Coupled Problem

In this chapter, we analyze the two-dimensional steady state coupled problem focussing on the

existence of a continuous classical solution. The problem setting reads

Problem (CP 6.1). Let Ω be an open bounded C2,α domain with boundary Γ = Γ− ∪Γ+. Find

(u, ρ) ∈ C2,α(Ω̄)× Cα(Ω̄) such that

−∆u(x) = ρ(x) x ∈ Ω (6.1a)

u(x) = uA(x) x ∈ Γ (6.1b)

ρ2(x) + E · ∇ρ = 0 x ∈ Ω (6.1c)

ρ(x) = ρA(x) x ∈ Γ− (6.1d)

E(x) = −∇u(x) x ∈ Ω (6.1e)

where uA|Γ− = uA1 and uA|Γ+ = uA2, uA1 > uA2 are constant and ρA ≥ 0 with ρA ∈ C1,α(Γ−).

The method to show existence of a solution to (CP 6.1) is closely related to the one of Chapter

5. We introduce the solution operators L for the Poisson equation and T for the transport

equation. The idea is to formulate the coupled problem as a fixed point problem. Starting from

a vector field E0, the Poisson and transport equations are solved alternating until convergence

is obtained. Indeed, provided that ‖ρA‖1,α,Γ is sufficiently small, we will show the existence and

uniqueness of a fixed point E = L ◦ TE in a set W (M, δ1, δ2, δ3) ⊂ C1,α(Ω̄) by the Banach fixed

point theorem.

Let us first give a brief overview of this Chapter. In section 6.1, we will introduce the solu-

tion operator L for the Dirichlet problem for the Poisson equation (6.1a)-(6.1b) by (Lρ) (x) =

E(x) = −∇u(x). In contrast to Chapter 5, we do not search for an explicit representation of

the operator L. To successfully apply the Banach fixed point theorem to L ◦ T , it suffices to

use standard existence results and a priori estimates for the Poisson solution in Hölder spaces

as they can be found in [34].

The main focus in this Chapter is on the discussion of the Dirichlet problem for the nonlinear
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transport equation (6.1c)-(6.1d). In section 6.2, we introduce the streamline function Φ : Q → Ω

defined as solution of

dΦ(s, t)

ds
= E(Φ(s, t)) s ∈ [0, a], t ∈ [0, LΓ− ]

Φ(0, t) = ϕ(t) t ∈ [0, LΓ− ]

where a ∈ R and ϕ is, in agreement with Chapter 2, the parametrization of the inflow boundary

Γ− defined on the interval IΓ− := [0, LΓ− ]. We will discuss restrictions on the right hand side

vector field E to obtain a streamline function Φ ∈ C1,α(Ω̄). Furthermore, we will investigate

whether Φ is invertible. With the observation that on a streamline the nonlinear transport

equation can be solved explicitly, we introduce the solution operator T for (6.1c)-(6.1d) for

x ∈ Ω by

TE(x) =
ρA(ϕ(t))

1 + s · ρA(ϕ(t))

∣
∣
∣
∣
(s,t)=Φ−1(x)

. (6.2)

Clearly, a solution ρ only exists on Ω if the streamline function Φ is invertible. In section 6.3,

we show that T is continuous on a set of functions W (M, δ1, δ2, δ3). W (M, δ1, δ2, δ3) contains all

those vector fields E for which the corresponding streamline functions Φ exist and are invertible.

Section 6.4 deals with the main result of this chapter: the existence of a classical solution (u, ρ)

to (CP 6.1). Provided that ‖ρA‖1,α,Ω is sufficiently small, we prove that the composite operator

L ◦ T is a selfmap and contraction on W (M, δ1, δ2, δ3). By the Banach fixed point theorem, we

conclude that there exists a unique fixed point E = L ◦ TE ∈ W (M, δ1, δ2, δ3). It then follows

by the definition of the operator L and T that there exists a unique classical solution (u, ρ) to

(CP 6.1) with −∇u ∈ W (M, δ1, δ2, δ3).

6.1 Poisson Equation

The first subproblem of (CP 6.1) is the Dirichlet problem for the Poisson equation.

Problem (Po 6.2). Let Ω be a bounded C2,α domain. Given a right-hand side function

ρ ∈ Cα(Ω̄), find the solution u ∈ C2,α(Ω̄) to

−∆u = ρ x ∈ Ω (6.3a)

u = uA x ∈ Γ (6.3b)

where uA|Γ− = uA1, uA|Γ+ = uA2 and uA1 > uA2 are constants.

As standard example for elliptic partial differential equations, the classical analysis of the Poisson

equation is found in a vast literature. The theory in the framework of Hölder spaces is presented

in e.g. [34, 51]. We will list briefly some classical results that will be needed in the following.

With the regularity assumptions on Ω, ρ and uA in (Po 6.2), (6.3a)-(6.3b) has a unique solution.

127



Theorem 6.1. [34, Theorem 6.14] Let Ω be an open bounded C2,α domain and ρ ∈ Cα(Ω̄).

Further, let uA ∈ C2+α(Ω̄). Then the Dirichlet problem

−∆u = ρ x ∈ Ω,

u = uA x ∈ Γ

has a unique solution lying in C2+α(Ω̄).

Similar to Chapter 5, we will now introduce the operator L that gives the gradient field of the

solution of the Poisson equation (6.3a)-(6.3b). However, we do not need an explicit representation

for L to prove the unique existence of a fixed point of the composite operator L ◦ T . Instead,

it is enough to work with an abstract formulation. Applied to the right hand side function ρ, L

maps onto the gradient field of the solution u of (6.3a)-(6.3b).

Definition 6.2. Let Ω be an open bounded C2,α domain. We denote the solution operator

L : Cα(Ω̄) → C1,α(Ω̄) to the Poisson problem (6.3a)-(6.3b) by

E(x) = (Lρ)(x), x ∈ Ω, (6.4)

with E = −∇u.

By Theorem 6.1, we know that Lρ exists uniquely for every ρ ∈ Cα(Ω̄). Although we do not

need an explicit representation of L, we do need to know some of its properties. The listing of

the following results might seem incoherent but the necessity will become clear in section 6.4.

An important property used in the following sections is the linearity of the Laplace operator.

An equivalent formulation of (Po 6.2) is given by the decomposition u = u0 + u1 with

−∆u0 = 0 x ∈ Ω (6.5a)

u0 = uA x ∈ Γ (6.5b)

and

−∆u1 = ρ x ∈ Ω (6.6a)

u1 = 0 x ∈ Γ. (6.6b)

We obtain the following existence result for u0 and u1.

Lemma 6.3. Let Ω be a C2,α domain, ρ ∈ Cα(Ω̄) and uA ∈ C2,α(Γ). Then there exist unique

solutions u0 ∈ C2,α(Ω̄) to (6.5a)-(6.5b) and u1 ∈ C2,α(Ω̄) to (6.6a)-(6.6b).

Proof. This is an immediate consequence of Theorem 6.1.

The Laplace equation (6.5a)-(6.5b) only depends on the shape of the domain and the boundary

data. In case of the Banach fixed point iterations, the solution u0 is determined a priori and
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does not change with varying ρ.

Next, we will introduce a priori estimates for the solution u of (6.3a)-(6.3b). These will be

used later on to bound the difference ‖Lρ − Lρ̃‖1,α;Ω in section 6.4. The following theorem is

the famous maximum principle for the Laplace equation.

Theorem 6.4. [34, Theorem 3.5] (Strong maximum principle)

Let ∆u = 0 in an open bounded domain Ω and suppose there exists a point y ∈ Ω for which

u(y) = supΩ u. Then u is constant. Consequently a harmonic function cannot assume an

interior maximum or minimum value unless it is constant.

An immediate consequence is the weak maximum and minimum principle.

Theorem 6.5. [34, Theorem 3.1] (Weak maximum and minimum principle)

Let Ω be an open bounded domain. Let u ∈ C2(Ω) ∪ C0(Ω̄) with −∆u(x) = 0 in Ω. Then

sup
x∈Ω

u(x) = sup
x∈∂Ω

u(x), inf
x∈Ω

u(x) = inf
x∈∂Ω

u(x).

These theorems are used to give a first a priori bound on the sup-norm of u.

Theorem 6.6. [34, Theorem 3.7]

Let −∆u = ρ in an open bounded domain Ω and u ∈ C0(Ω̄) ∪ C2(Ω). Then

sup
x∈Ω

|u(x)| ≤ sup
x∈∂Ω

|u(x)|+ c(diamΩ) sup
x∈Ω

|ρ(x)|.

A priori bounds to the classical solution of the Poisson equation in the C2,α(Ω) norm are given

by the Schauder a priori estimates. As we search for a solution on the bounded domain Ω̄, we

need an estimate up to the boundary of Ω, see [51, p. 106 ff] or [34, Theorem 6.6].

Theorem 6.7. (Schauder’s Estimate)

Let Ω be an open bounded C2,α domain with α ∈ (0, 1). Let u ∈ C2,α(Ω̄) be the solution of

−∆u = ρ, u|Γ = uA with ρ ∈ Cα(Ω̄) and uA ∈ C2,α(Γ). Then holds

‖u‖2,α,Ω ≤ cS(Ω, α) (‖u‖0,Ω + ‖ρ‖α,Ω + ‖uA‖2,α,Γ) . (6.7)

The solution u to (Po 6.2) is thus a priori bounded in terms of the right-hand side function ρ

and boundary data. It will play an important role in section 6.4 where we show that L ◦ T is a

self map and contraction on a set W (M, δ1, δ2, δ3) ⊂ C1,α(Ω̄).

6.2 Streamline Function

The second subproblem of (CP 6.1) is the nonlinear transport equation.
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Problem (Tr 6.3). Let Ω be an open bounded C2,α domain. For a given vector field

E ∈ C1,α(Ω̄), find ρ ∈ C1,α(Ω̄), such that

ρ2 + E · ∇ρ = 0 x ∈ Ω

ρ = ρA x ∈ Γ−

with ρA ∈ C1,α(Γ−) and ρA ≥ 0.

Before beginning with the analysis of the transport equation, we need to do some preliminary

work. Hyperbolic partial differential equations such as the transport equation reduce to ordinary

differential equations on the streamlines. We therefore begin our study with the streamline

function Φ as it will be the key to derive the transport solution operator T . Let us define the

parameter set

Q =
{
(s, t) : s ∈ [0, a], t ∈ IΓ−

}

with a ∈ R. For a given continuous vector field E ∈ C0,1(Ω), the streamline function Φ to (Po

6.2) is defined as the solution of the autonomous ordinary differential equation

dΦ(s, t)

ds
= E(Φ(s, t)) (s, t) ∈ Q (6.9a)

Φ(0, t) = ϕ(t) t ∈ IΓ− . (6.9b)

First, regard a ∈ R as an arbitrary parameter. We will specify it more exactly later on.

A classical solution of the transport equation requires the existence of a C1,α(Q) streamline

function and as indicated by (6.2) the existence of its inverse function Φ−1. This section con-

tains a comprehensive analysis for the existence and uniqueness of a solution to (6.9a)- (6.9b).

Moreover, we investigate restrictions on the vector field E to obtain an invertible streamline

function Φ for the model problem. Φ has to be a bijective function from Q onto Ω because only

then it is guaranteed that every point x ∈ Ω is covered by a streamline.

The right hand side function E of (6.9a) does not explicitly depend on the streamline pa-

rameter s which classifies the differential equation as autonomous. General existence theorems

for streamline functions that are given in the literature (e.g. [41, Chapter 17]) use a different

parametrization for the differential equation. The standard form is given by

d

ds
Ψ(s, x0) = E(Ψ(s, x0))

Ψ(0, x0) = x0

for s ∈ [0, a] and x0 ∈ Ω. The streamlines Ψ thus begin in every point x ∈ Ω. For completeness,

we will present the proof for existence and uniqueness of Φ ∈ C1(Q) for the chosen particular

case (6.9a)-(6.9b) in which the streamline functions start only from the inflow boundary. We

therefore generalize the Picard-Lindelöf Theorem as found in [39, Theorem 1.1].
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Theorem 6.8. Let Ω ⊂ R
2 be a C1 domain and E ∈ C0,1(Ω) with Lipschitz constant LE. Then

a unique global solution Φ : Q → Ω of the initial value problem

dΦ(s, t)

ds
= E(Φ(s, t)) s ∈ [0, a], t ∈ IΓ− (6.10)

Φ(0, t) = ϕ(t) t ∈ IΓ− (6.11)

exists for every continuous ϕ. Further, Φ(s, t) is continuously differentiable with respect to s.

Proof. We use the Banach fixed point theorem to show existence and uniqueness of a solution

Φ(s, t) to (6.10).

Given Φ ∈ C0(Q), we define the operator R(Φ)

R(Φ)(s, t) = ϕ(t) +

∫ s

0
E(Φ(τ, t)) dτ.

R is a selfmap:

The mapping (s, t) 7→ E(Φ(s, t)) is continuous on Q for fixed Φ ∈ C(Q,Ω). It holds

‖E(Φ)‖0,Q ≤ ‖E‖0,Ω = M and thus the integral
∫ s
0 E(Φ(τ, t)) dτ is well-defined. It holds

|R(Φ)(s1, t1)−R(Φ)(s2, t2)|∞ ≤ |ϕ(t1)− ϕ(t2)|∞ +

∣
∣
∣
∣

∫ s1

0
E(Φ(τ, t1)) dτ −

∫ s2

0
E(Φ(τ, t2)) dτ

∣
∣
∣
∣
∞

= |ϕ(t1)− ϕ(t2)|∞

+

∣
∣
∣
∣

∫ s1

0
E(Φ(τ, t1)) dτ −

∫ s2

0
E(Φ(τ, t1))− E(Φ(τ, t1)) dτ −

∫ s2

0
E(Φ(τ, t2)) dτ

∣
∣
∣
∣
∞

= |ϕ(t1)− ϕ(t2)|∞ +

∣
∣
∣
∣

∫ s1

s2

E(Φ(τ, t1)) dτ

∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ s2

0
E(Φ(τ, t1))− E(Φ(τ, t2)) dτ

∣
∣
∣
∣
∞

≤ |ϕ(t1)− ϕ(t2)|∞ +

∫ s1

s2

|E(Φ(τ, t1))|∞ dτ +

∫ s2

0
|E(Φ(τ, t1))− E(Φ(τ, t2))|∞ dτ

≤ sup
∣
∣ϕ′(t)

∣
∣
∞
|t1 − t2|∞ +M |s2 − s1|∞ + LE

∫ s2

0
|Φ(τ, t1)− Φ(τ, t2)|∞ dτ.

Let Bǫ((s1, t1)) a ball around (s1, t2) with radius ǫ. Let (s2, t2) ∈ Bǫ((s1, t1)) for ǫ > 0. Since Φ

is continuous, it holds that |Φ(s, t1)− Φ(s, t2)|∞ ≤ cǫ and

|R(Φ)(s1, t1)−R(Φ)(s2, t2)|∞ ≤ sup |ϕ′(t)|∞ǫ+Mǫ+ s2cLǫ = Cǫ.

With ǫ → 0, it follows that R(Φ) ∈ C0(Q) and thus the operator R is a self-map.

R is a contraction

In the next step, we introduce a weighted sup-norm for C(Q)

‖u‖C̃(Q) := sup
(s,t)∈Q

[exp(−2LEs)|u(s, t)|∞] .
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This norm is equivalent on finite domains to the usual sup-norm. Thus C(Q) forms a Banach

space equipped with the norm above. It holds

sup
(s,t)∈Q

[

exp(−2LEs)|R(Φ)(s, t)−R(Φ̃)(s, t)|∞
]

= sup
(s,t)∈Q

[

exp(−2LEµ)|
∫ s

0
E(Φ(µ, t))− E(Φ̃(µ, t)) dµ|∞

]

≤ sup
(s,t)∈Q

[

exp(−2LEs)

∫ s

0
|E(Φ(µ, t))− E(Φ̃(µ, t))|∞ dµ

]

≤ sup
(s,t)∈Q

[

exp(−2LEs)

∫ s

0
exp(2Lµ) exp(−2LEµ)LE |Φ(µ, t)− Φ̃(µ, t)|∞ dµ

]

≤ sup
(s,t)∈Q

[

LE exp(−2LEs)

∫ s

0
exp(2LEµ)‖Φ− Φ̃‖C̃(Q) dµ

]

= sup
(s,t)∈Q

[

LE exp(−2LEs)
1

2LE
(exp(2LEs)− 1)‖Φ− Φ̃‖C̃(Q)

]

≤ 1

2
‖Φ− Φ̃‖C̃(Q).

The assumptions for Banach’s fixed point theorem are fulfilled. It follows that there exists a

unique fixed point Φ. With the fundamental theorem of calculus, Φ is continuously differentiable

with respect to s.

The existence and uniqueness of (u, ρ) ∈ (C2,α(Ω̄), Cα(Ω̄)) requires Φ ∈ C1,α(Q). The next

theorem shows that if ∇E ∈ Cα(Ω̄), then Φ is differentiable.

Theorem 6.9. Let Ω be an open and bounded C1 domain, ∇E ∈ Cα(Ω) with Hölder constant

Lα. Then follows ∂tΦ ∈ C0(Q).

Proof. First, we differentiate (6.10) with respect to t and change the order of differentiation.

d2Φ(s, t)

ds dt
= ∇E(Φ(s, t))

dΦ(s, t)

dt
.

Φ exists uniquely due to Theorem 6.8 and is considered as a known function. The differential

equation is thus solved with respect to dΦ
dt =: Φt. Again, we use Banach’s fixed point theorem.

Given Φt ∈ C0(Q), define the operator S(Φt) by

S(Φt)(s, t) = ϕ′(t) +

∫ s

0
∇E(Φ(τ, t))Φt(τ, t) dτ.

Due to the continuity of Φ and Φt, we know that ‖∇E(Φ)‖0,Q ≤ ‖∇E‖0,Ω =: M1 and

‖Φt‖0,Q =: M2 for constants M1,M2 < ∞. First we show that S(Φt) defines a selfmap.
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S is a selfmap:

|S(Φt)(s1, t1)− S(Φt)(s2, t2)|∞

≤ |ϕt(t1)− ϕt(t2)|∞ +

∣
∣
∣
∣

∫ s1

0
∇E(Φ(τ, t1))Φt(τ, t1) dτ −

∫ s2

0
∇E(Φ(τ, t2))Φt dτ

∣
∣
∣
∣
∞

≤ |ϕt(t1)− ϕt(t2)|∞ +

∣
∣
∣
∣

∫ s1

s2

∇E(Φ)Φt(τ, t2) dτ

∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ s2

0
∇E(Φ)(Φt(τ, t1)− Φt(τ, t2)) + (∇E(Φ(τ, t1))−∇E(Φ(τ, t2)))Φt(τ, t2) dτ

∣
∣
∣
∣
∞

≤ |ϕt(t1)− ϕt(t2)|∞ +

∫ s2

0
|∇E(Φ)|∞ |Φt(τ, t1)− Φt(τ, t2)|∞ dτ

+

∫ s2

0
|∇E(Φ(τ, t1))−∇E(Φ(τ, t2))|∞|Φt(τ, t2)|∞ dτ +

∣
∣
∣
∣

∫ s1

s2

|∇E(Φ)|∞|Φt(τ, t2)|∞ dτ

∣
∣
∣
∣

≤ |ϕt(t1)− ϕt(t2)|∞ +M1

∫ s2

0
|Φt(τ, t1)− Φt(τ, t2)|∞ dτ

+

∫ s2

0
LαM2|Φ(τ, t1))− Φ(τ, t2))|α∞ dτ +M1M2|s2 − s1|.

Let Bǫ((s1, t1)) be a ball of radius ǫ around (s1, s2) and (s2, t2) ∈ Bǫ((s1, t1)) for an ǫ > 0. Since

Φ, ϕ′ and Φt are continuous, it holds that |Φt(s1, t1)− Φt(s2, t2)|∞ ≤ cǫ and

|S(Φt)(s1, t1)− S(Φt)(s2, t2)|∞ ≤ cǫ+ csM1ǫ+ cs2LαM2ǫ
α + cM1M2ǫ ≤ Cǫα.

Since α ∈ (0, 1), it follows that S(Φt) ∈ C(Q) for ǫ → 0. The operator S defines a self-map.

S is a contraction:

We introduce a weighted sup-norm

‖u‖C̃(Q,Ω) := sup
(s,t)∈Q

[exp(−2M1s)|u(s, t)|∞] .

This norm is equivalent to the usual sup-norm. Thus C(Q) forms a Banach space equipped with
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the weighted norm. It holds

sup
(s,t)∈Q

[

exp(−2M1s)
∣
∣
∣S(Φt)(s, t)− S(Φ̃t)(s, t)

∣
∣
∣
∞

]

= sup
(s,t)∈Q

[

exp(−2M1s)

∣
∣
∣
∣

∫ s

0
∇E(Φ(τ, t))Φt(τ, t)−∇E((Φ)(τ, t))Φ̃t(τ, t) dτ

∣
∣
∣
∣
∞

]

≤ sup
(s,t)∈Q

[

exp(−2M1s)

∫ s

0
exp(2M1τ) exp(−2M1τ)

∣
∣
∣∇E(Φ)(Φt(τ, t)− Φ̃t(τ, t))

∣
∣
∣
∞

dτ

]

≤ sup
(s,t)∈Q

[

exp(−2M1s)

∫ s

0
exp(2M1τ) exp(−2M1τ) |∇E(Φ)|0,Q

∣
∣
∣Φt(τ, t)− Φ̃t(τ, t)

∣
∣
∣
∞

dτ

]

≤ sup
(s,t)∈Q

[

M1 exp(−2M1s)

∫ s

0
exp(2M1τ)‖Φt − Φ̃t‖C̃(Q) dτ

]

≤ sup
(s,t)∈Q

[

M1‖Φt − Φ̃t‖C̃(Q) exp(−2M1s)
1

2M1
(exp(2M1s)− 1)

]

≤ 1

2
‖Φt − Φ̃t‖C̃(Q).

By the Banach fixed point theorem, there exists a unique fixed point S(Φt) = Φt. Φt is contin-

uously differentiable with respect to s due to the fundamental theorem of calculus.

6.2.1 Properties of the Streamline Function

Not every streamline function Φ leads to a possible solution of the model problem (CP 6.1). For

example, as ρ(x) = TE(x) indicated in (6.2) is defined on Ω, we have to ensure that for every

point x ∈ Ω there exists a (s, t) ∈ Q such that x = Φ(s, t). We will now discuss restrictions on

the vector field E in order to obtain streamlines that are feasible for the coupled problem.

Definition 6.10. We call the streamline function Φ feasible for the problem setting if the

following conditions are fulfilled

1. No two streamlines intersect on Ω.

2. Φ maps the parameter set Q surjectively on Ω.

3. There are no closed streamlines in Ω.

By excluding the intersection of any two streamlines, we obtain that Φ is injective. Conditions

(1) and (2) are then equivalent to the bijectivity of Φ.

Textbooks on dynamical systems [36, 38, 37, 41] contain the necessary information to ensure

that Φ is feasible for the coupled problem. Recall that the initial condition (6.9b) indicates that

every streamline starts on the inflow boundary.
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Definition 6.11. [38, p.176] For t0 ∈ [0, LΓ− ], the curve in the three dimensional space with

(s, x) ∈ R× R
2 defined by

{(s,Φ(s, t0)) : s ∈ [0, a]}

with starting point (0, ϕ(t0)) is called the trajectory through ϕ(t0).

It follows that the streamlines are the projection of the trajectories onto Ω. We use this obser-

vation to show that no two streamlines intersect.

Lemma 6.12. [38, p.176] The streamlines to the autonomous differential equation (6.9a)-(6.9b)

do not intersect.

Proof. The streamlines are the projection of the trajectories (s,Φ(s, p)) ⊂ R
3 onto Ω. The right-

hand side E of (6.9a) is independent of s. Choose x0 ∈ Ω. For every (s, t) with Φ(s, t) = x0,

Φ(s, t) has the same slope since E(Φ(s, t)) = E(x0) is constant. Thus if the trajectories intersect

the line x = x0, they must always have the same slope. After projecting the trajectories onto

Ω, it follows that no two streamlines can intersect.

With the previous Lemma, we are certain that no two streamlines intersect. However, there are

other phenomena that impede feasible streamlines. We therefore further investigate the context

of dynamical systems. First, let us generalize the initial value problem (6.9a)-(6.9b) to

dΨ(s, x0)

ds
= E(Ψ(s, x0)), s ∈ [0, b], x0 ∈ Ω

Ψ(0, x0) = x0 x0 ∈ Ω.

The difference to (6.9a)-(6.9b) is based on the initial condition. In case of Ψ(s, x0), every point

x0 ∈ Ω is a starting point for a streamline function. We will see that without any restrictions

on E, the range of Φ might only be a subset of the range of Ψ.

Definition 6.13. [37, p.38] An equilibrium point of the vector field E ∈ C1,α(Ω) is a point p

such that E(p) = 0. If p is an equilibrium point, then the streamline starting from p is the point

itself, i.e. Ψ(s, p) = p,−∞ < s < ∞. The trajectory of the critical point p is the line in R
3

given by x = p, −∞ < s < ∞.

Definition 6.14. [36, p. 15] If there exists a 0 < T < ∞ such that Ψ(s+ T, x0) = Ψ(s, x0) for

all s, then we call Ψ a periodic solution.

We will now focus again on (6.9a)-(6.9b) and explain why it is necessary to exclude equilibrium

points of E and periodic solutions of Ψ. Having periodic orbits is equivalent to obtaining closed

streamlines. Figures 6.1a and 6.1b illustrate the consequences for (6.9a)-(6.9b). Since every

streamline Φ(·, t) starts from the inflow boundary at ϕ(t), Φ(·, t) would never attain any point

x belonging to a periodic streamline Ψ. Consequently, Φ does not map surjectively on Ω.

Fortunately, the existence of period streamlines is excluded a priori for our model problem as E

is a gradient field.
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Γ+Γ−
(a) Streamline Function Ψ

Γ+Γ−
(b) Streamline Function Φ

Figure 6.1: Phase Portrait with Periodical Streamlines

Theorem 6.15. [38, p. 434] There do not exist periodic orbits for gradient systems.

Theorem 6.15 excludes the possibility of having closed streamlines for the general streamline

function Ψ. Conclusively, the situation illustrated in Figure 6.1b is impossible for Φ.

Nevertheless, equilibrium points give not only rise to periodic orbits.

Lemma 6.16. [37, p.38] If p is an equilibrium point, then no streamline other than Ψ(s, p) = p

can reach the line x = p,−∞ < s < ∞. This implies: if p is a equilibrium point and Ψ(s, x0) 6= p

tends to p, then either s → ∞ or s → −∞.

In Figure 6.2b, the previous Lemma is illustrated in a one-dimensional case. If an equilibrium

point p exists, then Φ will converge to the first equilibrium point for s → ∞. The remaining

part of the interval is not contained in the range of Φ. It is thus necessary to exclude possible

equilibrium points, i.e. E(x) 6= 0, ∀x ∈ Ω.

ΓΓ− +

(a) Streamline Function Ψ

ΓΓ− +

(b) Streamline Function Φ

Figure 6.2: Phase Portrait Containing Equilibrium Points

Lemma 6.17. Let Ω be an open bounded domain. Let E = −∇u ∈ C0(Ω) with infx∈Ω |E(x)|∞ ≥
δ1 > 0. Then a parameter set

Q =
{
(s, t) : 0 ≤ s ≤ l(t), t ∈ [0, LΓ− ]

}
(6.12)

exists, such that Φ maps Q surjectively on Ω.

Proof. E is defined in Ω̄ and thus gives rise to streamlines through every point x ∈ Ω. By

Theorem 6.15 and the assumption E(x) 6= 0 for every x ∈ Ω, neither closed streamlines nor

equilibrium points exist. Thus, every point x ∈ Ω is in the range of Φ. The parameter s
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depends on the starting point ϕ(t) of the streamline and the local strength of the vector field

E. Apparently, we obtain a different interval of definition for s for every fixed t ∈ [0, LΓ− ].

Choose l(t) such that Φ(l(t), t) ∈ Γ+ for every t ∈ [0, LΓ− ]. Then Q defined in (6.12) proves the

assertion.

We collect the previous results for Φ and obtain the following theorem.

Theorem 6.18. Let Ω be a C2,α domain and Q as defined in (6.12). Let E = −∇u ∈ C0(Ω)

with infx∈Ω̄ |E(x)|∞ ≥ δ1 > 0 and Φ the solution of (6.9a)-(6.9b). Then

Φ : Q → Ω

is a bijection.

Proof. By Lemma 6.12 and Theorem 6.15 holds that Φ is injective. Moreover, Lemma 6.17

proves the surjectivity of Φ. It follows that Φ is bijective.

So far, the maximum l(t) of the streamline parameter s is only an abstract quantity. We know

that it depends on the starting point ϕ and since E(x) 6= 0 for x ∈ Ω̄, we also know that l(t) is

finite for every t. In section 6.2.4, we will investigate an upper bound and show that l(t) depends

on the boundary data uA and the minimal field strength infx∈Ω̄ |E(x)|∞.

6.2.2 Hölder Continuity of the Streamline Function

To the end of this Chapter, let Q be defined in (6.12). So far, we obtained Φ ∈ C1(Q). To show

that ∇Φ is also Hölder continuous, we use a different representation of the streamline function.

Integrating (6.9a) with respect to s and using the initial condition (6.9b) gives

Φ(s, t) = ϕ(t) +

∫ s

0
E(Φ(µ, t)) dµ (6.13)

Before beginning, we need to introduce Grönwall’s inequality that we will use frequently. There

exist multiple versions of this inequality in the literature. We pick the formulation of

[55, Lemma 3.1, p. 89], as it is the most convenient one for our estimates in the following. The

proof is given in the appendix, Lemma A.2.

Lemma 6.19 (Grönwall’s inequality). Assume I = [s0, s1] and q ≥ 0, u ≥ 0 ∈ C0(I) and

c ≥ 0 ∈ C1(I). If

q(s) ≤ c(s) +

∫ s

s0

u(τ)q(τ) dτ (6.14)

then holds

q(s) ≤ c(s0) exp

(∫ s

s0

u(τ) dτ

)

+

∫ s

s0

c′(τ) exp

(∫ s

τ
u(µ) dµ

)

dτ.
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We are now ready to conclude that ∂sΦ ∈ Cα(Q).

Lemma 6.20. Let Ω be a C1,α domain and E ∈ Cα(Ω). Then ∂sΦ ∈ Cα(Q).

Proof. By the chain rule (2.9) holds for (6.9a)

|∂sΦ|α,Q = |E(Φ)|α,Q ≤ |E|α,Ω‖∇Φ‖α0,Q < ∞.

The Hölder coefficient |∂sΦ|α,Q is finite and thus ∂sΦ ∈ Cα(Q).

Also, we show that ∂tΦ ∈ Cα(Q).

Lemma 6.21. Let Ω be a C1,α domain and E ∈ C1,α(Ω). Then ∂tΦ ∈ Cα(Q).

Proof. We show that the Hölder coefficient of ∂tΦ is bounded pointwise for all

(s1, t1) 6= (s2, t2) ∈ Q. We only consider points with s1 6= s2 and t1 6= t2. The cases where

s1 6= s2 and t1 = t2 or t1 6= t2 and s1 = s2 are simpler special cases. They can be derived easily

from the following computations and are thus omitted.

Let now s1 6= s2 and t1 6= t2. The dependence of [0, l(t)] on t makes it necessary to distinguish

two cases. Two distinct points (s1, t1) 6= (s2, t2) ∈ Q lead to two distinct intervals of existence

for s1 and s2. It holds that s1 ∈ [0, l(t1)] for a point (s1, t1) and s2 ∈ [0, l(t2)] for (s2, t2). The

minimum of l(t1) and l(t2) determines a triangle whose vertices (s1, t1), (s2, t2) and either (s1, t2)

or (s2, t1) are elements of Q.

Case 1: l(t1) ≤ l(t2), i.e. [0, l(t1)] ⊂ [0, l(t2)]. Consequently, (s1, t2) ∈ Q.

It holds pointwise

|∂tΦ(s1, t1)− ∂tΦ(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

=
|∂tΦ(s1, t1)− ∂tΦ(s1, t2) + ∂tΦ(s1, t2)− ∂tΦ(s2, t2)|∞

|(s1, t1)− (s2, t2)|α∞
≤ |∂tΦ(s1, t1)− ∂tΦ(s1, t2)|∞

|(s1, t1)− (s2, t2)|α∞
+

|∂tΦ(s1, t2)− ∂tΦ(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

. (6.15)

On the interval [0, l(t1)], we get for numerator of the second term of (6.15)

|∂tΦ(s1, t2)− ∂tΦ(s2, t2)|∞ =

∣
∣
∣
∣

∫ s2

s1

∇E(Φ(µ, t2))∂tΦ(µ, t2) dµ

∣
∣
∣
∣
∞

≤ |s2 − s1| ‖∇E(Φ)‖0,Q ‖∂tΦ‖0,Q
≤ |s2 − s1| ‖∇E‖0,Ω ‖∂tΦ‖0,Q . (6.16)
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For the first term of (6.15), we get for the numerator for every s1 ∈ [0, l(t1)]

|∂tΦ(s1, t1)− ∂tΦ(s1, t2)|∞

≤ |ϕ′(t1)− ϕ′(t2)|∞ +

∣
∣
∣
∣

∫ s1

0
∇E(Φ(µ, t1))∂tΦ(µ, t1)−∇E(Φ(µ, t2))∂tΦ(µ, t2) dµ

∣
∣
∣
∣
∞

≤
∣
∣ϕ′(t1)− ϕ′(t2)

∣
∣
∞

+

∫ s1

0
|∇E(Φ(µ, t1))∂tΦ(µ, t1)−∇E(Φ(µ, t2))∂tΦ(µ, t2)|∞ dµ

≤
∣
∣ϕ′(t1)− ϕ′(t2)

∣
∣
∞

+

∫ s1

0
|[∇E(Φ(µ, t1))−∇E(Φ(µ, t2))] ∂tΦ(µ, t1)−∇E(Φ(µ, t2)) [∂tΦ(µ, t1)− ∂tΦ(µ, t2)]|∞ dµ

≤
∣
∣ϕ′(t1)− ϕ′(t2)

∣
∣
∞

+

∫ s1

0
|∇E(Φ(µ, t1))−∇E(Φ(µ, t2))|∞ |∂tΦ(µ, t1)|∞ dµ

+

∫ s1

0
|∇E(Φ(µ, t2))|∞|∂tΦ(µ, t1)− ∂tΦ(µ, t2)|∞ dµ.

Grönwalls inequality (Lemma 6.19) is applicable with respect to s1. We get

|∂tΦ(s1, t1)− ∂tΦ(s1, t2)|∞ ≤ |ϕ′(t1)− ϕ′(t2)|∞ exp

(∫ s1

0
|∇E(Φ(µ, t2))|∞dµ

)

+

∫ s1

0
|∇E(Φ(µ, t1))−∇E(Φ(µ, t2))|∞|∂tΦ(µ, t1)|∞ exp

(∫ s1

µ
|∇E(Φ(τ, t2))|∞dτ

)

dµ. (6.17)

We obtain for (6.15) with (6.16), (6.17) and since |(s1, t1)− (s2, t2)|∞ ≥ |t1 − t2|

|∂tΦ(s1, t1)− ∂tΦ(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

≤ |s2 − s1|
|(s1, t1)− (s2, t2)|α∞

‖∇E‖0,Ω ‖∂tΦ‖0,Q +
|ϕ′(t1)− ϕ′(t2)|∞
|(s1, t1)− (s2, t2)|α∞

exp

(∫ s1

0
‖∇E‖0,Ωdµ

)

+

∫ s1

0

|∇E(Φ(µ, t1))−∇E(Φ(µ, t2))|∞
|t1 − t2|α

|∂tΦ(µ, t1)|∞ exp

(∫ s1

µ
‖∇E‖0,Ωdτ

)

dµ.

By the chain rule (2.9) and since |(s1, t1)− (s2, t2)|∞ ≥ |s1−s2| follows for the Hölder coefficient

|∂tΦ(s1, t1)− ∂tΦ(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

≤ sup
s1,s2∈[0,LΓ−

]
|s2 − s1|1−α ‖∇E‖0,Ω ‖∂tΦ‖0,Q

+ |ϕ′|α,IΓ−
exp

(∫ s1

0
‖∇E‖0,Ωdµ

)

+

∫ s1

0
|∇E|α,Ω ‖∂tΦ‖1+α

0,Q exp

(∫ s1

µ
‖∇E‖0,Ωdτ

)

dµ

≤ ‖l‖1−α
0,IΓ−

‖∇E‖0,Ω ‖∂tΦ‖0,Q + |ϕ′|α,IΓ−
exp

(

‖l‖0,IΓ−
‖∇E‖0,Ω

)

+ ‖l‖0,IΓ−
|∇E|α,Ω‖∂tΦ‖1+α

0,Q exp
(

‖l‖0,IΓ−
‖∇E‖0,Ω

)

≤ ‖l‖1−α
0,IΓ−

‖∇E‖0,Ω ‖∂tΦ‖0,Q +
(

|ϕ′|α,IΓ−
+ ‖l‖0,IΓ−

|∇E|α,Ω‖∂tΦ‖1+α
0,Q

)

exp
(

‖l‖0,IΓ−
‖∇E‖0,Ω

)

.

Case 2: l(t2) < l(t1). Then [0, l(t2)] ⊂ [0, l(t1)] and (s2, t1) ∈ Q.
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This case is only sketched as it works analogously to case 1.

|∂tΦ(s1, t1)− ∂tΦ(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

=
|∂tΦ(s1, t1)− ∂tΦ(s2, t1) + ∂tΦ(s2, t1)− ∂tΦ(s2, t2)|∞

|(s1, t1)− (s2, t2)|α0
≤ |∂tΦ(s1, t1)− ∂tΦ(s2, t1)|∞

|(s1, t1)− (s2, t2)|α0
+

|∂tΦ(s2, t1)− ∂tΦ(s2, t2)|∞
|(s1, t1)− (s2, t2)|α0

. (6.18)

We get immediately for the first term of (6.18) for all s1, s2 ∈ [0, l(t2)]

|∂tΦ(s1, t2)− ∂tΦ(s2, t2)|∞ ≤ |s1 − s2|‖∇E‖0,Ω‖∂Φ‖0,Q. (6.19)

For the second term of (6.18), we have for all s2 ∈ [0, l(t2)]

|∂tΦ(s2, t1)− ∂tΦ(s2, t2)|∞

≤ |ϕ′(t1)− ϕ′(t2)|∞ +

∫ s2

0
|∇E(Φ(µ, t1))−∇E(Φ(µ, t2))|∞|∂tΦ(µ, t1)|∞ dµ

+

∫ s2

0
|∇E(Φ(µ, t2))|∞|∂tΦ(µ, t1)− ∂tΦ(µ, t2)|∞dµ.

Grönwalls inequality (Lemma 6.19) is applicable with respect to s2. We get

|∂tΦ(s2, t1)− ∂tΦ(s2, t2)|∞ ≤ |ϕ′(t1)− ϕ′(t2)|∞ exp

(∫ s2

0
|∇E(Φ(µ, t2))|∞dµ

)

+

∫ s2

0
|∇E(Φ(µ, t1))−∇E(Φ(µ, t2))|∞|∂tΦ(µ, t1)|∞ exp

(∫ s2

µ
|∇E(Φ(τ, t2))|∞dτ

)

dµ. (6.20)

After bounding the previous equation, we obtain for (6.18) with (6.19), (6.20) and the chain rule

(2.9)

|∂tΦ(s1, t1)− ∂tΦ(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

≤ ‖l‖1−α
0,IΓ−

‖∇E‖0,Ω ‖∂tΦ‖0,Q +
(

|ϕ′|α,IΓ−
+ ‖l‖0,IΓ−

‖∇E‖0,Ω‖∂tΦ‖1+α
0,Ω

)

exp
(

‖l‖0,IΓ−
‖∇E‖0,Ω

)

.

As both cases are bounded by the same global constant, we conclude

|∂tΦ|α,Q
≤ ‖l‖1−α

0,IΓ−
‖∇E‖0,Ω ‖Φt‖0,Q +

(

|ϕ′|α,IΓ−
+ ‖l‖0,IΓ−

‖∇E‖0,Ω‖∂tΦ‖1+α
0,Ω

)

exp
(

‖l‖0,IΓ−
‖∇E‖0,Ω

)

< ∞.

We have thus proved that Φ ∈ C1,α(Q).

6.2.3 Existence of the Inverse Streamline Function

Since Φ is a bijective function, it follows immediately that an inverse function Φ−1 : Ω̄ → Q

exists. We will prove that also Φ−1 ∈ C1,α(Ω̄). We therefore first define the Jacobian determinant

of Φ.
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Definition 6.22. The determinant of the Jacobian matrix ∇Φ(s, t) is denoted for (s, t) ∈ Q by

J(Φ)(s, t) = ∂sΦ1(s, t)∂tΦ2(s, t)− ∂sΦ2(s, t)∂tΦ1(s, t). (6.21)

We use a standard result on the differentiability of the inverse function.

Theorem 6.23. [40, Theorem 171.2] Let Ω be an open domain and let the function

f : Ω ⊂ R
2 → R

2 be continuously differentiable. Let the Jacobian matrix ∇f(x) be invertible

for every x ∈ Ω. If f is injective, then the inverse function f−1 : f(Ω) → R
2 is continuously

differentiable.

To ensure the existence of a differentiable function Φ−1, the Jacobian matrix ∇Φ(s, t) must be

invertible for all (s, t) ∈ Q. Let |J(Φ)(s, t)| > 0 for all (s, t) ∈ Q. Then the inverse matrix

(∇Φ(s, t))−1 is given by

[∇Φ(s, t)]−1 =
1

J(Φ)(s, t)

(

∂tΦ2(s, t) −∂t(Φ1(s, t))

−[E(Φ(s, t))]2 [E(Φ(s, t))]1

)

(6.22)

with ~E(x) = ([E(x)]1, [E(x)]2) and ∂t~Φ(s, t) = (∂tΦ1(s, t), ∂tΦ2(s, t)).

It must hold |J(Φ)(s, t)| > 0 for ∇Φ to be invertible. We will now analyze if and how we can

restrict E such that J(Φ)(s, t) does not vanish.

Lemma 6.24. (see [10, p.169]). J(Φ)(s, t) is given for (s, t) ∈ Q by

J(Φ)(s, t) = J(Φ(0, t)) exp

(∫ s

0
divE(Φ(τ, t)) dτ

)

.

Proof.

d

ds
J(Φ)(s, t) =

(
d

ds

∂Φ1

∂s

)
∂Φ2

∂t
+

∂Φ1

∂s

(
d

ds

∂Φ2

∂t

)

−
(

d

ds

∂Φ1

∂t

)
∂Φ2

∂s
− ∂Φ1

∂t

(
d

ds

∂Φ2

∂s

)

=

(
∂[E]1
∂Φ1

∂Φ1

∂s
+

∂[E]1
∂Φ2

∂Φ2

∂s

)
∂Φ2

∂t
+

(
∂[E]2
∂Φ1

∂Φ1

∂t
+

∂[E]2
∂Φ2

∂Φ2

∂t

)
∂Φ1

∂s

−
(
∂[E]1
∂Φ1

∂Φ1

∂t
+

∂[E]1
∂Φ2

∂Φ2

∂t

)
∂Φ2

∂s
−
(
∂[E]2
∂Φ1

∂Φ1

∂s
+

∂[E]2
∂Φ2

∂Φ2

∂s

)
∂Φ1

∂t

=
∂[E]1
∂Φ1

(
∂Φ1

∂s

∂Φ2

∂t
− ∂Φ1

∂t

∂Φ2

∂s

)

+
∂[E]2
∂Φ2

(
∂Φ1

∂s

∂Φ2

∂t
− ∂Φ1

∂t

∂Φ2

∂s

)

= J(Φ) divE(x)|x=Φ(s,t).

Solving the ordinary differential equation gives

log J(Φ)(s, t) =

∫ s

0
divE(Φ(µ, t)) dµ+ log c(t).

With the initial conditions (6.9b), i.e. Φ(0, t) = ϕ(t), we get

J(Φ)(s, t) = J(Φ(0, t)) exp

(∫ s

0
divE (Φ(µ, t)) dµ

)

.
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In fact, J(Φ)(0, t) is the inflow boundary condition for E. Thus, we can prove the positivity of

J(Φ)(s, t) for all (s, t) ∈ Q and conclusively the existence of an inverse streamline function for

our problem setting.

Lemma 6.25. Let Ω be an open bounded C2,α domain and E(x) · ~n(x) ≤ −δ2 < 0 for δ2 > 0

and x ∈ Γ−. Then

inf
t∈IΓ−

|J(Φ(0, t))| ≥ δ2 > 0.

Moreover holds Φ−1 ∈ C1(Ω).

Proof. Let ~E(x) = ([E(x)]1, [E(x)]2) and ~ϕ(t) = (ϕ1(t), ϕ2(t)). By (6.21) follows

J(Φ(0, t)) = [E(ϕ(t))]1ϕ
′
2(t)− [E(ϕ(t))]2ϕ

′
1(t). (6.23)

As ϕ is the parametrization of the inflow boundary with respect to the arc length, the vector

(−ϕ′
2(t) , ϕ

′
1(t)) is the outward normal vector to x = ϕ(t) ∈ Γ−.

We get with the assumption E(x) · ~n(x) ≤ −δ2

inf
t∈IΓ−

|J(Φ)(0, t)| = inf
t∈IΓ−

|E(ϕ(t)) · (ϕ′(t))⊥| ≥ δ2 > 0.

The matrix (6.22) is thus invertible for every (s, t) ∈ Q. By Theorem 6.23, we obtain that Φ−1

is differentiable with gradient

∇Φ−1(x) =
[
∇(s,t)Φ(Φ

−1(x))
]−1

=
1

J(Φ)(Φ−1(x))

(

∂tΦ2(Φ
−1(x)) −∂t(Φ1(Φ

−1(x)))

−[E(x)]2 [E(x)]1

)

. (6.24)

We now easily obtain the Hölder continuity of ∇Φ−1.

Lemma 6.26. Let Ω be an open bounded C2,α domain, E = −∇u be a gradient field and

infx∈Ω̄ |E(x)|∞ ≥ δ1 > 0. Let E · ~n ≤ −δ2 < 0 for x ∈ Γ−. Then holds Φ−1 ∈ C1,α(Ω).

Proof. Lemma 6.25 yields that Φ−1 ∈ C1(Ω). All entries in the Jacobian matrix (6.24) of

Φ−1 are first order derivatives of Φ. Using Lemma 2.11, Lemma 6.20 and 6.21, we obtain the

boundedness of the α-Hölder coefficient of ∇Φ−1 and thus the assumption.

6.2.4 Boundedness of Φ and Φ−1

In this last part of the section, we introduce upper bounds for ‖Φ‖1,α,Q and ‖Φ−1‖1,α,Ω in terms

of E, Ω, δ1, δ2 and uA. Of major interest is the range of Φ−1(x), x ∈ Ω, as it gives an insight into

the size of the streamline parameter l(t). The main intention of this section becomes evident

by mentioning that ‖Φ‖1,α,Q and ‖Φ−1‖1,α,Ω are factors of the contraction constant of L ◦ T . A
bound in terms of known, bounded data is thus necessary.
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Theorem 6.27. Let Ω be an open bounded C1 domain and E ∈ C1(Ω) with E = −∇u being a

gradient field. u satisfies the boundary conditions u|Γ− = uA1 and u|Γ+ = uA2 with uA2 < uA1.

Further assume infx∈Ω |E(x)|∞ ≥ δ1 > 0. Then holds

sup
0≤t≤LΓ−

|l(t)| ≤ uA1 − uA2

δ21
=: cl.

Proof. The vector field E is a gradient field with potential function u. Let Φ be the streamline

function to E. Then holds for t ∈ [0, LΓ− ]

u(Φ(l(t), t))− u(Φ(0, t)) = uA2 − uA1 . (6.25)

u is a scalar function. By the mean value theorem for scalar functions exists a ξ ∈ [0, l(t)] such

that

u(Φ(l(t), t))− u(Φ(0, t)) =
d

ds
u(Φ(s, t))|s=ξ(l(t)− 0). (6.26)

We obtain for the derivative by (6.9a)

d

ds
u(Φ(s, t)) = ∇u(Φ(s, t)) · d

ds
Φ(s, t)

= ∇u(Φ(s, t)) · (−∇u(Φ(s, t)))

= −‖E(Φ(s, t))‖22 (6.27)

where ‖ · ‖2 denotes the euclidean norm. We get for (6.25) with (6.26) and (6.27) and the

equivalence of the euclidean and maximum norm

uA1 − uA2 = u(Φ(0, t))− u(Φ(l(t), t)) = l(t)‖E(Φ(ξ, t))‖22 ≥ l(t) inf
x∈Ω

|E(x)|2∞ ≥ l(t)δ21

and conclusively

l(t) ≤ uA1 − uA2

δ21
=: cl.

To obtain an upper bound for l(t), we exploited that E is a gradient field. We denote the upper

bound of l(t) by cl as the constant is included in almost every upcoming estimate. We have to

keep in mind that cl depends on the boundary data uA, in other words the applied potential,

and the minimal field strength infx∈Ω |E(x)|∞. A dependence on the size of the domain Ω is im-

plicitly given by infx∈Ω |E(x)|∞. For fixed boundary data uA, cl will increase with an increasing

diameter of Ω, as then infx∈Ω |E(x)|∞ decreases.

A simple consequence is the upper bound for Φ−1.

Lemma 6.28. Let Ω be an open bounded C1 domain and −∇u = E ∈ C1(Ω). Further assume

infx∈Ω |E|∞ ≥ δ1 > 0. Then holds

‖Φ−1‖0,Ω ≤ max
{
cl, LΓ−

}

where u|Γ− =: uA1 and u|Γ− =: uA2
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Proof. Since Φ : Q → Ω is a bijective function, Φ−1 maps into the parameter set

Q =
{
(s, t) : 0 ≤ s ≤ l(t), t ∈ [0, LΓ− ] =: IΓ−

}
.

We have Φ−1
2 (x) ∈ [0, LΓ− ] for x ∈ Ω and

∥
∥Φ−1

2

∥
∥
0,Ω

≤ LΓ− .

By Theorem 6.27, we obtain an upper bound for the first component Φ−1
1 . We have

‖Φ−1‖0,Ω ≤ max
{
cl, LΓ−

}
.

We proceed by finding upper bounds for the gradients ∇Φ and ∇Φ−1 where ∇Φ is understood

as ∇(s,t)Φ(s, t) and ∇Φ−1(x) as ∇xΦ
−1(x).

Lemma 6.29. Let Ω be an open bounded C2,α domain and −∇u = E ∈ C1,α(Ω) with

infx∈Ω̄ |E(x)|∞ ≥ δ1 > 0. Then holds

‖∇Φ‖0,Q ≤ ‖E‖0,Ω + exp (cl‖∇E‖0,Ω) .

Proof. It is immediately clear by (6.9a) that

‖∂sΦ‖0,Q = ‖E(Φ)‖0,Q = ‖E‖0,Ω.

For the partial derivative ∂tΦ(s, t) holds with the integral representation (6.13)

∂tΦ(s, t) = ϕ′(t) +

∫ s

0
∇E(Φ(µ, t))∂tΦ(µ, t) dµ.

We estimate pointwise for all (s, t) ∈ Q and due to the arc length parametrization of ϕ

|∂tΦ(s, t)|∞ ≤
∣
∣ϕ′(t)

∣
∣
∞

+

∫ s

0
|∇E(Φ(µ, t))|∞ |∂tΦ(µ, t)|∞ dµ

≤ 1 +

∫ s

0
|∇E(Φ(µ, t))|∞ |∂tΦ(µ, t)|∞ dµ.

By Grönwall’s inequality (Lemma 6.19), we obtain pointwise for all (s, t) ∈ Q

|∂tΦ(s, t)|∞ ≤ exp

(∫ s

0
|∇E(Φ(µ, t))|∞dµ

)

.

Applying the supremum over (s, t) ∈ Q and by Theorem 6.27, we have

‖∂tΦ‖0,Q ≤ exp
(

‖l‖0,IΓ−
‖∇E‖0,Ω

)

≤ exp (cl‖∇E‖0,Ω) .

The supremum of the Jacobian matrix is bounded by Lemma 2.12. We get

‖∇Φ‖0,Q ≤ ‖∂sΦ‖0,Q + ‖∂tΦ‖0,Q ≤ ‖E‖0,Ω + exp (cl‖∇E‖0,Ω) .
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Next, we find a bound for the α Hölder coefficient of ∇Φ in terms of E, Ω and δ1 .

Lemma 6.30. Let Ω be an open bounded C2,α domain and −∇u = E ∈ C1,α(Ω) with

infx∈Ω̄ |E(x)|∞ ≥ δ1 > 0. Then holds

|∇Φ|α,Q ≤ |E|α,Ω‖∇Φ‖α0,Q + c1−α
l ‖∇E‖0,Ω ‖∂tΦ‖0,Q

+
(

|ϕ′|α,IΓ−
+ cl|∇E|α,Ω‖∂tΦ‖1+α

0,Q

)

exp (cl‖∇E‖0,Ω)

where u|Γ− =: uA1 and u|Γ− =: uA2 and cl defined in Theorem 6.27

Proof. The Hölder semi-norm of the Jacobian matrix is bounded by Lemma 2.12. We get

|∇Φ|α,Q ≤ |∂sΦ|α,Q + |∂tΦ|α,Q. (6.28)

The necessary computations to bound |∇Φ|α,Q are done in the proofs of Lemma 6.20 and 6.21.

It holds by the chain rule (2.9)

|∂sΦ|α,Q = |E(Φ)|α,Q ≤ |E|α,Ω‖∇Φ‖α0,Q. (6.29)

By Lemma 6.21, we also obtain

|∂tΦ|α,Q
≤ ‖l‖1−α

0,IΓ−
‖∇E‖0,Ω ‖∂tΦ‖0,Q +

(

|ϕ′|α,IΓ−
+ ‖l‖0,IΓ−

|∇E|α,Ω‖∂tΦ‖1+α
0,Q

)

exp
(

‖l‖0,IΓ−
‖∇E‖0,Ω

)

.

Due to Theorem 6.27,

|∂tΦ|α,Q
≤ c1−α

l ‖∇E‖0,Ω ‖∂tΦ‖0,Q +
(

|ϕ′|α,IΓ−
+ cl|∇E|α,Ω‖∂tΦ‖1+α

0,Q

)

exp (cl‖∇E‖0,Ω) . (6.30)

The assertion follows by substituting (6.29) and (6.30) into (6.28).

We will now estimate ∇Φ−1 in the sup-norm.

Lemma 6.31. Let Ω be an open bounded C2,α domain and −∇u = E ∈ C1,α(Ω̄) with

inf |E(x)|∞ ≥ δ1 > 0. Further assume for the Jacobian determinant inf |J(Φ(0, t))| ≥ δ2 > 0.

Then holds

‖∇Φ−1‖0,Ω ≤ 2

δ2
exp

(

cl ‖divE‖0,Ω
)

max {‖∂tΦ‖0,Q , ‖∂sΦ‖0,Q} .

with cl defined in Theorem 6.27.
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Proof. We obtain by (6.24), Lemma 6.24 and Theorem 6.27

‖∇Φ−1‖0,Ω = sup
(s,t)∈Q

∣
∣(∇Φ(s, t))−1

∣
∣
∞

= sup
(s,t)∈Q

∣
∣
∣
∣
∣

exp
(
−
∫ s
0 divE(Φ(µ, t)) dµ

)

J(Φ(0, t))

(

∂tΦ2(s, t) −∂tΦ1(s, t)

−∂sΦ2(s, t) ∂sΦ1(s, t)

)∣
∣
∣
∣
∣
∞

≤
sup(s,t)∈Q

∣
∣exp

(
−
∫ s
0 divE(Φ(µ, t)) dµ

)∣
∣
∞

inft∈IΓ−
|J(Φ(0, t))|

∥
∥
∥
∥
∥

(

∂tΦ2 −∂tΦ1

−∂sΦ2 ∂sΦ1

)∥
∥
∥
∥
∥
0,Q

≤
exp

(

‖l‖0,IΓ−
‖divE(Φ)‖0,Q

)

inft |J(Φ(0, t))|
max {2‖∂tΦ‖0,Q , 2‖∂sΦ‖0,Q}

≤ 2

δ2
exp

(

cl ‖divE‖0,Ω
)

max {‖∂tΦ‖0,Q , ‖∂sΦ‖0,Q} .

Eventually, we find the Hölder coefficient of ∇Φ−1.

Lemma 6.32. Let Ω be an open bounded C2,α domain and −∇u = E ∈ C1,α(Ω). Let

infx∈Ω |E(x)|∞ ≥ δ1 > 0 and inft∈IΓ−
|J(Φ(0, t))| ≥ δ2 > 0. Then holds

‖∇Φ−1‖α,Ω ≤ C1(δ1, δ2,Ω)‖∇Φ−1‖α0,Ωmax {‖∂tΦ‖0,Q, ‖∂sΦ‖0,Q}
+ C2(δ1, δ2,Ω)‖∇Φ−1‖α0,Ωmax {|∂tΦ|α,Q, |∂sΦ|α,Q}

with

C1(cl, δ2,Ω) =
2

δ2
exp

(

cl ‖∇E‖0,Ω
)

and

C2(cl, δ2,Ω) =
1

δ22

(

|E|α,Ω + ‖E‖0,Ω|ϕ′|α,IΓ−

)

exp
(

cl ‖∇E‖0,Ω
)

+
1

δ2
exp (cl‖ divE‖0,Ω)

(

cl |∇E|α,Ω |∂tΦ|α∞ + c1−α
l ‖∇E‖0,Ω

)

with cl defined in Theorem 6.27.

Proof. It holds by (6.24) and Lemma 6.24

∇Φ−1(x) =
exp

(
−
∫ s
0 divE(Φ(µ, t)) dµ

)

J(Φ(0, t))

(

∂tΦ2(s, t) −∂tΦ1(s, t)

−E2(Φ(s, t)) E1(Φ(s, t))

)

︸ ︷︷ ︸

=:A(s,t)

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
(s,t)=Φ−1(x)

.
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By the product and chain rule of Lemma 2.11

∣
∣∇Φ−1

∣
∣
α,Ω

=
∣
∣
∣

[
∇(s,t)Φ(Φ

−1(x))
]−1
∣
∣
∣
α,Ω

≤ ‖∇Φ−1‖α0,Ω sup
(s,t)∈Q

∣
∣
∣
∣
∣

exp
(
−
∫ s
0 divE(Φ(µ, t)) dµ

)

J(Φ(0, t))

∣
∣
∣
∣
∣
|A|α,Q

+ ‖∇Φ−1‖α0,Ω

∣
∣
∣
∣
∣

exp
(
−
∫ s
0 divE(Φ(µ, t)) dµ

)

J(Φ(0, t))

∣
∣
∣
∣
∣
α,Q

‖A‖0,Q. (6.31)

The matrix A is bounded in terms of ∂sΦ and ∂tΦ for both the sup-norm and the Hölder semi

norm

‖A‖0,Q ≤ 2max {‖∂tΦ‖0,Q, ‖E‖0,Ω} (6.32)

|A|α,Q ≤ 2max {|∂tΦ|α,Q, |E|α,Ω} . (6.33)

The sup-norm of 1/ det(∇Φ(s, t)) has already been bounded in Lemma 6.31 as

∥
∥
∥
∥
∥

exp
(
−
∫ s
0 divE(Φ(µ, t)) dµ

)

J(Φ(0, t))

∥
∥
∥
∥
∥
0,Q

≤ 1

δ2
exp

(

cl ‖∇E‖0,Ω
)

. (6.34)

The last step is to bound the α-Hölder norm of the Jacobian determinant.

∣
∣
∣
∣
∣

exp
(
−
∫ s
0 divE(Φ(µ, t)) dµ

)

J(Φ(0, t))

∣
∣
∣
∣
∣
α,Ω

≤
∣
∣exp

(
−
∫ s
0 divE(Φ(µ, t)) dµ

)∣
∣
α,Q

‖J(Φ(0, t))‖0,IΓ−

+

∥
∥exp

(
−
∫ s
0 divE(Φ(µ, t)) dµ

)∥
∥
0,Q

|J(Φ(0, t))|α,IΓ−

.

We begin with J(Φ(0, t)). By the assumption inf0≤t≤LΓ−
|J(Φ(0, t))| ≥ δ2, (6.23) and (2.9), we

get

∣
∣
∣
∣

1

J(Φ(0, t))

∣
∣
∣
∣
α,IΓ−

≤ sup
t1,t2∈IΓ−

∣
∣
∣

1
J(Φ(0,t1))

− 1
J(Φ(0,t2))

∣
∣
∣
∞

|t1 − t2|α

≤ sup
t1,t2∈IΓ−

|J(Φ(0, t2))− J(Φ(0, t1))|∞
|J(Φ(0, t2))J(Φ(0, t1))|∞|t1 − t2|α

≤ 1

δ22
sup

t1,t2∈IΓ−

|J(Φ(0, t2))− J(Φ(0, t1))|∞
|t1 − t2|α

≤ 1

δ22

(

|E|α,Ω‖ϕ′‖1+α
0,IΓ−

+ ‖E‖0,Ω|ϕ′|α,IΓ−

)

≤ 1

δ22

(

|E|α,Ω + ‖E‖0,Ω|ϕ′|α,IΓ−

)

. (6.35)

The last inequality followed due to the arc length parametrization of ϕ.
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To bound the exponential function, define p(s, t) = −
∫ s
0 divE(Φ(µ, t)) dµ. It holds that

p ∈ Cα(Q) and by the chain rule (2.9)

| exp(p)|α,Q = sup
(s1,t1) 6=(s2,t2)∈Q

|exp(p(s1, t1))− exp(p(s2, t2)|
|(s1, t1)− (s2, t2)|α∞

≤ ‖exp(p)‖0,Q |p|α,Q. (6.36)

Since the exponential function is monotone increasing, it holds

| exp(p)| ≤ exp(‖p‖0,Q).

To bound |p|α,Q, we need to distinguish two cases as in Lemma 6.21.

Case 1: (s1, t2), (s2, t2) ∈ Q and l(t1) < l(t2). Then (s1, t2) ∈ Q.

We obtain

|p(s1, t1)− p(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

≤ |p(s1, t1)− p(s1, t2)|∞
|(s1, t1)− (s2, t2)|α∞

+
|p(s1, t2)− p(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

. (6.37)

We get for the first term of (6.37) by the chain rule (2.9) for all (s1, t1) 6= (s2, t2) ∈ Q

|p(s1, t1)− p(s1, t2)|
|(s1, t1)− (s2, t2)|α∞

≤ 1

|(s1, t1)− (s2, t2)|α∞

∫ s1

0
|divE(Φ(µ, t1))− divE(Φ(µ, t2))|∞ dµ

≤
∫ s1

0

|divE(Φ(µ, t1))− divE(Φ(µ, t2))|∞
|t1 − t2|α

dµ

≤
∫ s1

0
|divE|α,Ω |∂tΦ|α0,Q dµ

≤ ‖l‖0,IΓ−
|∇E|α,Ω ‖∂tΦ‖α0,Q. (6.38)

We obtain easily for the second term of (6.37)

|p(s1, t2)− p(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

=
1

|(s1, t1)− (s2, t2)|α∞

∣
∣
∣
∣

∫ s1

s2

divE(Φ(µ, t)) dµ

∣
∣
∣
∣
∞

≤ |s2 − s1|
|s1 − s2|α

‖divE‖0,Ω

≤ ‖l‖1−α
0,IΓ−

‖∇E‖0,Ω . (6.39)

Case 2: (s1, t2), (s2, t2) ∈ Q and l(t1) < l(t2). Then (s1, t2) ∈ Q.

The computations are done analogously and we obtain the same result

|p(s1, t1)− p(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

≤ ‖l‖0,IΓ−
|∇E|α,Ω ‖∂tΦ‖α0,Q + ‖l‖1−α

0,IΓ−
‖∇E‖0,Ω . (6.40)
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Eventually, we obtain for (6.36) with (6.37)-(6.40) and by Theorem 6.27
∣
∣
∣
∣
exp

(

−
∫ s

0
divE(Φ(µ, t)) dµ

)∣
∣
∣
∣
α,Q

≤ exp
(

‖l‖IΓ−
,0‖ divE‖0,Ω

)(

‖l‖0,IΓ−
|∇E|α,Ω ‖∂tΦ‖α0,Q + ‖l‖1−α

0,IΓ−
‖∇E‖0,Ω

)

≤ exp (cl‖ divE‖0,Ω)
(

cl |∇E|α,Ω ‖∂tΦ‖α0,Q + c1−α
l ‖∇E‖0,Ω

)

. (6.41)

The assertion follows by substituting (6.32)-(6.34) and (6.41) into (6.31).

The inverse function is defined only on the open domain Ω due to Theorem 6.23. However, since

we have proved the boundedness of ‖Φ−1‖1,α,Ω, we can extend Φ−1 up to the boundary.

Lemma 6.33. Let Ω be an open bounded C2,α domain and −∇u = E ∈ C1,α(Ω̄). Further let

‖E‖1,α,Ω ≤ M , infx∈Ω̄ |E(x)|∞ ≥ δ1 > 0 and inft∈IΓ−
|J(Φ(0, t))| ≥ δ2 > 0. Then the inverse

streamline function ∇Φ−1 : Ω → R
2 is continuously extendable up to the boundary, i.e.

Φ−1 ∈ C1,α(Ω̄).

Proof. By Lemma 2.20 and Lemma 6.31 holds

|Φ−1(x)− Φ−1(y)|∞ ≤ cmv|∇Φ−1|0,Ω|x− y|∞

∇Φ−1 is bounded with Lemma 6.31 and 6.29 by given constants

|Φ−1(x)− Φ−1(y)|∞ ≤ cmvc(M, δ2,Ω, cl)|x− y|∞.

Φ−1 is uniformly continuous and thus by Lemma 2.13 extendable up to the boundary.

We use the same argumentation for ∇Φ−1. The Hölder coefficient is bounded with Lemma 6.32

and Lemma 6.29 by given constants. Hence,

|∇Φ−1|α,Ω ≤ c(M, δ2,Ω, cl)|x− y|α.

By Lemma 2.13 follows that ∇Φ−1 ∈ Cα(Ω̄) with Hölder constant c(M, δ2,Ω, cl).

6.3 Transport Solution Operator

With the knowledge on the streamline function, we now proceed and investigate the Dirichlet

problem for the transport equation

Problem (Tr 6.3). Let Ω be an open bounded C2,α domain. For a given vector field

E ∈ C1,α(Ω̄), find ρ ∈ C1,α(Ω̄), such that

ρ2 + E · ∇ρ = 0 x ∈ Ω (6.42a)

ρ = ρA x ∈ Γ− (6.42b)

with ρA ∈ C1,α(Γ−) and ρA ≥ 0.
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By means of the streamline function Φ, we are able to find the solution ρ(Φ(s, t)) of (6.42a)-

(6.42b) on a streamline. This representation is used to define the solution operator T for (Tr

6.3). The goal in this section is to prove the continuity of the operator T in Cα with respect to

E. We will encounter several difficulties caused by the variability of the domain of definition Q

for the streamline functions. Let us begin with determining the solution ρ on the streamlines.

For simplicity, we denote the transformed boundary condition on IΓ− by ρA(t) := ρA(ϕ(t)).

Whenever ρA is used, the argument indicates the domain of definition of ρA.

Theorem 6.34. Let Ω be a C2,α domain, E ∈ C1,α(Ω̄) and ρA ∈ C1,α(IΓ−). Then the solution

to (6.42a)-(6.42b) is given on a streamline by

ρ(Φ(s, t)) = ρ̂(s, t) :=
ρA(t)

1 + s · ρA(t)
(6.43)

for (s, t) ∈ Q and ρA(t) := ρA(ϕ(t)). It holds that ρ̂ ∈ C1,α(R+ × IΓ−).

Proof. With x = Φ(s, t), we get for (6.42a) by (6.9a) and the chain rule

ρ2(Φ(s, t)) + E(Φ(s, t)) · ∇ρ(Φ(s, t)) = ρ2(Φ(s, t)) +
d

ds
Φ(s, t) · ∇ρ(Φ(s, t))

= ρ2(Φ(s, t)) +
d

ds
ρ(Φ(s, t)) = 0. (6.44)

(6.44) is an ordinary differential equation. Separation of variables leads to

−
∫

1 ds =

∫
dρ(Φ(s, t))

ρ2(Φ(s, t))

and by integration, we have

−s = − 1

ρ(Φ(s, t))
+ c(t).

Using the boundary conditions (6.9b) for Φ and (6.42b) for ρ, we obtain

ρ(Φ(0, t)) = ρA(t) = − 1

c(t)
.

It follows

ρ(Φ(s, t)) =
ρA(t)

1 + sρA(t)
=: ρ̂(s, t).

ρ̂ is defined for every s ∈ R+. Since ρA ∈ C1,α(IΓ−), it holds due to the chain rule that

ρ̂ ∈ C1,α(R+ × IΓ−).

To formulate the solution operator T , we first introduce the set of vector fields for which we

obtain feasible streamlines. We therefore define the following set W depending on constants

M, δ1, δ2, δ3 > 0.
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Definition 6.35. Let Ω be a C2,α domain and M, δ1, δ2, δ3 > 0 constants. Then we define the

set W (M, δ1, δ2, δ3) ⊂ C1,α(Ω) by

W (M, δ1, δ2, δ3) =
{
E = E0 + E1 ∈ C1,α(Ω) : E0, E1 ∈ C1,α(Ω),−∇u = E gradient field,

u|Γ− = uA1 , u|Γ+ = uA2 , ‖E‖1,α;Ω ≤ M, inf
x∈Ω̄

|E(x)|∞ ≥ δ1,

‖E1‖0,Ω ≤ δ3, ~n · E ≤ −δ2 < 0 on Γ−, ~n · E ≥ δ2 > 0 on Γ+} (6.45)

with 2δ1 = infx∈Ω̄ |E0(x)|∞ and E0 = −∇u0 given as solution of the Laplace equation

−∆u0 = 0 x ∈ Ω

u0 = uA x ∈ Γ.

The set W (M, δ1, δ2, δ3) contains all restrictions on E that have been shown in section 6.2 to be

necessary to obtain feasible streamlines. We herein substitute |J(Φ)(0, t)| ≥ δ2 by the equivalent

restriction on the direction of the flow field ~n ·E ≤ −δ2 on Γ−. Also, we claim ~n ·E ≥ δ2 on Γ+

which ensures that for all E ∈ W (M, δ1, δ2, δ3), Γ− is the inflow and Γ+ is the outflow boundary.

The constants M and δ3 depend on boundary data and the geometry of Ω as we will understand

later on. In section 6.4, we will make an explicit choice for M and δ3 to show that the composite

operator L ◦ T is a selfmap on the set W (M, δ1, δ2, δ3).

Lemma 6.36. Let M ≥ cS(Ω, α)‖uA‖2,α;Γ, 0 ≤ δ2 ≤ 2δ1 and δ3 ≥ 0. Then the set W (M, δ1, δ2, δ3)

is nonempty.

Proof. Set E = E0 with E0 = −∇u0 being the solution of the Laplace equation with boundary

data u|Γ− = uA1 , u|Γ+ = uA2 . The boundary conditions uA1 and uA2 are constant and form

equipotential curves. Thus E0(x) with x ∈ Γ is perpendicular to Γ and points into the direction

or exactly opposite to the normal vector ~n. Hence holds E0(x) = −c1(x)~n(x) for x ∈ Γ− and

c1 > 0 and E0(x) = c2(x)~n(x) for x ∈ Γ+ and c2 > 0. We have with the equivalence of the

euclidean and the maximums norm

c1(x) = ‖c1(x)~n(x)‖2 = ‖E0(x)‖2 ≥ |E0(x)|∞ ≥ 2δ1.

We obtain for x ∈ Γ−

~n(x)E0(x) = −~n(x) · ~n(x)c1 = −c1 ≤ −2δ1.

Analogously we obtain for x ∈ Γ+

~n(x)E0(x) = ~n(x) · ~n(x)c2(x) = c2(x) ≥ 2δ1.

Further, we have with Schauder’s estimates

‖E0‖1,α;Ω ≤ cS(Ω, α)‖uA‖2,α;Γ (6.46)

Choose δ2 := 2δ1 and M = cS(Ω, α)‖uA‖2,α;Γ. Then E ∈ W (M, δ1, δ2, δ3) and W (M, δ1, δ2, δ3)

is nonempty.
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Further, the set W (M, δ1, δ2, δ3) is also convex.

Lemma 6.37. Choose δ3 ≤ δ1. Then the set W (M, δ1, δ2, δ3) is convex.

Proof. We pick two arbitrary elements E and Ẽ of W (M, δ1, δ2, δ3) and show that

Ê = tẼ+(1− t)E ∈ W (M, δ1, δ2, δ3). As E = −∇u and Ẽ = −∇ũ, it holds that Ê is a gradient

field with u satisfying the boundary conditions.

‖Ê‖1,α,Ω = ‖tẼ + (1− t)E‖1,α,Ω ≤ ‖tẼ‖1,α,Ω + ‖(1− t)E‖1,α,Ω ≤ tM + (1− t)M ≤ M.

As the normal vector n depends only on the boundary, it holds for the inflow boundary condition

~n · Ê = ~n · (tẼ + (1− t)E) = t ~n · Ẽ + (1− t)~n · E ≤ t δ2 + (1− t)δ2 ≤ δ2.

Analogously,

~n · Ê = ~n · (tẼ + (1− t)E) = t ~n · Ẽ + (1− t)~n · E > δ2.

Last, we show that the minimum of Ê remains greater than δ1. Choose δ3 := δ1.

‖Ê‖0 = ‖tẼ + (1− t)E‖0
= ‖t(E0 + Ẽ1) + (1− t)(E0 + E1)‖0
≥ ‖E0‖ − ‖tẼ1 + (1− t)E1‖0
≥ inf ‖E0‖0 − (t‖Ẽ1‖0 + (1− t)‖E1‖0)
≥ 2δ1 − δ1 = δ1.

Before defining the solution operator T , we first denote Φ as operator applied to the vector field

E.

Definition 6.38. Let Ω be a C2,α domain. Then the streamline operator Φ with argument

E ∈ W (M, δ1, δ2, δ3) is denoted

Φ(E, s, t) = ϕ(t) +

∫ s

0
E(Φ(E, µ, t)) dµ. (6.47)

With this definition and Theorem 6.34, we immediately find the solution operator for

(6.42a)-(6.42b).

Theorem 6.39. Let Ω be an open bounded C2,α-domain and ρA ∈ C1,α(IΓ−). Let further

E ∈ W (M, δ1, δ2, δ3). Then the solution operator T to (Tr 6.3) is given by

TE(x) = ρ̂(Φ−1(E, x)). (6.48)

It holds that TE ∈ C1,α(Ω̄).
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Proof. First, we show that TE ∈ C0(Ω̄). Second, we prove that ∇TE ∈ Cα(Ω̄).

Since E ∈ W (M, δ1, δ2, δ3) and by section 6.2, the streamline function Φ(E, s, t) exists uniquely

and has an inverse function Φ−1(E) ∈ C1,α(Ω̄). Theorem 6.34 then yields (6.48). Since

Φ−1 ∈ C1,α(Ω̄) and ρ̂ ∈ Cα(R × IΓ−), TE is continuous up to the boundary. It follows

TE ∈ C0(Ω̄).

With ρA ∈ C1,α(IΓ−) follows ρ̂ ∈ C1,α(Q). Moreover, as E ∈ C1,α(Ω̄), we know due to Lemma

6.26 that ∇Φ−1 ∈ C0,α(Ω̄). We show that the gradient ∇TE is bounded. It holds by Theorem

6.34

∇TE(x) = ∇xρ̂(Φ
−1(x)) = ∇(s,t)ρ̂(Φ

−1(x)) · ∇Φ−1(x).

Hence,

‖∇TE‖0,Ω ≤ ‖∇(s,t)ρ̂(Φ
−1) · ∇Φ−1‖0,Ω ≤ ‖∇(s,t)ρ̂‖0,Q‖∇Φ−1‖0,Ω < ∞.

We get for the Hölder coefficient

|TE|α,Ω ≤ |∇ρ̂(Φ−1) · ∇Φ−1|α,Ω
≤ ‖∇ρ̂‖0,Q|∇Φ−1|α,Ω + |∇ρ̂|α,Q‖∇Φ−1‖1+α

0,Ω < ∞.

Conclusively, we obtain ∇TE ∈ Cα(Ω̄).

By Theorem 6.1, it suffices to have TE ∈ Cα(Ω̄) to obtain a new iterate L ◦ TE ∈ C2,α(Ω̄).

The previous Theorem shows that in the fixed point iterations, TE is even of C1,α(Ω̄) regularity

assuming that E ∈ C1,α(Ω̄). In fact, to show that L ◦ T is a contraction and most importantly

for TE to be a classical solution to (CP 6.1), TE has to be a C1,α(Ω̄) function.

Recall that we want to prove the existence of a fixed point to the operator L ◦ T by the Banach

fixed point theorem. The essential steps are to show that L ◦ T is a selfmap and a contraction

on the set W (M, δ1, δ2, δ3). The continuity of L with respect to TE is immediately given due to

the Schauder estimates (Theorem 6.7) while the continuity of the transport solution operator is

not obvious. We now begin to show the continuity of the operator T with respect to E. We will

need several steps before obtaining the final result. Let us simplify the notations and use

Φ(E, s, t) = Φ(s, t), Φ−1(E, x) = Φ−1(x)

Φ(Ẽ, s, t) = Φ̃(s, t), Φ−1(Ẽ, x) = Φ̃−1(x)

In the following Q is always understood as the parameter set of Φ and Q̃ as the parameter set

of Φ̃.

Lemma 6.40. Let Ω be a C2,α domain. Let E, Ẽ ∈ W (M, δ1, δ2, δ3) and ρA ∈ C1,α(IΓ−). Then

holds for the transport solution operator
∥
∥
∥TE − TẼ

∥
∥
∥
α,Ω

≤ ‖∇ρ̂‖α,Q∪Q̃

(

1 + (cmv‖∇Φ−1‖0,Ω + cmv‖∇Φ̃−1‖0,Ω)α
)∥
∥
∥Φ̃−1 − Φ−1

∥
∥
∥
α,Ω

with

Q ∪ Q̃ =
{

(s, t) : s ∈ [0,max
{

l(t), l̃(t)
}

], t ∈ IΓ−

}

.
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Proof. The Hölder norm splits up into
∥
∥
∥TE − TẼ

∥
∥
∥
α,Ω

=
∥
∥
∥ρ̂(Φ−1)− ρ̂(Φ̃−1)

∥
∥
∥
α,Ω

=
∥
∥
∥ρ̂(Φ−1)− ρ̂(Φ̃−1)

∥
∥
∥
0,Ω

+
∣
∣
∣ρ̂(Φ−1)− ρ̂(Φ̃−1)

∣
∣
∣
α,Ω

. (6.49)

We begin with a pointwise estimate for the first term of (6.49) for all x ∈ Ω. As the inflow

boundary data ρA ∈ C1,α(IΓ−), it holds also ρ̂ ∈ C1,α(Q). Moreover, ρ̂ is defined on R
+×[0, LΓ− ]

which is a convex set. We therefore may apply the Mean Value Theorem 2.15.
∣
∣
∣ρ̂(Φ−1(x))− ρ̂(Φ̃−1(x))

∣
∣
∣
∞

≤ ‖∇ρ̂‖0,Q∪Q̃

∣
∣
∣Φ−1(x)− Φ̃−1(x)

∣
∣
∣
∞
. (6.50)

We proceed to evaluate the second term of (6.49)

∣
∣
∣ρ̂(Φ−1)− ρ̂(Φ̃−1)

∣
∣
∣
α,Ω

= sup
x,y∈Ω,
x 6=y

∣
∣
∣ρ̂(Φ−1(x))− ρ̂(Φ̃−1(x))− ρ̂(Φ−1(y)) + ρ̂(Φ̃−1(y))

∣
∣
∣
∞

|x− y|α∞
. (6.51)

Set z1(τ) = Φ−1(x) + τ(Φ̃−1(x) − Φ−1(x)) and z2(τ) = Φ−1(y) + τ(Φ̃−1(y) − Φ−1(y)) with

τ ∈ [0, 1]. Both line segments z1(τ) and z2(τ) are contained in R+ × IΓ− , i.e. in the domain of

definition of ρ̂. It holds with Theorem 2.15
∣
∣
∣ρ̂(Φ−1(x))− ρ̂(Φ̃−1(x))− ρ̂(Φ−1(y)) + ρ̂(Φ̃−1(y))

∣
∣
∣
∞

=

∣
∣
∣
∣

∫ 1

0
∇ρ̂(z1(τ)) dτ

[

Φ̃−1(x)− Φ−1(x)
]

−
∫ 1

0
∇ρ̂(z2(τ)) dτ

[

Φ̃−1(y)− Φ−1(y)
]
∣
∣
∣
∣
∞

≤
∣
∣
∣
∣

∫ 1

0
[∇ρ̂(z1(τ))−∇ρ̂(z2(τ))] dτ

[

Φ̃−1(x)− Φ−1(x)
]
∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ 1

0
∇ρ̂(z2(τ)) dτ

[

Φ̃−1(x)− Φ−1(x)− Φ̃−1(y) + Φ−1(y)
]
∣
∣
∣
∣
∞

≤
∫ 1

0
|∇ρ̂(z1(τ))−∇ρ̂(z2(τ))|∞ dτ

∣
∣
∣Φ̃−1(x)− Φ−1(x)

∣
∣
∣
∞

(6.52)

+

∫ 1

0
|∇ρ̂(z2(τ))|∞ dτ

∣
∣
∣Φ̃−1(x)− Φ−1(x)− Φ̃−1(y) + Φ−1(y)

∣
∣
∣
∞
. (6.53)

As ρ̂ ∈ C1,α(Q ∪ Q̃) we obtain by Lemma 2.16 and Lemma 2.20 for the difference in terms of

∇ρ̂ in (6.52)

∫ 1

0
|∇ρ̂(z1(τ))−∇ρ̂(z2(τ))|∞ dτ ≤ |∇ρ̂|α,Q∪Q̃ (cmv‖∇Φ−1‖0,Ω + cmv‖∇Φ̃−1‖0,Ω)α|x− y|α∞.

(6.54)

It then follows for the α-Hölder coefficient (6.51) by (6.52), (6.53) and (6.54)

|ρ̂(Φ−1)− ρ̂(Φ̃−1)|α,Ω ≤ |∇ρ̂|α,Q∪Q̃ (cmv‖∇Φ−1‖0,Ω + cmv‖∇Φ̃−1‖0,Ω)α‖Φ̃−1 − Φ−1‖0,Ω
+ ‖∇ρ̂‖0,Q∪Q̃ |Φ̃−1 − Φ−1|α,Ω. (6.55)
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Hence, it holds for (6.49) by (6.50) and (6.55)

‖TE − TẼ‖α,Ω ≤ ‖∇ρ̂‖0,Q∪Q̃‖Φ−1 − Φ̃−1‖0,Ω + ‖∇ρ̂‖0,Q∪Q̃|Φ̃−1 − Φ−1|α,Ω
+ |∇ρ̂|α,Q∪Q̃(cmv‖∇Φ−1‖0,Ω + cmv‖∇Φ̃−1‖0,Ω)α‖Φ̃−1 − Φ−1‖0,Ω

≤ ‖∇ρ̂‖α,Q∪Q̃

(

1 + (cmv‖∇Φ−1‖0,Ω + cmv‖∇Φ̃−1‖0,Ω)α
)

‖Φ̃−1 − Φ−1‖α,Ω.

So far, we have found a bound to ‖TE − TẼ‖α,Ω in terms of the difference of two inverse

streamline functions ‖Φ−1− Φ̃−1‖α,Ω. One factor of the preceding constant contains ‖∇Φ−1‖0,Ω
which has been bounded in section 6.2.4 by a number depending on the geometry of the domain

Ω, the boundary data uA and the constants M, δ1, δ2, δ3 defining the set W . The second factor

is ‖∇ρ̂‖α,Q∪Q̃. In the following Lemmas, we will bound ‖∇ρ̂‖α,Q∪Q̃ by the inflow boundary data

‖ρA‖1,α,IΓ−
. Later on, the method will be to choose ‖ρA‖1,α,IΓ−

small enough such that the

continuity constant of T diminishes in order to obtain a contraction and selfmap T on the set

W (M, δ1, δ2, δ3).

Lemma 6.41. Let ρA ∈ C1(IΓ−) and ‖ρA‖0,IΓ−
< 1. Then we obtain for ρ̂ defined in Theorem

6.34

‖∇ρ̂‖0,Q ≤ ‖ρA‖1,IΓ−
.

Proof. Since s ∈ [0, l(t)] with t ∈ IΓ− and 1 > ρA(t) > 0, we get pointwise

|∇ρ̂(s, t)|∞ =

∣
∣
∣
∣
∣

1

(1 + sρA(t))2

(

−ρ2A(t)

ρ′A(t)

)∣
∣
∣
∣
∣
∞

≤
∣
∣
∣
∣
∣

(

−ρ2A(t)

ρ′A(t)

)∣
∣
∣
∣
∣
∞

= max
{
|ρ2A(t)| , |ρ′A(t)|

}

≤ ‖ρA‖1,IΓ−
.

Applying the sup-norm gives the assertion.

Next, we will bound the Hölder coefficient of ∇ρ.

Lemma 6.42. Let the inflow boundary data ρA ∈ C1,α(IΓ−) and ‖ρA‖1,IΓ−
< 1. Then follows

for ρ̂ ∈ C1,α(Q) defined in Theorem 6.34 that

|∇ρ̂|α,Q ≤
(

2cl + 2clL
1−α
Γ−

+ 2max
{

L1−α
Γ−

, 1
})

‖ρA‖1,α,IΓ−

with cl defined in Theorem 6.27.

Proof. It holds

|∇ρ̂|α,Q =

∣
∣
∣
∣
∣

1

(1 + sρA(t))2

(

−ρ2A(t)

ρ′A(t)

)∣
∣
∣
∣
∣
α,Q

≤ max

{∣
∣
∣
∣

ρ2A(t)

(1 + sρA(t))2

∣
∣
∣
∣
α,Q

,

∣
∣
∣
∣

ρ′A(t)

(1 + sρA(t))2

∣
∣
∣
∣
α,Q

}

. (6.56)
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Let us focus on the first term of (6.56). With the product rule (2.8) holds
∣
∣
∣
∣

ρ2A(t)

(1 + sρA(t))2

∣
∣
∣
∣
α,Q

≤
∣
∣(1 + sρA(t))

−2
∣
∣
α,Q

∥
∥ρ2A

∥
∥
0,IΓ−

+
∥
∥(1 + sρA(t))

−2
∥
∥
0,Q

∣
∣ρ2A
∣
∣
α,IΓ−

≤
∣
∣(1 + sρA(t))

−2
∣
∣
α,Q

∥
∥ρ2A

∥
∥
0,IΓ−

+
∣
∣ρ2A
∣
∣
α,IΓ−

. (6.57)

To obtain the α-semi norm of the quadratic function in the denominator, we apply again the

product rule (2.8).

∣
∣(1 + sρA(t))

−2
∣
∣
α,Q

≤ 2
∥
∥(1 + sρA(t))

−1
∥
∥
0,Q

∣
∣(1 + sρA(t))

−1
∣
∣
α,Q

≤ 2
∣
∣(1 + sρA(t))

−1
∣
∣
α,Q

(6.58)

and analogously for |ρ2A|α,IΓ−

∣
∣ρ2A
∣
∣
α,IΓ−

≤ 2 ‖ρA‖0,IΓ−
|ρA|α,IΓ−

. (6.59)

It is left to find an upper bound for (6.58).

∣
∣
∣
∣

1

1 + sρA(t)

∣
∣
∣
∣
α,Q

= sup
(s1,t1) 6=(s2,t2)∈Q

∣
∣
∣

1
1+s1ρA(t1)

− 1
1+s2ρA(t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞

= sup
(s1,t1) 6=(s2,t2)

∣
∣
∣

s2ρA(t2)−s1ρA(t1)
(1+s1ρA(t1))(1+s2ρA(t2))

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞

≤ sup
(s1,t1),(s2,t2)

|s2ρA(t2)− s1ρA(t1)|∞
|(s1, t1)− (s2, t2)|α∞

= sup
(s1,t1) 6=(s2,t2)

|(s2 − s1)ρA(t2) + s1(ρA(t2)− ρA(t1))|∞
|(s1, t1)− (s2, t2)|α∞

≤ sup
(s1,t1) 6=(s2,t2)

( |s2 − s1|∞|ρA(t2)|∞
|s1 − s2|α∞

+
|s1|∞|ρA(t2)− ρA(t1)|∞

|t1 − t2|α∞

)

≤ ‖l‖1−α
0,IΓ−

‖ρA‖0,IΓ−
+ ‖l‖0,IΓ−

|ρA|α,IΓ−
. (6.60)

Hence, we obtain for (6.57) with (6.58), (6.59) and (6.60) and since |ρA|1,IΓ−
≤ 1

∣
∣
∣
∣

ρ2A(t)

(1 + sρA(t))2

∣
∣
∣
∣
α,Q

≤ 2
∣
∣(1 + sρA(t))

−1
∣
∣
α,Q

‖ρA‖20,Q + 2 |ρA|α,IΓ−
‖ρA‖0,IΓ−

≤ 2
(

‖l‖1−α
0,IΓ−

‖ρA‖0,IΓ−
+ ‖l‖0,IΓ−

|ρA|α,IΓ−

)

‖ρA‖20,IΓ−
+ 2 |ρA|α,IΓ−

‖ρA‖0,IΓ−

≤ 2 ‖l‖1−α
0,IΓ−

‖ρA‖0,IΓ−
+ 2 ‖l‖0,IΓ−

|ρA|α,IΓ−
+ 2 |ρA|α,IΓ−

. (6.61)

Analogously, we obtain for the second term of (6.56) with (6.57) and (6.60)
∣
∣
∣
∣

ρ′A(t)

(1 + sρA(t))2

∣
∣
∣
∣
α,Q

≤ ‖ρ′A‖0,Q
∣
∣(1 + sρA(t))

−2
∣
∣
α,Q

+ 2|ρ′A|α,IΓ−

≤ 2‖ρ′A‖0,IΓ−

∣
∣(1 + sρA(t))

−1
∣
∣
α,Q

+ 2|ρ′A|α,IΓ−

≤ 2‖ρ′A‖0,IΓ−

(

‖l‖1−α
0,IΓ−

‖ρA‖0,IΓ−
+ ‖l‖0,IΓ−

|ρA|α,IΓ−

)

+ 2|ρ′A|α,IΓ−
. (6.62)
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Since |ρA|α,IΓ−
≤ |t1 − t2|1−α‖ρ′A‖0,IΓ−

≤ L1−α
Γ−

‖ρ′A‖0,IΓ−
, we get for (6.56) by (6.61) and (6.62)

and Theorem 6.27

|∇ρ̂|α,Q ≤
(

2‖l‖1−α
0 + 2‖l‖0L1−α

Γ−
+ 2max

{

L1−α
Γ−

, 1
})

‖ρA‖1,α,IΓ−

≤
(

2cl + 2clL
1−α
Γ−

+ 2max
{

L1−α
Γ−

, 1
})

‖ρA‖1,α,IΓ−
.

The remaining part of this section deals with finding an upper bound of ‖Φ−1−Φ̃−1‖α,Ω in terms

of ‖E − Ẽ‖1,α,Ω. As we do not have much information on the inverse streamline function Φ−1,

we first bound ‖Φ−1− Φ̃−1‖α,Ω in terms of ‖Φ− Φ̃‖α,Ω. Unfortunately to bound the latter term,

we will encounter several difficulties due to the variability of the parameter set Q in E. Two

streamline functions defined on vector fields E and Ẽ lead to distinct parameter sets Q and Q̃.

The comparison of the distance of Φ and Φ̃ in a point (s, t) is only possible on the intersection

of Q and Q̃. As Φ does not in general map Q ∩ Q̃ surjectively on Ω, this would restrict the

goal of bounding |TE − TẼ|α,Ω. To overcome this problem, we extend the vector field E into

a sufficiently large domain Ω+. The corresponding extended streamline function is then defined

on a parameter set Q+ ⊃ Q. Therefore, we can compare the streamline functions to any two

extended field E+ and Ẽ+ on the fixed set Q. In 6.3.1 we define the space W+(M, δ1, δ2, δ3, ǫ, c
+)

in which the extension of every E ∈ W (M, δ1, δ2, δ3) is contained.

6.3.1 Extension of the Vector Field E

The streamline functions for two vector fields E and Ẽ ∈ W (M, δ1, δ2, δ3) are defined on different

parameter sets Q and Q̃, say, in order to map surjectively onto Ω (see Lemma 6.17). We now

change the point of view: Having one fixed parameter set Q and a sufficiently large domain

Ω+ ⊃ Ω, the task is to define an extended vector field Ẽ+ defined on Ω+ such that Ẽ+|Ω = Ẽ

and Φ(Ẽ+, Q) ⊂ Ω+. The extended vector field shall lead to invertible streamlines. TE+ thus

has to obey analogous restrictions to E as illustrated in section 6.2.1.

Definition 6.43. Let Ω+ be an open bounded C2,α domain with boundary Γext = Γext
− ∪ Γext

+

and Ω as defined in Chapter 2 with boundary Γ = Γ− ∪ Γ+. Ω+ is called the extended domain

of Ω if

Ω+ ⊃ Ω

and Ω+ shares the inflow boundary with Ω, i.e. Γext
− = Γ−. The outer boundary is called Γext

+ .

We will denote the ǫ-neighborhood of Γ+ by

Uǫ(Γ+) =
{
x ∈ Ω+\Ω : dist(x,Γ+) ≤ ǫ

}
.
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Figure 6.3: Extended domain Ω+

Definition 6.44. Let Ω be a C2,α domain and Ω+ ⊃ Ω as in Definition 6.43. Let M, δ1, δ2, ǫ, c
+ >

0. Then the set of extended vector fields on Ω+ is given by

W+(M, δ1, δ2, δ3, ǫ, c
+) =

{
E+ ∈ C1,α(Ω+) : E+|Ω = E ∈ W (M, δ1, δ2, δ3), E

+gradient field,

‖E+‖1,α,Ω+ ≤ c1(M + ‖uA‖0,Γ), inf
x∈Ω+

|E+(x)|∞ ≥ c+δ1,

~n · E+ ≤ −δ2 < 0 on Γ−, ~n · E+ > 0 on Γ+
+

}
.

where c+ is a constant depending on the extended domain Ω+ and c1 is a constant depending on

given quantities and the constants defining the set W+.

The method of extending the vector field to obtain streamline functions defined on a larger

parameter set is a known practice. Alber applied in [2] Calderon’s extension Theorem to the

vector field E. He obtained an extension of E from the Sobolev space H3(Ω̄) into H3(R3), with

Ω̄ ⊂ R
3 bounded domain. In our situation, we have to carefully construct the vector field E+

for not losing the properties to obtain an invertible streamline function Φ(E+, s, t) ∈ C1,α(Ω+).

Instead of directly deriving E+ from E ∈ W (M, δ1, δ2, δ3), we extend the corresponding potential

function u to u+. The first condition that E+ is a gradient field is thus automatically fulfilled.

The main tools we use are the C2,α(Ω̄)-continuity of u and a general extension lemma for C2,α(Ω̄)

functions on C2,α domains [34, Lemma 6.37].

Theorem 6.45. [34, Lemma 6.37] Let Ω ⊂ R
2 be an open bounded C2,α domain and let Ω′ be

an open set containing Ω̄. Suppose u ∈ C2,α(Ω̄). Then there exists a function w ∈ C2,α
0 (Ω′) such

that w = u in Ω and

‖w‖2,α;Ω′ ≤ c(Ω,Ω′)‖u‖2,α;Ω

where c(Ω,Ω′) is a constant depending only on Ω and Ω′.

158



The previous Lemma ensures the existence of a C2,α-extension of a function u ∈ C2,α(Ω̄) into

a larger domain Ω′. However, it lacks any qualitative information about w. The restrictions to

obtain valid streamlines are not necessarily fulfilled.

Before starting with the actual construction of the extended function, we need a result on the

distance function dist(x,Γ+). If the domain Ω is a C2,α domain, then the distance function itself

is of C2,α(Uǫ(Γ+)) regularity for an ǫ > 0.

Theorem 6.46. [48, p.231] Let Ω be a C2,α domain. Then there exists an ǫ > 0 such that every

point x ∈ Uǫ(Γ+) has a unique nearest point on ∂Ω. The function

dist(x,Γ+) = min
x0∈∂Ω

|x− x0|∞

is a C2,α(Uǫ(Γ+)) function. Further holds

‖∇ dist(x,Γ+)‖2 = 1

with ‖ · ‖2 being the euclidean norm. For x ∈ Uǫ(Γ+), the vector ∇ dist(x,Γ+) points in the

direction of the outward normal vector ~n(x0) to Γ+ evaluated at the unique nearest point x0.

We proceed to derive an extension u+ to u. First, we show that u+ ∈ C2,α(Ω+). Second, we

verify that E+ = −∇u+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+).

Define the one-dimensional cut-off function χ ∈ C3([−∞,∞]) for some ǫ > 0 as

χ(x) =







1, x < ǫ

γ(x), ǫ ≤ |x| ≤ 2ǫ

0, x > 2ǫ

where γ is defined in appendix A.2 and 0 ≤ χ(x) ≤ 1 for all x.

Theorem 6.47. Let Ω be an open bounded C2,α domain and let Ω+ ⊃ Ω be as defined in

Definition 6.43. Let −∇w be a C1,α extension of E = −∇u ∈ W (M, δ1, δ2, δ3). Let v be the

solution of the Laplace equation

−∆v(x) = 0 x ∈ Ω+\Ω
v(x) = cv(x) x ∈ Γ+ ∪ Γext

+

with cv|Γ+ =: cv1 and cv|Γext
+

=: cv2 constant and cv1 > cv2.

Then there exists an ǫ > 0, such that the function

u+(x) =







u(x) x ∈ Ω

χ(dist(x,Γ+))w(x) + (1− χ(dist(x,Γ+)))v(x) x ∈ U2ǫ(Γ+)

v(x) x ∈ Ω+\U2ǫ ∪ Ω

is a C2,α(Ω+) extension for every u with −∇u = E ∈ W (M, δ1, δ2, δ3).
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Proof. Let Ω′ be an open domain such that Ω̄ ⊂ Ω′ ⊂ Ω+. Then by Theorem 6.45, we obtain

an extension w ∈ C2,α
0 (Ω′) of u. Since w has compact support in Ω′, it is extended by 0 into Ω+

and therefore w ∈ C2,α(Ω+).

It holds that w ∈ C2,α(Ω+), v ∈ C2,α(Ω+\Ω), χ ∈ C∞([−∞,∞]) and Theorem 6.46 yields

dist(x,Γ+) ∈ C2,α(U2ǫ(Γ+)). Therefore, we have u+ ∈ C2,α(U2ǫ(Γ
+)). On the other hand is

w the C2,α(Ω+)-extension to u and for x ∈ Uǫ(Γ+) holds 1 − χ(dist(x,Γ+)) = 0. Conclusively,

u+ ∈ C2,α(Ω ∪ U2ǫ(Γ+)). The same argument holds for all x ∈ Ω+\(Uǫ(Γ+) ∪ Ω). Since

χ(dist(x,Γ+)) = 0 for x ∈ U2ǫ(Γ+)\Uǫ(Γ+), v is a C2,α extension into Ω+\(U2ǫ ∪ Ω). Thus

u+ ∈ C2,α(Ω).

In the following Lemma, we will prove that−∇u+ fulfils the restrictions inW+(M, δ1, δ2, δ3, ǫ, c
+).

Lemma 6.48. Let Ω be an open bounded C2,α domain and Ω+ ⊃ Ω as defined in Definition

6.43. Set cv2 = −min
{
1
8 ,M

}
δ1

cS(Ω+\Ω,α)
on Γext

+ and cv1 = −1
2 min

{
1
8 ,M

}
δ1

cS(Ω+\Ω,α)
on Γ+.

Set c+ = min
{
1
8 ,M

} cp(Ω+)
cS(Ω+\Ω,α)

with cS(Ω
+\Ω) defined in Theorem 6.7 and cp(Ω

+) being a

constant depending on the domain Ω+.

Then there exists an ǫ > 0, such that the extension E+ = −∇u+ to any E ∈ W (M, δ1, δ2, δ3) is

element of W+(M, δ1, δ2, δ3, ǫ, c
+).

Proof. By choosing an appropriate constant ǫ > 0, we will prove that all the restrictions in

W+ are fulfilled by E+ = −∇u+. The crucial point in the argumentation is to choose a global

constant ǫ, i.e. it holds for the extension E+ to any E ∈ W (M, δ1, δ2, δ3). To choose ǫ, we use

the following properties.

Claim 1 :

We use the C2,α(Ω+) continuity of w to define ǫ > 0. For x ∈ Γ+ holds −∇w = E. Since

the extension −∇w to any E is continuous in Ω+, it holds due to E ∈ W (M, δ1, δ2, δ3) that

infx∈Γ+ |∇w(x)|∞ ≥ δ1 > 0. Again by the C2,α continuity of w, there exists an ǫ > 0, such that

for the extension −∇w to any E ∈ W (M, δ1, δ2, δ3) holds

inf
x∈Uǫ

|∇w(x)| ≥ δ1
2

and

inf
x∈U2ǫ

|∇w(x)| ≥ δ1
4
.

Claim 2 :

Next, we will compare the angle between the gradients −∇w, −∇v and −∇χ(dist(x,Γ+)). The

boundary conditions for u are constant on Γ+ and thus form an equipotential curve. For x ∈ Γ+,

−∇w(x) is thus perpendicular to Γ+ and points into the direction of the outward normal vector

due to the outflow condition in W (M, δ1, δ2, δ3). The analogous argumentation holds for v. Due

to the constant boundary value v|Γ+ = cv, the gradient field −∇v points in the direction of the

normal outward vector for x ∈ Γ+. By

−∇χ(dist(x,Γ+)) = −χ′(dist(x,Γ+))
︸ ︷︷ ︸

≤0

∇ dist(x,Γ+) (6.63)
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and Theorem 6.46, we obtain that −∇χ(dist(x,Γ+)) also points in the direction of the outward

normal vector ~n(x).

Due to their continuity, ∇v, ∇w and ∇χ(dist(x,Γ+)) cannot change their direction extensively

in a small neighborhood of Γ+. There exists an ǫ > 0, such that the cosine of the pairwise

enclosed angles of ∇v, ∇w−∇v and ∇χ(dist(x,Γ+)) at x ∈ U2ǫ(Γ+) is greater than 0.9 for the

extension −∇w(x) to any vector field E ∈ W (M, δ1, δ2, δ3).

Claim 3 :

The boundary condition cv is given by cv|Γ+ > cv|Γext
+

. Since cv|Γ+ < 0 it certainly holds

v|Γ+ < w|Γ+ . Due to the continuity there exists an ǫ > 0 such that w(x) ≥ v(x) for x ∈ U2ǫ(Γ
+).

Choice of ǫ:

Let γ be an upper bound for the pairwise enclosed angles of ∇v, ∇χ(dist(x,Γ+)) and ∇w−∇v.

Choose ǫ > 0 such that for the extension −∇w = E to any E ∈ W (M, δ1, δ2, δ3) holds

1. w(x) ≥ v(x) for x ∈ U2ǫ,

2. infx∈Uǫ |∇w| ≥ δ1
2 ,

3. infx∈U2ǫ |∇w| ≥ δ1
4 ,

4. cos(γ) ≥ 0.9.

It is reasonable that ∇w(x) − ∇v(x) points outward for x ∈ U2ǫ(Γ
+): By the inverse triangle

inequality, Schauder’s estimate (Theorem 6.7) and the choice of the boundary conditions cv
holds

|∇w(x)−∇v(x)|∞ ≥ |∇w(x)|∞ − |∇v(x)|∞
≥ |∇w(x)|∞ − cS(Ω

+\Ω, α)‖cv‖2,α,Γ

≥ δ1
4

− δ1
8

=
δ1
8
.

The strength of the vector field −∇v is smaller than the one of −∇w and thus the sum is mainly

governed by −∇w.

Verification of the conditions on E+:

Due to the construction of u+ it is immediately clear, that E+|Ω = E. Moreover,

E+ = −∇u+ forms a gradient field and the inflow condition is fulfilled, as E does. The outflow

condition is fulfilled, due to u+(x) = v(x) for x ∈ Γ+
+ and the properties of the Laplace equation.

Boundedness from below :

To show that infx∈Ω+ | − ∇u+(x)|∞ ≥ c+δ1, we have to distinguish three cases.

Case 1: x ∈ Uǫ
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Then

u+ = w.

It holds due to the choice of ǫ

inf
x∈Uǫ

| − ∇u+(x)|∞ = inf
x∈Uǫ

| − ∇w(x)| ≥ δ1
2

> 0.

Case 2: x ∈ Ω+\(U2ǫ ∪ Ω)

Then

u+ = v.

To find a lower bound, consider the solution of the Laplace equation

−∆p = 0 x ∈ Ω+ (6.64a)

p = −1

2
x ∈ Γ+ (6.64b)

p = −1 x ∈ Γext
+ . (6.64c)

The solution v is then given by v = cvp with the gradient ∇v = cv∇p. As p is the solution

of a harmonic function, it holds by the strong maximum principle (Theorem 6.4) that there

exist no inner extrema. Conclusively, the gradient ∇p(x) 6= 0 and there exists a lower bound

infx∈Ω+\Ω |∇p(x)|∞ =: cp. It follows

inf
x∈Ω+\Ω

|∇v(x)|∞ = inf
x∈Ω+\Ω

|cv∇p(x)|∞ ≥ min

{
1

8
,M

}
cp(Ω

+)

cS(Ω+\Ω, α)δ1.

The actual size of the constant cp(Ω
+) depends on the size and shape of the extended domain

but is always greater than 0.

Case 3: x ∈ U2ǫ\Uǫ

Then

u+(x) = χ(dist(x,Γ))w(x) + (1− χ(dist(x,Γ)))v(x).

We have to prove that

|∇
[
χ(dist(x,Γ+))w(x)

]
+∇

[
(1− χ(dist(x,Γ+)))v(x)

]
|

= |∇χ(dist(x,Γ+))(w(x)− v(x)) + χ(dist(x,Γ+))(∇w(x)−∇v(x)) +∇v(x)| ≥ cδ1

for some constant c > 0. Due to the choice of ǫ holds

|∇χ(dist(x,Γ+)) (w(x)− v(x))
︸ ︷︷ ︸

≥0

+χ(dist(x,Γ+))
︸ ︷︷ ︸

≥0

(∇w(x)−∇v(x)) +∇v(x)|.

By condition (4), all gradients are contained in an angle for which the cosine is 0.9 or larger,

i.e. the angles are smaller than 90◦ for x ∈ U2ǫ\Uǫ. Conclusively, the length of the sum of the
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gradients increases and is larger than the length of any single gradient, in particular greater than

infx∈U2ǫ\Uǫ
|∇v(x)|∞. We confirm that this is a lower bound for x ∈ U2ǫ, as for all x0 ∈ Ω+ with

dist(x0,Γ
+) = 2ǫ holds χ(2ǫ) = 0 and χ′(2ǫ) = 0. Hence,

|∇χ(dist(x0,Γ
+))(w(x0)− v(x0)) + χ(dist(x0,Γ

+))(∇w(x0)−∇v(x0)) +∇v(x0)|∞
= |∇v(x0)|∞

≥ cp(Ω
+)min

{
1

8
,M

}
δ1

cS(Ω+\Ω, α) .

To sum up, it holds for u+:

inf
x∈Ω+

| − ∇u+(x)|∞ ≥ min

{
1

2
,min

{
1

8
,M

}
cp(Ω

+)

cS(Ω+\Ω, α)

}

δ1 > 0.

Boundedness from above:

By Lemma 6.45 holds

‖ − ∇w‖1,α,Ω+ ≤ c(Ω,Ω′)‖u‖2,α,Ω. (6.65)

For every x ∈ Ω, there exists a point (z1, x2) ∈ Γ, such that the line segment
−−−−−−−−−−→
(z1, x2)(x1, x2) is

fully contained in Ω. We get pointwise for every x ∈ Ω

|u(x)|∞ =

∣
∣
∣
∣

∫ x1

z1

∂yu(y, x2) dy − u(z1, x2)

∣
∣
∣
∣
∞

≤
∣
∣
∣
∣

∫ x1

z1

∂yu(y, x2) dy

∣
∣
∣
∣
∞

+ |uA(z1, x2)|∞

≤ |z1 − x1| |∂x1u|0,Ω + |uA|0,Γ
≤ diam(Ω) |∇u|0,Ω + |uA|0,Γ

We thus get for (6.65)

‖ − ∇w‖1,α,Ω+ ≤ c(Ω′,Ω)(diamΩ|E|0,Ω + ‖uA‖0,Γ) ≤ c(Ω,Ω′) (M + ‖uA‖0,Γ) . (6.66)

We obtain with Schauder’s estimates for v

‖v‖2,α;Ω+\Ω ≤ cS(Ω
+\Ω, α)‖v‖2,α;Γ+∪Γext

+

≤ cS(Ω
+\Ω, α) ‖cv‖2,α;Γ+∪Γext

+

= cs(Ω
+\Ω, α)min

{
1

8
,M

}
δ1

cS(Ω+\Ω, α)
≤ Mδ1. (6.67)

With Lemma A.6, we have ‖χ(dist(x,Γ+))‖2,α,Ω+\Ω ≤ c(U2ǫ(Γ+))
ǫ2+α . We obtain with (6.66) and

(6.67)

‖ − ∇u+‖1,α,Ω+ ≤ max

{

1,
c(Ω,Ω′, U2ǫ(Γ+), δ1)

ǫ2+α

}

(M + ‖uA‖0,Γ). (6.68)
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For every Ω+ we obtain a different set W+(M, δ1, δ2, δ3, ǫ, c
+), as c+ depends on Ω+. The

question is whether it is possible to find a finite domain Ω+ such that the streamlines to any

E ∈ W (M, δ1, δ2, δ3) are satisfactorily extendable. The next Lemma shows that there exists

such a domain with Ω+ ⊃ Φ(E+, s, t) for any parameter set Q to E ∈ W (M, δ1, δ2, δ3).

Lemma 6.49. Let Ω be a C2,α domain and Ω+ be as defined in Definition 6.43. Let the outer

boundary Γext
+ be a ball of radius R with midpoint in the centre of mass of Ω. Choose R such

that

dist(Γ−,Γ
ext
+ ) ≥ c(U2ǫ(Γ+),Ω,Ω

′, δ1)(M + ‖uA‖0,Γ)cl
ǫ

.

with c(U2ǫ(Γ+),Ω,Ω
′, δ1) defined in (6.68) and cl defined in Theorem 6.27.

Set c+ = min
{
1
8 ,M

} cp(Ω+)
cS(Ω+\Ω,α)

. Then holds for the streamline function to any

E+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) that

Φ(E+, Q) ⊂ Ω+

for the parameter set Q to the streamline function Φ(E, s, t) to any E ∈ W (M, δ1, δ2, δ3).

Proof. Let E ∈ W (M, δ1, δ2, δ3). We obtain a lower bound for l(t) by

|Φ(l(t), t)− ϕ(t)|∞ =

∣
∣
∣
∣
∣

∫ l(t)

0
E(Φ(µ, t)) dµ

∣
∣
∣
∣
∣
∞

≤ l(t) sup
s∈[0,l(t)]

|E(Φ(s, t))|∞

≤ l(t) sup
x∈Ω

|E(x)|∞.

Hence,

l(t) ≥
inf0≤t≤LΓ−

|Φ(l(t), t)− ϕ(t)|∞
supx∈Ω |E(x)|∞

≥ dist(Γ−,Γ+)

supx∈Ω |E(x)|∞
.

Let now E+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+). By using (6.68) for an upper bound on ‖E+‖0,Ω+ , we

obtain likewise a lower bound for l+(t) for every E+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) and 0 ≤ t ≤ LΓ−

by

inf
0≤t≤LΓ−

|l+(t)| ≥ inft |Φ(E+, l+(t), t)− ϕ(t)|∞
supx∈Ω+ |E+(x)|∞

≥ ǫ inft |Φ(E+, l+(t), t)− ϕ(t)|∞
c(U2ǫ(Γ+),Ω,Ω′, δ1)(M + ‖uA‖0,Γ)

≥ ǫ dist(Γ−,Γ
ext
+ )

c(U2ǫ(Γ+),Ω,Ω′, δ1)(M + ‖uA‖0,Γ)
(6.69)

By carefully tracking the bound of ‖E+‖0,Ω+ in the proof of Lemma 6.48, we notice the following:

‖E+‖0,Ω+ is bounded by a constant depending on the compact support Ω′ for w and a further

constant given by χ(dist(x,Γ+)). However, χ(dist(x,Γ+)) is constant except on U2ǫ(Γ
+). By

increasing the size of the domain Ω+, neither the compact support Ω′ nor the 2ǫ-neighborhood
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of Γ+ are affected. The bound of |−∇v|0,Ω+\Ω is independent of any constant depending on the

domain Ω+.

The goal is to choose R big enough, such that Φ(E+, Q) ⊂ Ω+ for every choice of

E ∈ W (M, δ1, δ2, δ3). This is obtained if

inf
0≤t≤LΓ−

|l+(t)| ≥ sup
0≤t≤LΓ−

|l(t)|

and by (6.69) and Theorem 6.27 in particular if

ǫ dist(Γ−,Γ
ext
+ )

c(U2ǫ(Γ+),Ω,Ω′, δ1)(M + ‖uA‖0,Γ)
!
≥ cl

Γext
+ is chosen as a ball with midpoint in the centre of mass of Ω. By increasing R, we auto-

matically increase the distance between the inflow boundary Γ− and the outer boundary Γext
+ .

Choose R such that

dist(Γ−,Γ
ext
+ ) ≥ c(U2ǫ(Γ+),Ω,Ω

′, δ1)(M + ‖uA‖0,Γ)cl
ǫ

.

It follows the assertion.

6.3.2 Distance of two Streamline Functions

We are now ready to bound the difference of two streamline functions ‖Φ−1(E) − Φ−1(Ẽ)‖α,Ω
in terms of ‖E − Ẽ‖1,α,Ω. The essential tool is the extension of the field E to obtain streamline

functions defined on a common parameter set. To simplify notations, we set again

Φ(E, s, t) =: Φ(s, t), Φ−1(E, x) =: Φ−1(x)

Φ(Ẽ, s, t) =: Φ̃(s, t) Φ−1(Ẽ, x) =: Φ̃−1(x)

Φ(Ẽ+, s, t) =: Φ̃+(s, t) Φ−1(Ẽ+, x) =: Φ̃−1
+ (x).

We always identify the parameter set Q with Φ(E, s, t) and Q̃ with Φ(Ẽ, s, t).

We start proving a bound for the sup-norm ‖Φ−1 − Φ̃−1‖0,Ω in terms of ‖Φ− Φ̃+‖0,Q.

Lemma 6.50. Let Ω be a C2,α domain and Ω+ ⊃ Ω as in Lemma 6.49. Let E, Ẽ ∈ W (M, δ1, δ2, δ3)

be vector fields with extension Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) to Ẽ. Then holds

‖Φ−1 − Φ̃−1‖0,Ω ≤ cmv‖∇Φ̃−1
+ ‖0,Ω+‖Φ̃+ − Φ‖0,Q.

Proof. The streamline functions Φ−1 and Φ̃−1 map Ω into distinct parameter sets Q and Q̃.

Using the extension Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) to Ẽ, we get an extended streamline function
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Φ̃+ with inverse function Φ̃−1
+ . Then holds the identity Φ̃−1

+ (Φ̃+(Φ−1(x))) = Φ−1(x). We obtain

pointwise for all x ∈ Ω with Lemma 2.20 and the identity x = Φ−1(Φ(x))
∣
∣
∣Φ−1(x)− Φ̃−1(x)

∣
∣
∣
∞

=
∣
∣
∣Φ̃−1

+ (Φ̃+(Φ−1(x)))− Φ̃−1(x)
∣
∣
∣
∞

=
∣
∣
∣Φ̃−1

+ (Φ̃+(Φ−1(x)))− Φ̃−1
+ (x)

∣
∣
∣
∞

≤ cmv

∥
∥
∥∇Φ̃−1

+

∥
∥
∥
0,Ω+

∣
∣
∣Φ̃+(Φ−1(x))− x

∣
∣
∣
∞

= cmv

∥
∥
∥∇Φ̃−1

+

∥
∥
∥
0,Ω+

∣
∣
∣Φ̃+(Φ−1(x))− Φ(Φ−1(x))

∣
∣
∣
∞
. (6.70)

We then obtain for the sup-norm of (6.70)
∥
∥
∥Φ−1 − Φ̃−1

∥
∥
∥
0,Ω

≤ cmv

∥
∥
∥∇Φ̃−1

+

∥
∥
∥
0,Ω+

∥
∥
∥Φ̃+ − Φ

∥
∥
∥
0,Q

.

The next lemma states the pointwise distance for two streamline functions on a parameter set

Q. The estimate is based on [10, Lemma 3.2].

Lemma 6.51. Let Ω be a C2,α domain and Ω+ as in Lemma 6.49. Let E ∈ W (M, δ1, δ2, δ3)

be a vector field with streamline function Φ : Q → Ω. Let Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) be the

extension to Ẽ ∈ W (M, δ1, δ2, δ3). The pointwise distance of the streamline functions Φ and Φ̃+

is given for all (s, t) ∈ Q by

|Φ(s, t)− Φ̃+(s, t)|∞ ≤
∫ s

0
|E(Φ(µ, t))− Ẽ(Φ(µ, t))|∞ exp

(

cmvcl‖∇Ẽ+‖0,Ω+

)

dµ

with cl defined in Theorem 6.27.

Proof. Φ maps the parameter set Q bijectively on Ω. Hence, every point Φ(s, t) with (s, t) ∈ Q

is in the domain of definition of Ẽ+. We get by the triangle inequality

|Φ(s, t)− Φ̃+(s, t)|∞ =

∣
∣
∣
∣

∫ s

0
E(Φ(µ, t))− Ẽ+(Φ̃+(µ, t)) dµ

∣
∣
∣
∣
∞

≤
∫ s

0
|E(Φ(µ, t))− Ẽ+(Φ̃+(µ, t))|∞ dµ

=

∫ s

0
|E(Φ(µ, t))− Ẽ+(Φ(µ, t)) + Ẽ+(Φ(µ, t))− Ẽ+(Φ̃+(µ, t))|∞ dµ

≤
∫ s

0
|E(Φ(µ, t))− Ẽ+(Φ(µ, t))|∞ + |Ẽ+(Φ(µ, t))− Ẽ+(Φ̃+(µ, t))|∞ dµ. (6.71)

By Lemma 2.20 holds

|Ẽ+(Φ(s, t))− Ẽ+(Φ̃+(s, t))|∞ ≤ cmv‖∇Ẽ+‖0,Ω+ |Φ(s, t)− Φ̃+(s, t)|∞.

Substituting the latter equation into (6.71) gives

|Φ(s, t)− Φ̃+(s, t)|∞

≤
∫ s

0
|E(Φ(µ, t))− Ẽ+(Φ(µ, t))|∞ + cmv‖∇Ẽ+‖0,Ω+ |Φ(µ, t)− Φ̃+(µ, t)|∞ dµ.
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As |Φ(s, t)− Φ̃(s, t)|∞ is a function of s, we can apply Grönwall’s inequality (Lemma 6.19)

|Φ(s, t)− Φ̃+(s, t)|∞ ≤
∫ s

0
|E(Φ(µ, t))− Ẽ+(Φ(µ, t))|∞ exp

(

cmv

∫ s

µ
‖∇Ẽ+‖0,Ω+dτ

)

dµ.

Since this estimate is valid for all (s, t) ∈ Q, we know that |s| ≤ ‖l‖0,IΓ−
. Further, since

Φ : Q → Ω holds |E(Φ(µ, t)) − Ẽ+(Φ(µ, t))|∞ = |E(Φ(µ, t)) − Ẽ(Φ(µ, t))|∞. By Theorem 6.27

follows

|Φ(s, t)− Φ̃+(s, t)|∞ ≤
∫ s

0
|E(Φ(µ, t))− Ẽ+(Φ(µ, t))|∞ exp

(

cmv‖l‖0,Q‖∇Ẽ+‖0,Ω+

)

dµ

≤
∫ s

0
|E(Φ(µ, t))− Ẽ(Φ(µ, t))|∞ exp

(

cmvcl‖∇Ẽ+‖0,Ω+

)

dµ.

The previous Lemma is important for the upcoming estimates. The lack of convexity of the

domain Ω generally excludes the applicability of the mean value theorem. In Lemma 2.20, we

adjusted the mean value theorem to our geometry with an additional constant cmv. Yet, in case

of the Hölder coefficient |Φ−1 − Φ̃−1|α,Ω, the four point difference makes an analogous argumen-

tation of 2.20 not feasible. We use the parameter δ3 in W (M, δ1, δ2, δ3) to constrain the distance

of two streamlines starting at the same point ϕ(t) along s ∈ [0, l(t)].

According to the notations in section 6.1, let E0 be the gradient field of the solution of the

Laplace equation (6.5a)-(6.5b). E0 is element of W (M, δ1, δ2, δ3). Due to the constant boundary

conditions uA|Γ− and uA|Γ+ , the field E0 is perpendicular to Γ+ and Γ−. As a direct con-

sequence, the streamlines Φ0 are also perpendicular thereon. Since E0 is a gradient field, the

streamlines always follow the direction of steepest descent [38, p.190]. Furthermore, there do not

exist any inner extrema by Theorem 6.4. Recall that we chose uA|Γ− > uA|Γ+ , the supremum

is thus attained at the inflow boundary Γ−. Conclusively, the streamlines Φ0 can not approach

Γ− arbitrarily close again after the initial point at s = 0. Let now be E+
0 the extension to the

vector field E0 with the corresponding streamline function Φ+
0 . Once Φ+

0 has left the domain Ω,

the distance of every point Φ+
0 (s, t) for l0(t) ≤ s ≤ l(t) to Γ− is at least dist(Γ−,Γ+). Let us

now define

d(s, t0) = dist(Φ+
0 (s, t0),Γ−).

Since Φ+
0 is the streamline function to the gradient field of the Laplace equation (6.5a)-(6.5b)

and due to its continuity and the reasoning above, we know that d(s, t0) 6= 0 for all 0 < s ≤ l+(t)

and all 0 ≤ t ≤ LΓ− . Further, it does not exist a point s0 ∈ (0, l+(t)] with lims→s0 d(s, t0) = 0,

as u0 attains its maximum at the inflow boundary and there do not exist any inner extrema.

Next, we define

cΦ0 := inf
0≤t≤LΓ−

inf
0<s≤l+(t)

{
d(s, t)

s

}

(6.72)

which gives the minimal speed for a particle travelling along the streamlines. Since d(s, t) > 0

for all 0 < s ≤ l(t) and 0 ≤ t ≤ LΓ− , the constant cΦ0 is positive, i.e. cΦ0 > 0. Again, we

167



emphasize that due to the continuity of E0 such a constant cΦ0 exists. The vector field E0 is

given as soon as the problem is defined and depends on Ω and the potential difference uA1 −uA2 .

We therefore regard cΦ0 as a constant depending on the geometry and the inflow boundary data

uA.

We now use the constant cΦ0 to show that the point Φ(s, t) is in a small neighborhood of

the reference point Φ+
0 (s, t). It is important to use the reference point Φ+

0 (s, t) as it corresponds

to the solution of the Laplace equation which is determined as soon as the problem is defined.

Using this observation, we restrict the distance of any two streamline functions with vector

fields E, Ẽ ∈ W (M, δ1, δ2, δ3) that are evaluated at the same point. Most importantly, we find

a qualitative result for the line segment connecting Φ(s, t) and Φ̃(s, t). The tool to obtain the

following result is to choose the parameter δ3 in W (M, δ1, δ2, δ3) appropriately. In the choice,

we will also include the assumption of Lemma 6.37 that δ3 has to be smaller than δ1 in order to

obtain the convexity of the set W (M, δ1, δ2, δ3). δ1 is not relevant for the following proof but it

will be used in Theorem 6.57 to show that L ◦ T is a selfmap on W (M, δ1, δ2, δ3).

Lemma 6.52. Let Ω be a C2,α domain and Ω+ as in Lemma 6.49. Let E0 ∈ W (M, δ1, δ2, δ3)

be the gradient of the solution to the Laplace equation (6.5a)-(6.5b). Let E, Ẽ ∈ W (M, δ1, δ2, δ3)

and Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) the extension to Ẽ. Moreover, set

δ3 = min






δ1,

cΦ0

4 exp
(

cmvcl
c(Ω,Ω′,U2ǫ(Γ+),δ1)(M+‖uA‖0,Γ)

ǫ2+α

)






. (6.73)

with c(Ω,Ω′, U2ǫ(Γ
+), δ1) defined in (6.68) and cl defined in Theorem 6.27. Then follows for the

line segment

z(τ) := Φ(s, t) + τ(Φ̃+(s, t)− Φ(s, t)), τ ∈ [0, 1], (s, t) ∈ Q (6.74)

that

z(τ) ⊂ Ω+ (6.75)

for τ ∈ [0, 1] and all (s, t) ∈ Q.

Proof. Due to the properties of the set W (M, δ1, δ2, δ3), both vector fields E and Ẽ are decom-

posed into E = E0 + E1 and Ẽ = E0 + Ẽ1. We show that the perturbations by E1 and Ẽ1 are

small and that every two points Φ(s, t) and Φ̃+(s, t) are found in a ball of radius
dist(Φ+

0 (s,t),Γ−)
2 .

First, however, we will show that every point Φ(s, t) is found in a ball of radius
dist(Φ+

0 (s,t),Γ−)
4

around Φ+
0 (s, t). This also indicates that the shortest distance of a point Φ(s, t) to the inflow

boundary is
3 dist(Φ+

0 (s,t),Γ−)
4 .

Let us begin with the mutual distance of Φ(s, t) and Φ+
0 (s, t). Extend E0 to
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E+
0 ∈ W+(M, δ1, δ2, δ3, ǫ, c

+). We obtain with Lemma 6.51

|Φ(s, t)− Φ+
0 (s, t)|∞ ≤

∫ s

0
|E(Φ(µ, t))− E0(Φ(µ, t))|∞ exp

(
clcmv‖∇E+

0 ‖0,Ω+

)
dµ

≤ s‖E(Φ)− E0(Φ)‖0,Q exp
(
cl cmv‖∇E+

0 ‖0,Ω+

)

≤ s‖E − E0‖0,Ω exp
(
cl cmv‖∇E+

0 ‖0,Ω+

)

≤ s‖E1‖0,Ω exp
(
cl cmv‖∇E+‖0,Ω+

)
.

By the choice of δ3 and since E+
0 ∈ W+(M, δ1, δ2, δ3, ǫ, c

+), we get pointwise for every (s, t) ∈ Q

|Φ(s, t)− Φ+
0 (s, t)|∞ ≤ s δ3 exp

(

cmvcl
c(Ω,Ω′, U2ǫ(Γ

+), δ1)(M + ‖uA‖0,Γ)
ǫ2+α

)

≤ scΦ0

4

≤ dist(Φ+
0 (s, t),Γ−)

4
. (6.76)

For s = 0, the distance between Φ(0, t) and Φ+
0 (0, t) is thus 0. The distance between two points

Φ(s, t) and Φ0(s, t) increases in s. However, the point Φ(s, t) is always contained in a ball of

radius
dist{Φ+

0 (s,t),Γ−}
4 around Φ+

0 (s, t) which, due to its size, can not intersect Ω−. Conclusively,

the inflow boundary can not be intersected by the line segment connectig Φ(s, t) and Φ+
0 (s, t),

i.e.
−−−−−−−−−−→
Φ(s, t)Φ+

0 (s, t) ⊂ Ω.

Now, we will find the distance of two points Φ and Φ̃+. We compare the streamline functions Φ

and Φ̃+ directly by Lemma 6.51 and obtain for (s, t) ∈ Q

|Φ̃+(s, t)− Φ(s, t)|∞ ≤
∫ s

0
|Ẽ+(Φ(µ, t))− E(Φ(µ, t))|∞ exp

(

clcmv‖∇Ẽ+‖0,Ω+

)

dµ

≤ s‖Ẽ − E‖0,Ω exp
(

cl cmv‖∇Ẽ+‖0,Ω+

)

≤ 2sδ3 exp

(

clcmv
c(Ω,Ω′, U2ǫ(Γ

+), δ1)(M + ‖uA‖0,Γ)
ǫ2+α

)

≤ s
cΦ0

2

≤ dist(Φ+
0 (s, t),Γ−)

2
. (6.77)

By (6.76), the point Φ(s, t) lays in a ball of radius dist(Φ0(s,t),Γ−)
4 around Φ+

0 (s, t). The shortest

distance of Φ(s, t) to the inflow boundary is thus 3 dist(Φ0(s,t),Γ−)
4 . By (6.77), Φ̃+(s, t) lays in a

ball of radius dist(Φ0(s,t),Γ−)
2 around Φ(s, t). Thus the inflow boundary can not be intersected by

the line segment
−−−−−−−−−→
Φ(s, t), Φ̃(s, t), i.e.

−−−−−−−−−→
Φ(s, t), Φ̃(s, t) ⊂ Ω+ The assertion is proved.

The relevance of the previous result will get clear in the following Lemma. We proceed with

bounding |Φ−1 − Φ̃−1|α,Ω.
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Lemma 6.53. Let Ω be a C2,α domain and Ω+ ⊃ Ω as defined in Definition 6.43. Let

E, Ẽ ∈ W (M, δ1, δ2, δ3) and Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) the extension to Ẽ. Let δ3 be as in

Lemma 6.52. Then holds for the corresponding streamline functions

|Φ̃−1 − Φ−1|α,Ω ≤ |∇Φ̃−1
+ |α,Ω+(2 + cmv‖∇Φ̃+‖0,Q‖∇Φ−1‖0,Ω)α‖Φ̃+ − Φ‖0,Q

+ cmv

∥
∥
∥∇Φ̃−1

+

∥
∥
∥
0,Ω+

‖∇Φ−1‖0,Ω|Φ̃+ − Φ|α,Q. (6.78)

Proof. The Hölder semi-norm is given by

|Φ̃−1 − Φ−1|α,Ω = sup
x,y∈Ω
x 6=y

|Φ̃−1(x)− Φ−1(x)− Φ̃−1(y) + Φ−1(y)|∞
|x− y|α∞

. (6.79)

The streamline functions Φ−1 and Φ̃−1 map Ω into the parameter sets Q and Q̃. Extend the

vector field Ẽ to Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) and obtain the extended streamlines Φ̃+(s, t) with

inverse mapping Φ̃−1
+ . Then holds the identity Φ̃−1

+ (Φ̃+(Φ−1(x))) = Φ−1(x) for every x ∈ Ω. For

every x, y ∈ Ω, we get for the numerator of (6.79)

∣
∣
∣Φ̃−1(x)− Φ−1(x)− Φ̃−1(y) + Φ−1(y)

∣
∣
∣
∞

=
∣
∣
∣Φ̃−1(x)− Φ̃−1

+ (Φ̃+(Φ−1(x)))− Φ̃−1(y) + Φ̃−1
+ (Φ̃+(Φ−1(y)))

∣
∣
∣
∞

=
∣
∣
∣Φ̃−1

+ (x)− Φ̃−1
+ (Φ̃+(Φ−1(x)))− Φ̃−1

+ (y) + Φ̃−1
+ (Φ̃+(Φ−1(y)))

∣
∣
∣
∞
. (6.80)

The line segments z1(τ) = x+ τ(Φ̃+(Φ−1(x))−x) and z2(τ) = y+ τ(Φ̃+(Φ−1(y))− y), τ ∈ [0, 1]

are fully contained in Ω+ due to the choice of δ3 and Lemma 6.52. We may apply Theorem 2.15

and get
∣
∣
∣Φ̃−1

+ (x)− Φ̃−1
+ (Φ̃+(Φ−1(x)))− Φ̃−1

+ (y) + Φ̃−1
+ (Φ̃+(Φ−1(y)))

∣
∣
∣
∞

=

∣
∣
∣
∣

∫ 1

0
∇Φ̃−1

+ (z1(τ)) dτ
[

Φ̃+(Φ−1(x))− x
]

−
∫ 1

0
∇Φ̃−1(z2(τ)) dτ

[

Φ̃+(Φ−1(y))− y
]
∣
∣
∣
∣
∞

≤
∣
∣
∣
∣

∫ 1

0
∇Φ̃−1

+ (z1(τ))−∇Φ̃−1
+ (z2(τ)) dτ

[

Φ̃+(Φ−1(x))− x
]
∣
∣
∣
∣
∞

+

∣
∣
∣
∣

∫ 1

0
∇Φ̃−1

+ (z1(τ)) dt
[

Φ̃+(Φ−1(x))− x− Φ̃+(Φ−1(y)) + y
]
∣
∣
∣
∣
∞

≤
∫ 1

0

∣
∣
∣∇Φ̃−1

+ (z1(τ))−∇Φ̃−1
+ (z2(τ))

∣
∣
∣
∞

dτ
∣
∣
∣Φ̃+(Φ−1(x))− x

∣
∣
∣
∞

+

∫ 1

0

∣
∣
∣∇Φ̃−1

+ (z1(τ))
∣
∣
∣
∞

dτ
∣
∣
∣Φ̃+(Φ−1(x))− x− Φ̃+(Φ−1(y)) + y

∣
∣
∣
∞
. (6.81)

Since ∇Φ̃−1
+ ∈ Cα(Ω+), it holds with Lemma 2.16

∫ 1

0

∣
∣
∣∇Φ̃−1

+ (z1(t))−∇Φ̃−1
+ (z2(t))

∣
∣
∣ dt ≤ |∇Φ̃−1

+ |α,Ω+(2 + cmv‖∇Φ̃+‖0,Q‖∇Φ−1‖0,Ω)α |x− y|α∞ .
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Substituting the latter equation into (6.81) and using the identity x = Φ(Φ−1(x)), we obtain for

(6.80)

∣
∣
∣Φ̃−1(x)− Φ−1(x)− Φ̃−1(y) + Φ−1(y)

∣
∣
∣
∞

≤ |∇Φ̃−1
+ |α,Ω+(2 + cmv‖∇Φ̃+‖0,Q‖∇Φ−1‖0,Ω)α |x− y|α∞

∣
∣
∣Φ̃+(Φ−1(x))− Φ(Φ−1(x))

∣
∣
∣
∞

+
∥
∥
∥∇Φ̃−1

+

∥
∥
∥
0,Ω+

∣
∣
∣Φ̃+(Φ−1(y))− Φ(Φ−1(y))− Φ̃+(Φ−1(x)) + Φ(Φ−1(x))

∣
∣
∣
∞
.

Eventually, we obtain for (6.79) by the chain rule (2.9) and Lemma 2.20

|Φ̃−1 − Φ−1|α,Ω ≤ |∇Φ̃−1
+ |α,Ω+(2 + cmv‖∇Φ̃+‖0,Q‖∇Φ−1‖0,Ω)α‖Φ̃+(Φ−1)− Φ(Φ−1)‖0,Ω

+ ‖∇Φ̃−1
+ ‖0,Ω+

∣
∣
∣Φ̃+ − Φ

∣
∣
∣
α,Q

sup
x,y∈Ω

|Φ−1(x)− Φ−1(y)|α
|x− y|α

≤ |∇Φ̃−1
+ |α,Ω+(2 + cmv‖∇Φ̃+‖0,Q‖∇Φ−1‖0,Ω)α‖Φ̃+ − Φ‖0,Q

+ cmv

∥
∥∇Φ−1

+

∥
∥
0,Ω+ ‖∇Φ−1‖0,Ω|Φ̃+ − Φ|α,Q.

With the same technique as in the previous Lemma, we now bound the Hölder coefficient of

|Φ− Φ̃|α,Q

Lemma 6.54. Let Ω be a C2,α domain. Let E and Ẽ ∈ W (M, δ1, δ2, δ3) and

Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) the extension to Ẽ. Let δ3 be chosen as in Lemma 6.52. Then

holds for the corresponding streamline functions

|Φ− Φ̃+|α,Q ≤ (c1 + c2)‖∇E −∇Ẽ‖1,Ω

with

c1 = cmvclL
1−α
Γ−

exp
(

cl‖∇Ẽ+‖0,Ω+

)

|∂tΦ|0,Q

and

c2 = |∇Ẽ+|α,Ω+ c2l (‖∇Φ‖0,Q + ‖∇Φ̃+‖0,Q)α exp
(

(1 + cmv)cl‖∇Ẽ+‖0,Ω+

)

+ c1−α
l

(

1 + cmv‖∇Ẽ+‖0,Ω+ cl exp
(

cmv cl‖∇Ẽ+‖0,Ω+

))

with cl defined in Theorem 6.27.

Proof. The α- semi norm is given by

|Φ− Φ̃+|α,Q = sup
(s1,t1),(s2,t2)

|Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s2, t2) + Φ̃+(s2, t2)|∞
|(s1, t1)− (s2, t2)|α∞

. (6.82)

In the following, we show first a pointwise bound for the right-hand side of (6.82). We need to

distinguish two cases.
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Case 1: l(t1) < l(t2)

Then (s1, t2) ∈ Q. It holds for every (s1, t1), (s2, t2) ∈ Q with l(t1) < l(t2)

∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s2, t2) + Φ̃+(s2, t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞

=

∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s1, t2) + Φ̃+(s1, t2) + Φ(s1, t2)− Φ̃+(s1, t2)− Φ(s2, t2) + Φ̃+(s2, t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞

≤

∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s1, t2) + Φ̃+(s1, t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞
(6.83)

+

∣
∣
∣Φ(s1, t2)− Φ̃+(s1, t2)− Φ(s2, t2) + Φ̃+(s2, t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞
. (6.84)

Let us first examine the numerator of (6.83). Since Φ : Q → Ω and Ω ⊂ Ω+, Ẽ+(Φ(s, t)) is

defined for (s, t) ∈ Q into the domain of definition of Ẽ+. We obtain by the triangle inequality

∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s1, t2) + Φ̃+(s1, t2)

∣
∣
∣
∞

(6.85)

=

∣
∣
∣
∣

∫ s1

0
E(Φ(µ, t1))− Ẽ+(Φ̃+(µ, t1))− E(Φ(µ, t2)) + Ẽ+(Φ̃+(µ, t2)) dµ

∣
∣
∣
∣
∞

≤
∫ s1

0

∣
∣
∣E(Φ(µ, t1))− Ẽ+(Φ(µ, t1)) + Ẽ+(Φ(µ, t1))− Ẽ(Φ̃(µ, t1))

−E(Φ(µ, t2))− Ẽ+(Φ(µ, t2)) + Ẽ+(Φ(µ, t2)) + Ẽ(Φ̃(µ, t2))
∣
∣
∣
∞

dµ

≤
∫ s1

0

∣
∣
∣E(Φ(µ, t1))− Ẽ+(Φ(µ, t1))− E(Φ(µ, t2)) + Ẽ+(Φ(µ, t2))

∣
∣
∣
∞

dµ (6.86)

+

∫ s1

0

∣
∣
∣Ẽ+(Φ(µ, t1))− Ẽ+(Φ̃+(µ, t1))− Ẽ+(Φ(µ, t2)) + Ẽ+(Φ̃+(µ, t2))

∣
∣
∣
∞

dµ. (6.87)

Due to the choice of δ3 and Lemma 6.52 holds for the line segment

z(τ) = Φ(s, t)+τ(Φ̃+(s, t)−Φ(s, t)) ⊂ Ω+, τ ∈ [0, 1]. Theorem 2.15 may thus be applied. Define

the matrix

B(µ, t1) =

∫ 1

0
∇Ẽ+(Φ(µ, t1) + τ(Φ̃+(µ, t1)− Φ(µ, t1)) dτ.

Let us omit the variable µ of integration for a better overview. We get with Theorem 2.15 for

(6.87)

∫ s1

0

∣
∣
∣Ẽ+(Φ(t1))− Ẽ+(Φ̃+(t1))− Ẽ+(Φ(t2)) + Ẽ+(Φ̃+(t2))

∣
∣
∣
∞

dµ

=

∫ s1

0

∣
∣
∣B(t1) ·

[

Φ(t1)− Φ̃+(t1)
]

−B(t2) ·
[

Φ(t2)− Φ̃+(t2)
]∣
∣
∣
∞

dµ

≤
∫ s1

0

∣
∣
∣B(t1) ·

[

Φ(t1)− Φ̃+(t1)− Φ(t2) + Φ̃+(t2)
]∣
∣
∣
∞

+
∣
∣
∣[B(t1)−B(t2)] ·

[

Φ(t2)− Φ̃+(t2)
]∣
∣
∣
∞

dµ

≤
∫ s1

0
|B(t1)|∞

∣
∣
∣Φ(t1)− Φ̃+(t1)− Φ(t2) + Φ̃+(t2)

∣
∣
∣
∞

+ |B(t1)−B(t2)|∞
∣
∣
∣Φ(t2)− Φ̃+(t2)

∣
∣
∣
∞

dµ.
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Substituting the previous equation into (6.87), we have for (6.85)
∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s1, t2) + Φ̃+(s1, t2)

∣
∣
∣
∞

≤
∫ s1

0
|B(t1)|∞

∣
∣
∣Φ(t1)− Φ̃+(t1)− Φ(t2) + Φ̃+(t2)

∣
∣
∣
∞

+ |B(t1)−B(t2)|∞
∣
∣
∣Φ(t2)− Φ̃+(t2)

∣
∣
∣
∞

dµ

+

∫ s1

0

∣
∣
∣E(Φ(µ, t1))− Ẽ+(Φ(µ, t1))− E(Φ(µ, t2)) + Ẽ+(Φ(µ, t2))

∣
∣
∣
∞

dµ.

With Grönwall’s inequality (Lemma 6.19), we get
∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s1, t2) + Φ̃+(s1, t2)

∣
∣
∣
∞

≤
∫ s1

0

∣
∣
∣E(Φ(µ, t1))− Ẽ+(Φ(µ, t1))− E(Φ(µ, t2)) + Ẽ+(Φ(µ, t2))

∣
∣
∣
∞
exp

(∫ s1

µ
|B(r, t1)|∞ dr

)

dµ

+

∫ s1

0
|B(t1)−B(t2)|∞|Φ(t2)− Φ̃+(t2)|∞ exp

(∫ s1

µ
|B(r, t1)|∞ dr

)

dµ.

Since |(s1, t1)− (s2, t2)|∞ ≥ |t1 − t2|∞, we get for (6.83) with the previous equation
∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s1, t2) + Φ̃+(s1, t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞
≤ 1

|(s1, t1)− (s2, t2)|α∞

∫ s1

0

∣
∣
∣E(Φ(t1))− Ẽ+(Φ(t1))− E(Φ(t2)) + Ẽ+(Φ(t2))

∣
∣
∣
∞

exp

(∫ s1

µ

|B(t1)|∞ dr

)

dµ

+
1

|(s1, t1)− (s2, t2)|α∞

∫ s1

0

|B(t1)−B(t2)|∞|Φ(t2)− Φ̃+(t2)|∞ exp

(∫ s1

µ

|B(r, t1)|∞ dr

)

dµ

≤
∫ s1

0

∣
∣
∣E(Φ(t1))− Ẽ+(Φ(t1))− E(Φ(t2)) + Ẽ+(Φ(t2))

∣
∣
∣
∞

|t1 − t2|α∞
exp

(∫ s1

µ

|B(r)|∞ dr

)

dµ (6.88)

+

∫ s1

0

|B(t1)−B(t2)|∞
|t1 − t2|∞

|Φ(t2)− Φ̃(t2)|∞ exp

(∫ s1

µ

|B(r, t1)|∞ dr

)

dµ. (6.89)

It holds for (6.88) by the chain rule (2.9), Lemma 2.20 and Theorem 6.27

∫ s1

0

∣
∣
∣E(Φ(t1))− Ẽ+(Φ(t1))− E(Φ(t2)) + Ẽ+(Φ(t2))

∣
∣
∣
∞

|t1 − t2|α∞
exp

(∫ s1

µ
|B(r)|∞ dr

)

dµ

≤ cmv

∫ s1

0

∥
∥
∥∇E −∇Ẽ+

∥
∥
∥
0,Ω

|Φ(t1)− Φ(t2)|∞
|t1 − t2|α∞

· exp
(∫ s1

µ
|B(r)|∞ dr

)

dµ

≤ cmvcl ‖∂tΦ‖0,Q |t2 − t1|1−α exp

(

cl

∥
∥
∥∇Ẽ+

∥
∥
∥
0,Ω+

)∥
∥
∥∇E −∇Ẽ

∥
∥
∥
0,Ω

. (6.90)

We use Lemma 2.16 to bound |B(µ, t1)−B(µ, t2)| in (6.89). It holds

|B(µ, t1)−B(µ, t2)|∞ ≤ |∇Ẽ+|α,Ω+ (‖∇Φ‖0,Q + ‖∇Φ̃+‖0,Q)α|t1 − t2|α∞.

Hence we get for (6.89) by Theorem 6.27
∫ s1

0

|B(t1)−B(t2)|∞
|t1 − t2|α∞

|Φ(t2)− Φ̃+(t2)|∞ exp

(∫ s1

µ
|B(r, t1)|∞ dr

)

dµ

≤ cl|∇Ẽ+|α,Ω+(‖∇Φ‖0,Q + ‖∇Φ̃+‖0,Q)α exp
(

cl‖∇Ẽ+‖0,Ω+

)

‖Φ− Φ̃+‖0,Q.
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We bound ‖Φ− Φ̃+‖0,Q by Lemma 6.51 and obtain for (6.89)

∫ s1

0

|B(t1)−B(t2)|∞
|t1 − t2|∞

|Φ(t2)− Φ̃(t2)|∞ exp

(∫ s1

µ
|B(r, t1)|∞ dr

)

dµ

≤ |∇Ẽ+|α,Ω+cl(‖∇Φ‖0,Q + ‖∇Φ̃+‖0,Q)α exp
(
cmvcl‖∇E+‖0,Ω+

)

· cl exp
(

cl‖∇Ẽ+‖0,Ω+

)

‖E − Ẽ‖0,Ω
≤ |∇Ẽ+|α,Ω+ c2l (‖∇Φ‖0,Q + ‖∇Φ̃+‖0,Q)α exp

(
(1 + cmv)cl‖∇E+‖0,Ω+

)
‖E − Ẽ‖0,Ω. (6.91)

Let us proceed with (6.84). We may apply the mean value theorem in s, since [s1, s2] ⊂ [0, l(t2)].

We have for the numerator by (6.9a) and the triangle inequality

∣
∣
∣Φ(s1, t2)− Φ̃+(s1, t2)− Φ(s2, t2) + Φ̃+(s2, t2)

∣
∣
∣
∞

≤ sup
s∈[s1,s2]

∣
∣
∣∂sΦ(s, t2)− ∂sΦ̃

+(s, t2)
∣
∣
∣
∞
|s1 − s2|

≤ sup
s∈[s1,s2]

∣
∣
∣E(Φ(s, t2))− Ẽ+(Φ̃+(s, t2))

∣
∣
∣
∞
|s1 − s2|

≤ sup
s∈[s1,s2]

(∣
∣
∣E(Φ(s, t2))− Ẽ+(Φ(s, t2))

∣
∣
∣
∞

+
∣
∣
∣Ẽ+(Φ(s, t2))− Ẽ+(Φ̃+(s, t2))

∣
∣
∣
∞

)

|s1 − s2| .

With Lemma 2.20 and Lemma 6.51, we get

|Φ(s1, t2)− Φ̃+(s1, t2)− Φ(s2, t2) + Φ̃+(s2, t2)|∞
≤
[

‖E − Ẽ+‖0,Ω + cmv‖∇Ẽ+‖0,Ω+ |Φ(s, t)− Φ̃+(s, t)|∞
]

|s1 − s2|

≤
[

‖E − Ẽ+‖0,Ω + cmv‖∇Ẽ+‖0,Ω+cl exp
(

cmvcl‖∇Ẽ+‖0,Ω+

)

‖E − Ẽ‖0,Ω
]

|s1 − s2|

≤
[

1 + cmv‖∇Ẽ+‖0,Ω+cl exp
(

cmvcl‖∇Ẽ+‖0,Ω+

)]

‖E − Ẽ‖0,Ω |s1 − s2| .

Hence, (6.84) is bounded pointwise for every (s1, t1), (s2, t2) ∈ Q

∣
∣
∣Φ(s1, t2)− Φ̃+(s1, t2)− Φ(s2, t2) + Φ̃+(s2, t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞
≤
(

1 + cmv‖∇Ẽ+‖0,Ω+cl exp
(

cmvcl‖∇Ẽ+(x)‖0,Ω+

))

‖E − Ẽ‖0,Ω |s1 − s2|1−α

≤ c1−α
l

(

1 + cmv‖∇Ẽ+‖0,Ω+cl exp
(

cmvcl‖∇Ẽ+(x)‖0,Ω+

))

‖E − Ẽ‖0,Ω. (6.92)

Case 2: l(t2) < l(t2)
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Then the point (s2, t1) ∈ Q and it holds for all (s1, t2), (s2, t2) with l(t2) < l(t1)
∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s2, t2) + Φ̃+(s2, t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞

=

∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s2, t1) + Φ̃+(s2, t1) + Φ(s1, t2)− Φ̃+(s2, t1)− Φ(s2, t1) + Φ̃+(s2, t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞

≤

∣
∣
∣Φ(s1, t1)− Φ̃+(s1, t1)− Φ(s2, t1) + Φ̃+(s2, t1)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞

+

∣
∣
∣Φ(s2, t1)− Φ̃+(s2, t1)− Φ(s2, t2) + Φ̃+(s2, t2)

∣
∣
∣
∞

|(s1, t1)− (s2, t2)|α∞
.

The calculations are analogous to the ones in case 1 and lead to the same result.

To conclude, we get for (6.82) with (6.90), (6.91) and (6.92)

|Φ− Φ̃+|α,Q ≤ cmvcl‖∂tΦ‖0,QL1−α
Γ−

exp
(

cl‖∇Ẽ+‖0,Ω+

)

‖∇E −∇Ẽ‖0,Ω

+ |∇Ẽ+|α,Ω+ c2l (2‖∇Φ‖0,Q + ‖∇Φ̃+‖0,Q)α exp
(

(1 + cmv)cl‖∇Ẽ+‖0,Ω+

)

‖E − Ẽ‖0,Ω

+ c1−α
l

[

1 + cmv‖∇Ẽ+‖0,Ω+cl exp
(

cmvcl‖∇Ẽ+‖0,Ω+

)]

‖E − Ẽ‖0,Ω.

6.3.3 Continuity of T

We are now collecting the previous results to prove that T : W (M, δ1, δ2, δ3) → C1,α(Ω̄) is

continuous in E.

Theorem 6.55. Let Ω be a C2,α domain and Ω+ chosen as in Lemma 6.49. Let ρA ∈ C1,α(IΓ−)

with ‖ρA‖1,IΓ−
< 1 and E, Ẽ ∈ W (M, δ1, δ2, δ3) with extension Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c

+) to

Ẽ. Let δ3 be chosen as in Lemma 6.52. Then holds for the operator T : W (M, δ1, δ2, δ3) →
C1,α(Ω̄)

‖TE − TẼ‖α,Ω ≤ CT ‖ρA‖1,α,IΓ−
‖E − Ẽ‖1,Ω.

with

CT =
(

2cl + 2clL
1−α
Γ
−

+ 2max
{

L1−α
Γ
−

, 1
}

+ 1
)

max {c1, c2} , (6.93)

and

c1 = cmvcl ‖∇Φ‖0,Q L1−α
Γ−

exp
(

cl‖∇Ẽ+‖0,Ω+

)

and

c2 = cmv

∥
∥∇Φ−1

+

∥
∥
0,Ω+ ‖∇Φ−1‖0,Ω

[

c1−α
l

(

1 + cmv‖∇Ẽ+‖0,Ω+cl exp
(

cmvcl‖∇Ẽ+‖0,Ω+

))

+|∇Ẽ+|α,Ω+ c2l (2‖∇Φ‖0,Q + ‖∇Φ̃+‖0,Q)α exp
(
(1 + cmv)cl‖∇E+‖0,Ω+

)]

+ ‖∇Φ−1
+ ‖0,Ω+(2 + cmv‖∇Φ̃+‖0,Q‖∇Φ−1‖0,Ω)αcl exp

(

cl‖∇Ẽ+‖0,Ω+

)

.
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Proof. By Lemma 6.40, we have

‖TE − TẼ‖α,Ω ≤ ‖∇ρ̂‖α,Q∪Q̃

(

1 + (2cmv‖∇Φ−1‖0,Ω + cmv‖∇Φ̃−1‖0,Ω)α
)∥
∥
∥Φ̃−1 − Φ−1

∥
∥
∥
α,Ω

.

By Lemma 6.41 and Lemma 6.42, we have

‖∇ρ̂‖α,Ω ≤ ‖ρA‖1,IΓ−
+
(

2cl + 2clL
1−α
Γ−

+ 2max
{

L1−α
Γ−

, 1
})

‖ρA‖1,α,IΓ−

≤
(

2cl + 2clL
1−α
Γ−

+ 2max
{

L1−α
Γ−

, 1
}

+ 1
)

‖ρA‖1,α,IΓ−
.

Lemmas 6.50 and 6.51 give

‖Φ−1 − Φ̃−1‖0,Ω ≤ cmv‖∇Φ̃−1
+ ‖0,Ω+cl exp

(

cmvcl‖∇Ẽ+‖0,Ω+

)

‖E − Ẽ‖0,Ω.

Eventually, Lemma 6.53 and Lemma 6.54 lead to

|Φ̃−1 − Φ−1|α,Ω ≤ c1‖∇E −∇Ẽ‖0,Ω + c2‖E − Ẽ‖0,Ω

with

c1 = c2mv

∥
∥∇Φ−1

+

∥
∥
0,Ω+ ‖∇Φ−1‖0,Ωcl ‖∂tΦ‖0,Q L1−α

Γ−
exp

(

cl‖∇Ẽ+‖0,Ω+

)

and

c2 = cmv

∥
∥∇Φ−1

+

∥
∥
0,Ω+ ‖∇Φ−1‖0,Ω ·

[

c1−α
l

(

1 + cmv‖∇Ẽ+‖0,Ω+cl exp
(

cmvcl‖∇Ẽ+‖0,Ω+

))

+|∇Ẽ+|α,Ω+ c2l (2‖∇Φ‖0,Q + ‖∇Φ̃+‖0,Q)α exp
(
(1 + cmv)cl‖∇E+‖0,Ω+

)]

+ ‖∇Φ−1
+ ‖0,Ω+(2 + cmv‖∇Φ̃+‖0,Q‖∇Φ−1‖0,Ω)αcl exp

(

cl‖∇Ẽ+‖0,Ω+

)

.

CT is bounded by a constant depending on the boundary data uA, the streamline functions Φ

and Φ+ and the vector fields E and E+. We will justify that this unclear constant is bounded.

Lemma 6.56. Let Ω be a C2,α domain and Ω+ chosen as in Lemma 6.49. Let ρA ∈ C1,α(IΓ−)

with ‖ρA‖1,Q < 1 and E, Ẽ ∈ W (M, δ1, δ2, δ3). Further let Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) be the

extension of Ẽ. Let δ3 chosen as in Lemma 6.52. Then the constant CT in Theorem 6.55 is

bounded and depends only on the geometry of Ω and Ω+, the constants δ1, δ2,M, ǫ, c+ and the

boundary data uA and cv for the extended domain.

Proof. By section 6.2.4, we know that ‖∇Φ‖0,Q, ‖∇Φ−1‖0,Ω and cl are bounded in terms of M ,

δ1 and δ2. Furthermore, cmv and LΓ− depend on the geometry of Ω−. Since

E+, Ẽ+ ∈ W+(M, δ1, δ2, δ3, ǫ, c
+) follows immediately

‖∇E+‖α,Ω+ ≤ max

{

1,
c(Ω,Ω′, U2ǫ(Γ+), δ1)

ǫ2,α

}

(M + ‖uA‖0,Γ).

176



It is left to bound the extended streamline function. Herein, we will encounter the maximal

streamline parameter l+ for the extended vector sets E+. We get by Lemma 6.27

‖l+‖0,[0,LΓ−
] ≤

|uA1 − cv2 |∞
min

{
1
2 ,min

{
1
8 ,M

} cp(Ω+)
cS(Ω+\Ω,α)

}

δ21

where cv2 are the constant boundary data on Γext
+ for the function v in the extension of u in

Theorem 6.47.

By Lemma 6.31 follows

‖∇Φ̃−1
+ ‖0,Ω+ ≤ C1(Ω,Ω

+,M, δ1, δ2, ǫ, α, c
+, |uA1 − cv2 |)

and by Lemma 6.32 holds

|∇Φ−1|α,Ω ≤ C2(Ω,Ω
+,M, δ1, δ2, ǫ, α, c

+, |uA1 − cv2 |)

All occurring constants are bounded. Thus the two constants c1 and c2 in Theorem 6.55 are

bounded and conclusively so is the Lipschitz constant cT .

6.4 Existence of a Solution

We will now consider the composite operator L ◦ T and show with an appropriate choice of the

constant M and the inflow boundary function ρA that L ◦ T is a self map and contraction on

the set W (M, δ1, δ2, δ3). With the Banach fixed point Theorem, we then prove the existence and

uniqueness of a fixed point of the composite operator L◦T . Conclusively, there exists a classical

solution to (CP 6.1).

Define the sequence

En(x) = L ◦ TEn−1(x), n = 1, ...

with E0 being an arbitrary element of W (M, δ1, δ2, δ3).

Theorem 6.57. Let Ω be a C2,α domain and ρA ∈ C1,α(IΓ−). Let M = cS(Ω, α)(1+ ‖uA‖2,α,Γ)
with cS(Ω, α) defined in Theorem 6.7. Let

‖ρA‖1,IΓ−
= min

{
1

c4(Ω, cl, δ2,M, α)
,

δ3
c(Ω)

}

(6.94)

with

c4(Ω, cl, δ2,Ω,M, α) := c(Ω)
exp (clM)

δ2
max {exp (clM) , M}max

{

L1−α
Γ
−

, cl, L
1−α
Γ
−

c1−α
l

}

and c(Ω) being a constant depending on the domain.

Then L ◦ T defines a selfmap on the set W (M, δ1, δ2, δ3).
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Proof. By Theorem 6.39, we know that TE ∈ C1,α(Ω̄) and conclusively also in Cα(Ω̄). Since

Ω is a C2,α domain and uA ∈ C2,α(Γ), Theorem 6.1 states that L ◦ TEn−1 ∈ C1,α(Ω̄). The

composite operator thus maps into function spaces of desired regularity.

We will now show that L ◦ TEn−1 fulfils the restrictions in W (M, δ1, δ2, δ3). By the defini-

tion of L follows that L ◦ TEn−1 = En = −∇un is a gradient field. Let ρn = TEn−1.

As presented in section 6.1, the Laplace operator ∆ is linear and the solution to the Pois-

son equation (6.1a)-(6.1b) is decomposed into un = u0 + un1 . u0 is the solution of the Laplace

equation

−∆u0 = 0 x ∈ Ω (6.95a)

u0 = uA x ∈ Γ. (6.95b)

u0 is the same for every iteration, as it is independent of ρn and is only determined through an

a priori given right hand side function uA and the shape of Ω. un1 is the solution of the Poisson

equation

−∆un1 = ρn x ∈ Ω (6.96a)

un1 = 0 x ∈ Γ (6.96b)

For every iteration un1 changes until convergence is obtained. Let us denote L1 as solution op-

erator to (6.96a)-(6.96b). We thus obtain −∇un = L ◦ TEn−1 = E0 + L1 ◦ TEn−1. By Lemma

6.3 follows that E0 ∈ C1,α(Ω̄) and L1 ◦ TEn−1 ∈ C1,α(Ω̄).

Boundedness of En

Schauder’s a priori estimate (Theorem 6.7) and Theorem 6.6 give

‖L ◦ TEn−1‖1,α;Ω ≤ ‖un‖2,α,Ω
≤ cS(Ω, α)

(
‖uA‖2,α;Γ + ‖un‖0,Ω + ‖TEn−1‖α,Ω

)

≤ cS(Ω, α)
(
‖uA‖2,α;Γ + c2(Ω)‖TEn−1‖α,Ω

)
. (6.97)

It holds for the Hölder norm

‖TEn−1‖α,Ω = ‖TEn−1‖0,Ω + |TEn−1|α,Ω. (6.98)

The sup-norm of TEn−1 is bounded by the inflow boundary data. We have with Theorem 6.39

∥
∥TEn−1

∥
∥
0,Ω

= sup
x∈Ω

∣
∣ρ̂(Φ−1(En−1, x))

∣
∣
∞

= sup
(s,t)∈Q

∣
∣
∣
∣

ρA(t)

1 + sρA(t)

∣
∣
∣
∣
∞

≤ ‖ρA‖0,IΓ−
. (6.99)

For the Hölder seminorm holds by the chain rule (2.9)

|TEn−1|α,Ω = |ρ̂(Φ−1(En−1, x))|α,Ω ≤ |ρ̂|α,Q‖∇Φ−1(En−1)‖α0,Ω. (6.100)
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We have for the Hölder coefficient of ρ̂

|ρ̂|α,Q =

∣
∣
∣
∣

ρA(t)

1 + sρA(t)

∣
∣
∣
∣
α,Q

≤ |ρA|α,IΓ−

∥
∥
∥
∥

1

1 + sρA(t)

∥
∥
∥
∥
0,Q

+ ‖ρA‖0,IΓ−

∣
∣
∣
∣

1

1 + sρA(t)

∣
∣
∣
∣
α,Q

≤ |ρA|α,IΓ−
+ ‖ρA‖0,IΓ−

∣
∣
∣
∣

1

1 + sρA(t)

∣
∣
∣
∣
α,Q

.

It is left to bound
∣
∣
∣

1
1+sρA(t)

∣
∣
∣
α,Q

. Since s > 0 and ρA > 0 follows

∣
∣
∣
∣

1

1 + s1ρA(t1)
− 1

1 + s2ρA(t2)

∣
∣
∣
∣
=

∣
∣
∣
∣

s2ρA(t2)− s1ρA(t1)

(1 + s1ρA(t1))(1 + s2ρA(t2))

∣
∣
∣
∣

≤ |s2 − s1||ρA(t2)|+ |s1||ρA(t2)− ρA(t1)| (6.101)

holds

∣
∣
∣
∣

1

1 + sρA(t)

∣
∣
∣
∣
α,Q

= sup
(s1,t1),(s2,t2)∈Q

(s1,t1) 6=(s2,t2)

∣
∣
∣

1
1+s1ρA(t1)

− 1
1+s2ρA(t2)

∣
∣
∣

|(s1, t1)− (s2, t2)|α∞

≤ ‖l‖1−α
0,IΓ−

‖ρA‖0,IΓ−
+ ‖l‖0,IΓ−

|ρA|α,IΓ−
. (6.102)

To complete the bound for (6.100), we use Lemma 6.31 and bound ∇Φ−1(En−1, x) in terms of

constants used in the definition of W (M, δ1, δ2, δ3).

‖∇Φ−1(En−1)‖0,Ω ≤ 2

δ2
exp

(

cl
∥
∥divEn−1

∥
∥
0,Ω

)

max
{
‖∂tΦ(En−1)‖0,Q , ‖∂sΦ(En−1)‖0,Q

}

≤ 2 exp (clM)

δ2
max {exp (clM) , M}

=: c3(cl, δ2,M) (6.103)

Assume that ‖ρA‖0,Q < 1. It holds further that |ρA|α,IΓ−
≤ L1−α

Γ−
|ρ′A|0,IΓ−

. Collecting the terms,

we have for (6.98) by (6.99)-(6.103) and Theorem 6.27

‖TEn−1‖α,Ω
≤ ‖ρA‖0,IΓ−

+ c3(δ1, δ2, uA,M)
(

|ρA|α,IΓ−
+ ‖l‖1−α

0,IΓ−
‖ρA‖20,IΓ−

+ ‖l‖0,IΓ−
‖ρA‖0,IΓ−

|ρA|α,IΓ−

)

≤ ‖ρA‖0,IΓ−
+ c3(δ1, δ2, uA,M)

(

|ρA|α,IΓ−
+ ‖l‖1−α

0,IΓ−
‖ρA‖0,IΓ−

+ ‖l‖0,IΓ−
|ρA|α,IΓ−

)

≤ ‖ρA‖0,IΓ−
+ c3(δ1, δ2, uA,M)

(

L1−α
Γ−

‖ρ′A‖0,IΓ−
+ ‖l‖1−α

0,IΓ−
‖ρA‖0,IΓ−

+ ‖l‖0,IΓ−
L1−α
Γ−

‖ρ′A‖0,IΓ−

)

≤ c3(δ1, δ2, uA,M)max
{

L1−α
Γ−

, L1−α
Γ−

‖l‖1−α
0,IΓ−

, ‖l‖0,IΓ−

}

‖ρA‖1,IΓ−

≤ c3(δ1, δ2, uA,M)max
{

L1−α
Γ−

, cl, L
1−α
Γ−

c1−α
l

}

‖ρA‖1,IΓ−
.

The previous bound is independent of n. Hence, we get for (6.97)

‖L ◦ TEn−1‖α,Ω ≤ cS(Ω, α)
(

‖uA‖2,α;Γ + c4(δ1, δ2,Ω,M, α)‖ρA‖1,IΓ−

)
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with

c4(Ω, δ2, cl,M, α) = c2(Ω)c3(cl, δ2,M)max
{

L1−α
Γ−

, cl, L
1−α
Γ−

c1−α
l

}

.

Boundedness of L1 ◦ TEn−1:

We need to find an upper bound for ‖L1 ◦ TEn−1‖0,Ω. We use Lemma 4.16 of Chapter 4 and

obtain

‖L1 ◦ TEn−1‖0,Ω ≤ c5(diamΩ)‖TEn−1‖0,Ω
≤ c5(diamΩ)‖ρA‖0,IΓ−

. (6.104)

Choice of ρA and M :

Choose

‖ρA‖α,IΓ−
= min

{
1

c4(Ω, cl, δ2,M, α)
,

δ3
c5(Ω)

}

(6.105)

and

M = cS(Ω, α)(1 + ‖uA‖2,α,Γ).

The choice of M and ρA is reasonable, because they only depend on constants given in the

definition of the set W (M, δ1, δ2, δ3), the given boundary function uA and the geometry of the

domain. All these quantities are given in the problem definition.

We can now show that the boundedness restrictions on L ◦ TEn−1 are fullfilled

‖L1 ◦ TEn−1‖0,Ω ≤ δ3

and

‖L ◦ TEn−1‖1,α,Ω ≤ cS(Ω, α)(1 + ‖uA‖2,α,Γ) = M.

Boundedness from below and inflow/outflow conditions:

As the vector field E0 is given by the solution of the Laplace equation, it follows

infx∈Ω̄ |E0(x)|∞ = 2δ1. The lower bound on |En(x)|∞ is now easily found with the inverse

triangle inequality and the choice of ρA in (6.105). By (6.104), we get

inf
x∈Ω̄

|L ◦ TEn−1(x)|∞ = inf
x∈Ω̄

|E0 + L1 ◦ TEn−1(x)|∞

≥ inf
x∈Ω̄

|E0|∞ − sup
x∈Ω̄

|L1 ◦ TEn−1(x)|∞

≥ 2δ1 − c5(diamΩ)‖ρA‖α,IΓ−

≥ 2δ1 − δ3

≥ 2δ1 − δ1 = δ1.
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Due to the constant boundary conditions, the field E0 is perpendicular to the boundary. Further,

since L1 is the solution operator of the Poisson equation with homogeneous boundary conditions,

the field L1 ◦ TEn−1 is also perpendicular to the boundary Γ. It is left to show that the field

strength at x ∈ Γ− is bounded by δ1. The iterated field L◦TEn−1 points into the same direction

as the outward normal vector at the outflow boundary and in the opposite direction at the inflow

boundary. It holds for a function c(x) > 0 and x ∈ Γ−

L ◦ TEn−1(x) = −c(x)~n(x).

Since infx∈Ω̄ |L ◦ TEn−1(x)| ≥ δ1 holds with the equivalence of the euclidean and the maximum

norm

c(x) = ‖c(x)~n(x)‖2 = ‖L ◦ TEn−1(x)‖2 ≥ |L ◦ TEn−1(x)|∞ ≥ δ1.

It follows for x ∈ Γ−

~n(x) · (L ◦ TEn−1(x)) = −c(x)~n(x) · ~n(x) = −c(x) ≤ −δ1

and analogously for x ∈ Γ+

~n(x) · (L ◦ TEn−1(x)) = c(x)~n(x) · ~n(x) = c ≥ δ1.

By choosing δ2 := δ1 follows the assertion.

We arrive at the main results of this Chapter. First, we show that a fixed point E ∈ W (M, δ1, δ2, δ3)

exists to the operator L ◦ T .

Theorem 6.58 (Existence and Uniqueness of a Fixed Point). Let Ω be a C2,α domain,

uA ∈ C2,α(Γ), ρA ∈ C1,α(IΓ−) with

‖ρA‖1,α,IΓ−
= min

{
1

c4(Ω, cl, δ2,M, α)
,

δ3
c5(diamΩ)

,
1

2cT cS(Ω, α)c2(Ω)

}

(6.106)

with c4(Ω, cl, δ2,M, α) and c5(diamΩ) defined in Theorem 6.57, cT defined in Theorem 6.55 and

cS(Ω, α) defined in Theorem 6.7. Let M and δ2 be defined as in Theorem 6.57 and δ3 be chosen

as in Lemma 6.52. Then the operator L ◦ T has a unique fixed point in the set W (M, δ1, δ2, δ3).

Proof. We use the Banach fixed point theorem. By Lemma 6.57, L◦T is a selfmap onW (M, δ1, δ2, δ3).

It is left to show that L ◦ T is a contraction.

With Schauder’s a priori estimate (Theorem 6.7) and Theorem 6.6, we get

‖L ◦ TEn+1 − L ◦ TEn‖1,α,Ω = ‖L ◦ (TEn+1 − TEn)‖1,α,Ω
≤ cS(α,Ω)

(
‖TEn+1 − TEn‖α,Ω + ‖un+2 − un+1‖0,Ω + ‖uA − uA‖2,α,Γ

)

≤ cS(α,Ω)c2(Ω)‖TEn+1 − TEn‖α,Ω.
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By Theorem 6.55, we obtain

‖L ◦ TEn+1 − L ◦ TEn‖1,α,Ω ≤ cS(α,Ω)c2(Ω)CT ‖ρA‖1,α,IΓ−
‖En − En−1‖1,Ω.

Due to the assumption on ‖ρA‖1,α,IΓ−
holds

‖L ◦ TEn+1 − L ◦ TEn‖1,α,Ω ≤ 1

2
‖En − En−1‖1,Ω

≤ 1

2
‖En − En−1‖1,α,Ω.

Hence, L ◦ T is a contraction on the set W (M, δ1, δ2, δ3). By the Banach fixed point Theorem,

there exists a unique fixed point E ∈ W (M, δ1, δ2, δ3) to L ◦ T .

We can conclude that there exists a unique classical solution to (CP 6.1).

Theorem 6.59 (Existence and Uniqueness of a Classical Solution to (CP 6.1)). Let Ω be an

open bounded C2,α domain, uA ∈ C2,α(Γ), ρA ∈ C1,α(Γ). Let ‖ρA‖1,α,IΓ−
, M and δ2 be chosen

as in Theorem 6.58. Moreover, let δ3 be chosen as in Lemma 6.52. Then there exists a classical

solution (u, ρ) ∈ C2,α(Ω̄)× C1,α(Ω̄) to (CP 6.1) with −∇u ∈ W (M, δ1, δ2, δ3) .

Proof. By Theorem 6.58, there exists a unique fixed point E ∈ W (M, δ1, δ2, δ3) to L ◦ T , i.e.

L ◦ TE = E.

The fixed point E ∈ W (M, δ1, δ2, δ3) is a gradient field E = −∇u. We therefore obtain the

unique solution u ∈ C2,α(Ω̄) to (CP 6.1) with −∇u ∈ W (M, δ1, δ2, δ3). Since T is the solution

operator to the transport problem (6.1c)-(6.1d), we obtain the solution ρ = TE ∈ C1,α(Ω̄)

by Theorem 6.39. We found the unique solution (u, ρ) ∈ C2,α(Ω̄) × C1,α(Ω̄) to (CP 6.1) with

−∇u ∈ W (M, δ1, δ2, δ3).

6.5 Remarks about the Chapter

In this Chapter, we have proved the existence and uniqueness of a classical solution (u, ρ)

to the steady state two-dimensional problem (CP 6.1) with −∇u in a set of vector fields

W (M, δ1, δ2, δ3) ⊂ C1,α(Ω̄). We defined the solution operator L for the Poisson and T for

the transport problem. By the Banach fixed point theorem, we proved that a unique fixed point

E = L ◦ TE exists provided that the inflow boundary data ‖ρA‖1,IΓ−
is sufficiently small.

In the argumentation for the existence of the streamline functions and especially to obtain

upper bounds, we exploited one crucial fact in the problem definition: The convective field E of

the transport equation is a gradient field. Due to this knowledge, we were able to determine an

upper bound for the streamline parameter s.
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The fundamental idea in this Chapter is to formulate the coupled problem as a fixed point

problem. In the continuous case that we presented, we can conclude that the Banach fixed

point iterations are the staggered algorithm. In the following Chapters we will use this result

to introduce a discretization method for the coupled problem. Furthermore, we will illustrate

the advantage of following the presented approach in comparison to a compactness argument

applied in Chapter 4. With the error estimate for the Banach fixed point iterations and standard

approximation results, we will show in Chapter 7 that we immediately obtain an error estimate

for the staggered algorithm.

Let us comment on the choice of the vector field E. Vector fields E = E0 + E1 in the set

W (M, δ1, δ2, δ3) lead to invertible streamline functions of C1,α regularity. The constants M , δ1
and δ2 depend on the choice of the boundary data uA and the domain Ω. The vector field E0

determined by the solution of the Laplace equation was considered as the dominant field. E0

only depends on the boundary data uA and the geometry of the domain Ω. As solution to a

harmonic equation, E0 does not have any inner extrema and thus |E(x)|∞ is naturally bounded

below by a constant δ1. We chose the second component E1 as a small perturbation to E, as

the supremum of |E1(x)|∞ shall be bounded by this very δ1. Indeed, this choice of vector fields

is realistic for the underlying physical model. To obtain corona discharge, we need a strong

electrical field E0 such that ions are emitted into the system. The ions then give rise to the

vector field E1.

With the previous observations, we justify the method to bound the Hölder coefficient of TE−TẼ

in Lemma 6.53 and 6.54. Herein we first restricted the vector field E1 further, by claiming that it

is smaller than the minimum of δ1 and δ3 where δ3 was a constant determined by the streamline

function Φ0 of E0. As E1 is small, it is realistic to assume that the streamline Φ corresponding

to E0 + E1 is only a small perturbation of the streamline function Φ0. We then used that two

points Φ(s, t) and Φ̃(s, t) can be connected by a line segment that is contained in Ω as the graphs

of both streamline functions lay in a small neighborhood of Φ0.

The inflow boundary function ρA was the key to prove existence and uniqueness of a classi-

cal solution. We chose ‖ρA‖1,α,IΓ−
sufficiently small to obtain a selfmap and contraction L ◦ T

on W (M, δ1, δ2, δ3). The actual size of ρA depends on several quantities which all depend on the

geometry of the domain Ω, the extended domain Ω+ and the boundary data uA and cv in case

of the extended domain. It is difficult to give a qualitative interpretation for the dependence of

ρA on the size of the domain and the boundary data, as for example holds for the maximum of

the streamline parameter

‖l‖0,IΓ−
≤ uA1 − uA2

infx∈Ω̄ |E(x)|2∞
.

For an increasing potential difference, the infimum for the field strength will surely also increase.

However, for fixed boundary conditions uA and an increasing diameter of Ω, the field strength

will decrease. Conclusively, in this case ρA will decrease too.
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Chapter 7

Discretization Methods

In this chapter, we focus on discretization methods for the time independent coupled problem

(CP 6.1). Discretization methods are best analyzed in Sobolev spaces where error estimates and

stability properties are available. We therefore restrain the analysis to Sobolev spaces. First, we

list briefly error and stability estimates for the Poisson and linear transport equations. In section

7.4, we investigate the nonlinear transport equation under a new point of view. We formulate

(CP 6.1) as variational inequality and prove the unique existence of a continuous solution in a

space VA. Further we are interested in the Galerkin discretization of the variational inequality.

We derive an error estimate for a discrete bilinear solution on a quadrilateral mesh and show that

it converges to the continuous solution. We proceed to investigate whether there is a connection

between the solutions of the variational inequality and (CP 6.1). If we further restrict the space

W (M, δ1, δ2, δ3) defined in Chapter 6, then the classical solution ρ is also in the space VA. Due

to uniqueness, the solution of the variational inequality must be equal to the classical solution

ρ. Conclusively, the discrete solution of the variational inequality also converges to the solution

ρ of (Tr 6.3).

In section 7.5, we introduce the so-called staggered algorithm which is an algorithm to solve the

coupled problem [1, 59]. The idea is simple, after initializing a first vector field E, the transport

and Poisson problem are solved alternating until convergence is obtained. For the continuous

problem, the staggered algorithm are the Banach fixed point iterations as used in the Chapters

5 and 6. Especially regarding numerical results, it is of great interest if the discretized staggered

algorithm converges. Having the contraction property in the continuous case and stability and

error estimates for the Poisson and transport problem, it is possible to prove an error estimate

for the discrete staggered algorithm. This part is understood as an outline for future work and

does not claim completeness.
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7.1 Notations

Let Ω ⊂ R
2 be an open C2,α domain. Then we define the space of Lesbesgue square-integrable

functions by

L2(Ω) :=

{

v :

∫

Ω
v2 dx < ∞

}

.

Equipped with the norm

‖v‖2L2(Ω) :=

∫

Ω
v2 dx, (7.1)

L2(Ω) forms a Banach space. We will denote

(v, w)L2(Ω) :=

∫

Ω
vw dx (7.2)

as the L2(Ω) scalar product.

Let k be an integer and m be a multi-index with |m| ≤ k. The Sobolev space of order k is

denoted by

Hk(Ω) :=
{
v : ‖∂mv‖L2(Ω) < ∞, |m| ≤ k

}
. (7.3)

Equipped with the norm

‖v‖2Hk(Ω) :=
∑

|m|≤k

‖∂mv‖2L2(Ω), (7.4)

and inner product

(v, w)Hk(Ω) :=
∑

|m|≤k

(∂mv, ∂mw)L2(Ω) (7.5)

Hk(Ω) is a Hilbert space.

For the analysis of the transport equation, we define additional boundary norms. Let

E ∈ (L2(Ω))2 be a convective field and ρA ∈ L2(Γ). Then we denote

|ρA|2Γ :=

∫

Γ
~n · E ρ2A dx (7.6)

with ~n being the outward pointing normal vector to Γ. Analogously, we define the norms on

boundary parts Γ− and Γ+ by

|ρA|2Γ−
:=

∫

Γ−

~n · E ρ2A dx, (7.7)

|ρA|2Γ+
:=

∫

Γ+

~n · E ρ2A dx. (7.8)

We will also need the dual space of the usual Sobolev spaces.
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Definition 7.1. [13, p.123] Let m ≥ 1. Given u ∈ L2(Ω), define the norm

‖u‖H̃−m(Ω) := sup
v∈Hm(Ω)

(u, v)L2(Ω)

‖v‖m,Ω
.

We define H̃−1(Ω) to be the completion of L2(Ω) w.r.t. ‖ · ‖H̃−m(Ω). For the Sobolev space built

on L2(Ω), we identify the dual space of Hm(Ω) with H̃−m. Moreover, by the definition of H̃−m,

there is a dual pairing 〈u, v〉 for all u ∈ H̃−m, v ∈ Hm, i.e. 〈u, v〉 is a bilinear form, and

〈u, v〉 := (u, v)L2(Ω). (7.9)

7.2 Discretization of the Poisson Equation

The discretization of the Poisson equation is a well-studied problem. We briefly list some prop-

erties for completeness. Let

V P =
{
v ∈ H1(Ω) : v = uA on Γ

}

and

V P
0 =

{
v ∈ H1(Ω) : v = 0 on Γ

}
= H1

0 (Ω)

where P indicates that the sets correspond to the Poisson equation. The variational formulation

for (Po 6.2) is given by:

Find u ∈ V P , such that
∫

Ω
∇u · ∇v dx =

∫

Ω
ρv dx, ∀v ∈ V P

0 . (7.10)

Let T h be a partition of Ω into quadrilateral elements τ ∈ T h and n = |T h| be the number of

elements. Let h be the mesh size with h = maxτ∈T h { longest side of τ}. Let V P,h and V P,h
0

be the discretization into finite element spaces of V P and V P
0 with basis functions of degree p.

Then the discrete variational problem reads:

Find uh ∈ V P,h, such that
∫

Ω
∇uh · ∇v dx =

∫

Ω
ρv dx, ∀v ∈ V P,h

0 . (7.11)

We will now list well-known results that we will need in the following.

Regularity of u: [45, Section 4.5]

The regularity of the solution u depends on the regularity of the right hand side data ρ. Since

Ω is smooth, the following estimate follows

‖u‖H2(Ω) ≤ c‖ρ‖L2(Ω) (7.12)
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with c being a constant independent of ρ.

Error estimate: [13, Table 3, p. 82]

Let u ∈ H2(Ω) and uh piecewise linear. Then we have the following error estimate

‖u− uh‖H1(Ω) ≤ ch‖u‖H2(Ω) (7.13)

with c being a constant independent of h.

Stability: [45, Section 2.1]

Let α be the V P
0 -ellipticity constant of the bilinear form a(u, v) =

∫

Ω∇u · ∇v dx, i.e.

a(v, v) ≥ α‖v‖2V P ∀v ∈ V P
0 .

Then follows the stability estimate for the solution u to (7.10)

α‖u‖V ≤ ‖ρ‖L2(Ω). (7.14)

7.3 Discretization of the Linear Transport Equation

The steady state linear transport problem is given by

Problem (Tr 7.1). Let Ω be a C2,α domain. For a given E ∈ (C1(Ω))2, find ρ ∈ C1(Ω) such

that

div(Eρ) = 0 x ∈ Ω (7.15a)

ρ(x) = ρA(x) x ∈ Γ−. (7.15b)

As in the case of the Poisson problem, discretization methods for the linear transport equation

are well studied. For hyperbolic partial differential equation, it is a known phenomenon to obtain

spuriously oscillating numerical solutions as soon as the inflow boundary data are not globally

smooth. Many authors have published methods to stabilize numerical solutions, for example the

streamline upwind Petrov-Galerkin (SUPG) method. Information about the SUPG method are

found among others in the works [15, 16]. In [12], the authors compare the application of the

standard Galerkin, SUPG and Least squares methods for (Tr 7.1). In the following, we introduce

the standard Galerkin method to discretize the linear transport equation. Let therefore first be

V T =
{
v ∈ H1(Ω) : v = ρA on Γ−

}

and

V T
0 =

{
v ∈ H1(Ω) : v = 0 on Γ−

}
.

where T indicates that the sets correspond to the Transport equation. The boundary conditions

are employed strongly into the space. The variational formulation is given by:
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Find ρ ∈ V T , such that
∫

Ω
div(Eρ)v dx = 0 ∀v ∈ V T

0 .

Let T h be a partition of Ω into curved quadrilateral elements τ ∈ T h with n = |T h| as number

of elements. Let V T,h and V T,h
0 be the finite element discretization of V T and V T

0 . We use

bilinear basis functions.

The standard Galerkin method is then given by:

Find ρh ∈ V T,h, such that
∫

Ω
div(Eρh)v dx = 0 ∀v ∈ V T,h

0 . (7.16)

The existence and uniqueness of the Galerkin solution is proved by means of the following

Galerkin graph norm.

Definition 7.2. [50, Lemma 3] Let 1
2 divE ≥ σ > 0. Then we denote the graph norm for the

Galerkin method by

|||ρ|||2G = |ρ|2Γ−
+

σ

2
‖ρ‖2L2(Ω). (7.17)

It holds the following error estimate.

Lemma 7.3. [12, 50] Let ρ ∈ H2(Ω). Then holds for the Galerkin approximate solution ρh

|||ρ− ρh|||G ≤ ch‖ρ‖H2(Ω) (7.18)

with a constant c independent of h and ρ.

7.4 Discretization of the Nonlinear Transport Equation

In contrast to the Poisson and linear transport problem, the variational theory for the nonlinear

transport problem is not a standard result. Recall, that we want to solve the nonlinear transport

problem (Tr 6.3)

E · ∇ρ+ ρ2 = 0 x in Ω (7.19a)

ρ = ρA x on Γ− (7.19b)

with E ∈ (C1(Ω))2 being a given bounded vector field. To the end of this section, let 0 < ρA be

constant.

One method to solve and discretize the nonlinear transport problem is the Method of Char-

acteristics (MOC). However, one encounters difficulties in the context of the coupled problem.
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The Poisson equation is discretized by the Galerkin finite element method and is therefore based

on a quadrilateral mesh. The MOC on the other hand solves the transport equation on the

streamlines and is therefore line based. The streamlines start from the boundary and thereon

not only on the nodes of the quadrilateral mesh. Hence it is difficult to extract the relevant

information for ρ and the method becomes numerically unstable. We are therefore interested

to use a Galerkin discretization. Standard methods to prove existence and uniqueness are not

applicable, as the nonlinear form for (7.19a) is not coercive.

In the following approach, we formulate (Tr 6.3) as variational inequality. Let us first find

the ansatz and test spaces. Apparently, the solution ρ to (Tr 6.3) must be differentiable which

implies that the ansatz space VA is a subset of H1(Ω). We define the operator A : VA → L2(Ω)

according to the form

Aρ = E · ∇ρ+ ρ2 (7.20)

with

VA(σu, σp, σA) =
{
ρ ∈ H1 : ρ|Γ− = ρA, σu ≥ ρ ≥ σA > 0 a.e., |∇ρ| ≤ σp a.e.

}

and σu, σp , σA > 0 are constant parameter. We will now prove that for every choice of finite

σu, σp and σA, a solution exists to the variational inequality (Tr 7.2) below. Further, we will

prove that a solution exists to the discretization of (Tr 7.2). In section 7.4.4, we then choose the

parameter σu, σp , σA > 0 such that the solution to the variational inequality (Tr 7.2) is also

the solution of the classical transport problem (Tr 6.3). The discretization of the variational

inequality is thus a discretization for the classical transport problem. In the following, for the

convenience of notation, we will write VA instead of VA(σu, σp, σA).

Lemma 7.4. Let E ∈ (L2(Ω))2 and ρ ∈ VA. Then Aρ ∈ L2(Ω).

Proof. With the Cauchy Schwarz inequality, the boundedness conditions in VA and since

E ∈ (L2(Ω))2 holds

∫

Ω
(Aρ)2 dx =

∫

Ω
(E · ∇ρ+ ρ2)2 dx

≤ 2

∫

Ω
(E · ∇ρ)2 dx+ 2

∫

Ω
(ρ2)2 dx

≤ 2

∫

Ω
E2 dx

∫

Ω
|∇ρ|2 dx+ 2

∫

Ω
ρ4 dx

≤ 2‖E‖2L2(Ω)vol(Ω)σ
2
p + 2σ4

uvol(Ω) < ∞.

It holds that Aρ ∈ L2(Ω) for ρ ∈ VA. Consequently, it would be sufficient to use a test function

space V ⊂ L2(Ω). However, since H̃−1(Ω) ⊃ L2(Ω), let us choose the test space VA ⊂ H1(Ω).
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The dual pairing 〈Aρ, v〉 is defined and we have a symmetrical formulation for the test and

ansatz spaces.

The variational inequality for (Tr 6.3) reads:

Problem (Tr 7.2). Let Ω be a Lipschitz domain and let E ∈ (H1(Ω))2 with |E|L∞(Ω) ≤ M and

σA ≥ 1
2 divE ≥ 0 with σA defined in VA. Find ρ ∈ VA, such that

〈Aρ , v − ρ〉 ≥ 0 ∀v ∈ VA. (7.21)

7.4.1 Existence and uniqueness of a solution to (Tr 7.2)

A concept used in connection with variational inequalities is the theory of monotone operators

as it is presented in [26, 49]. If the form associated to the variational inequality is monotone,

then the condition of coerciveness to prove existence and uniqueness may be relaxed.

Definition 7.5. [49, III Definition 1.1 ] Let K be a closed convex subset of a reflexive Banach

space X with dual X ′. A mapping S : K → X ′ is called monotone, if and only if

〈Su− Sv, u− v〉 ≥ 0 for all u, v ∈ K.

The monotone mapping S is called strictly monotone if

〈Su− Sv, u− v〉 = 0 implies u = v.

Definition 7.6. [49, III Definition 1.2] Let K be a closed convex set of a reflexive Banach space

X with dual X ′. The mapping S : K → X ′ is called weakly continuous if there holds

〈Sxn, v〉 n→∞−−−→ 〈Sx, v〉 ∀v ∈ X

whenever

〈xn, v〉 n→∞−−−→ 〈x, v〉. ∀v ∈ X

The mapping S : K → X ′ is continuous on finite dimensional subspaces if for any finite dimen-

sional subspace M ⊂ X the restriction of S to K ∩M is weakly continuous, namely if

S : K ∩M → X ′

is weakly continuous.

The following theorem proves the existence and uniqueness of a solution to a variational inequal-

ity.

Theorem 7.7. [49, III Theorem 1.4] Let K be a closed bounded convex subset of X ( 6= ∅) and

let S : K → X ′ be monotone and continuous on finite dimensional subspaces. Then there exists

a u ∈ K such that

〈Su, v − u〉 ≥ 0 for all v ∈ K.

If S is strictly monotone, then the solution u to the variational inequality is unique.
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In the following Lemmas, we will verify the conditions needed to apply Theorem 7.7 to (Tr 7.2).

First, we show that VA fulfils the assumptions of Theorem 7.7.

Lemma 7.8. The set VA is convex, bounded and closed.

Proof. Convexity :

The space VA is clearly convex. Choose ρ1, ρ2 ∈ VA, then

λρ1 + (1− λ)ρ2 ≥ λσA + (1− λ)σA = σA

λρ1 + (1− λ)ρ2 ≤ λσu + (1− λ)σu = σu

λ∇ρ1 + (1− λ)∇ρ2 ≤ λσp + (1− λ)σp = σp

λ∇ρ1 + (1− λ)∇ρ2 ≥ −λσp − (1− λ)σp = −σp.

Boundedness:

For every ρ ∈ VA holds due to the boundedness conditions in the space

‖ρ‖2H1(Ω) = ‖ρ‖2L2(Ω) + ‖∇ρ‖2L2(Ω) ≤ vol(Ω)(σ2
u + σ2

p) < ∞. (7.22)

Consequently, VA is bounded with respect to the H1-norm.

Closed Set :

Cases 〈4〉 and 〈5〉 of [3, 6.18] show that the limit ρ of a convergent sequence ρn fulfils the

boundary conditions on Γ− and the boundedness of ρ. For a strongly convergent sequence with

‖∇ρn − ∇ρ‖L2(Ω) → 0 follows ∇ρn
n→∞−−−→ ∇ρ almost everywhere. Since |∇ρn| is bounded a.e.,

it also holds that the limit function |∇ρ| ≤ σp a.e.

Next, we prove that the operator A given by (7.20) is strictly monotone.

Lemma 7.9. Let 0 ≤ 1
2 divE ≤ σA. Then the mapping A : VA → H̃−1 is strictly monotone

with

〈Aρ1 −Aρ2, ρ1 − ρ2〉 ≥
1

2
|||ρ1 − ρ2|||2G. (7.23)

Proof. Let ρ1, ρ2 ∈ VA. We show that the following dual pairing is bounded from below. By the

chain rule, the Gauss’s divergence theorem and since 0 < σA ≤ ρ ≤ σu and 1
2 divE ≤ σA, we
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obtain

〈E · ∇ρ1 + ρ21 − E · ∇ρ2 − ρ22 , ρ1 − ρ2〉 =
∫

Ω
(E · ∇ρ1 + ρ21 − E · ∇ρ2 − ρ22)(ρ1 − ρ2) dx

=

∫

Ω

1

2
E · ∇(ρ1 − ρ2)

2 + (ρ1 + ρ2)(ρ1 − ρ2)
2 dx

=

∫

Ω

1

2
div(E(ρ1 − ρ2)

2) dx−
∫

Ω

1

2
divE(ρ1 − ρ2)

2 dx+

∫

Ω
(ρ1 + ρ2)(ρ1 − ρ2)

2 dx

≥
∫

Ω

1

2
div(E(ρ1 − ρ2)

2)− 1

2
sup | divE|

∫

Ω
(ρ1 − ρ2)

2 dx+ inf
x∈Ω

|ρ1 + ρ2|
∫

Ω
(ρ1 − ρ2)

2 dx

≥ 1

2

∫

Γ
n · E(ρ1 − ρ2)

2dsx + σA

∫

Ω
(ρ1 − ρ2)

2 dx

=
1

2

∫

Γ−

n · E(ρA − ρA)
2 dsx +

1

2

∫

Γ+

n · E(ρ1 − ρ2)
2 dsx + σA

∫

Ω
(ρ1 − ρ2)

2 dx

≥ 1

2
|ρ1 − ρ2|2+ + σA‖ρ1 − ρ2‖2L2(Ω) =

1

2
|||ρ1 − ρ2|||2G ≥ 0.

If ρ1 6= ρ2, then 〈Aρ1−Aρ2, ρ1−ρ2〉 > 0. Conclusively, whenever 〈Aρ1−Aρ2, ρ1−ρ2〉 = 0 then

ρ1 = ρ2. A is strictly monotone on VA.

Remark 7.10. The condition 1
2 divE ≤ σA is needed to prove the monotonicity of the operator

A. In the space VA we claim additionally that ρA ≥ σA. At a first glance, those two conditions

might seem contradictory in case of the coupled problem. For the solution (u, ρ) of (CP 6.1)

holds

divE = ρ. (7.24)

Thus, to retain applicability to the coupled problem, the constant σA must be chosen such that

ρ ≥ σA ≥ 1

2
ρ.

The crucial point in the following argumentation is that ρA is constant. We show in section

7.4.4 that with σA = 1
2ρA and ρA sufficiently small, the coupled problem is still well-defined.

To apply Theorem 7.7, we need to show that the operator A is weakly continuous on finite

dimensional subspaces. We are able to show the strong continuity for A.

Lemma 7.11. Let E be a bounded vector field. Then the operator A : VA → H̃−1 is strongly

continuous.

Proof. For two elements v, w ∈ VA holds due to the embedding L2(Ω) ⊂ H̃−1(Ω)

‖Av −Aw‖H̃−1 = sup
z∈H1

(Av −Aw, z)L2(Ω)

‖z‖H1

≤ ‖Av −Aw‖L2(Ω).
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With the restrictions for v, w ∈ VA, we bound the last term by

‖Av −Aw‖2L2(Ω) = ‖E · ∇(v − w) + v2 − w2‖2L2(Ω)

= ‖E · ∇(v − w) + (v − w)(v + w)‖2L2(Ω)

≤ 2

∫

Ω
(E · ∇(v − w))2 dx+ 2

∫

Ω
(v − w)2(v + w)2 dx

≤ 2

∫

Ω
(sup |E|)2|∇v −∇w|2 dx+ 8σ2

u

∫

Ω
(v − w)2 dx

≤ max
{
2 sup |E|2, 8σ2

u

}
‖v − w‖2H1 .

If ‖v − w‖2H1(Ω) → 0, then ‖Av − Aw‖2H1(Ω) → 0. Conclusively, the operator A is strongly

continuous on VA.

With the previous results, we show that (Tr 7.2) is uniquely solvable in the set VA.

Theorem 7.12. Let E ∈ H1(Ω) with |E|L∞(Ω) ≤ M and σA ≥ 1
2 divE ≥ 0. Then there exists

a unique solution ρ ∈ VA for (Tr 7.2).

Proof. By Lemma 7.8, the set VA is convex, closed and bounded with respect to the H1(Ω)

norm. Lemmas 7.9 and 7.11 give the monotonicity and continuity of A on VA. It is left to

show that A is continuous on finite dimensional subspaces. By [31, 2.3], a strongly continuous

nonlinear operator is weakly continuous. By [31, Remark 1.3], weak continuity on the set VA,

implies weak continuity on finite dimensional subspaces. The assertion is proved.

7.4.2 Discretization

We use a Galerkin discretization following the approach of [17, 28]. Let T h be a partition of

Ω into curved quadrilateral elements τ ∈ T h and n = |T h| be the number of elements. The

curved elements are chosen to exactly fit the geometry at the boundary. Thus, for the elements

at the boundaries, the mapping from the standard quadrilateral to the actual element involves

functions which are not polynomial. On the standard quadrilateral element bilinear functions

are used and V h denotes the finite element discretization of V = H1(Ω) with bilinear basis

functions.

The discrete convex set V h
A ⊂ V h should fulfill two conditions [28, p.94]

1. V h
A should reduce to a finite number of constraints.

2. V h
A should be a ”good” approximation to VA.
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The actual meaning and benefit of the second condition becomes clear in the proof of Theorem

7.16. So far, we choose V h
A by

V h
A =

{

ρh ∈ V h : ρh|Γ− = ρA, σu ≥ ρh(yj) ≥ σA > 0, |∇ρh| ≤ σp, j = 1, 2, 3, i = 1, .., N
}

.

The following Lemma shows that V h
A ⊂ VA which is in fact a good approximation.

Lemma 7.13. Let ρA be constant. Then follows V h
A ⊂ VA.

Proof. The inflow boundary condition ρA is chosen constant. Due to the curved elements, we

have ρh|Γ− = ρ|Γ− . For a bilinear function on a quadrilateral element holds that the maximum

and minimum are obtained on the vertices. Thus ρh(x) ≤ ρh(yj) ≤ σu and ρh(x) ≥ ρh(yj) ≥
σA > 0, j = 1, .., 4 for every element τ ∈ T h. For every function in ρh ∈ V h

A follows |∇ρh| ≤ σp.

Thus every function ρh ∈ V h
A is also a function of VA.

7.4.3 A Priori Estimate

We want to determine an error estimate for the discrete solution ρh. As first step, we determine

an a priori estimate for the Galerkin discretization.

Lemma 7.14. Let ρ ∈ VA be the solution to (Tr 7.2) and ρh ∈ V h
A be the Galerkin solution.

Then holds for all v ∈ VA and vh ∈ V h
A

|||ρ− ρh|||2G ≤ 4c1‖v − ρh‖H1(Ω) + 4c1‖vh − ρ‖H1(Ω) + 4|ρ− vh|2Γ
+

16

σA
‖E · ∇

(

ρ− vh
)

‖2L2(Ω) +
32

σA
(2σu − σA)

2‖ρ− vh‖2L2(Ω)

with c1 = c(Ω)
(
sup |E|σp + σ2

u

)
.

Proof. We follow the method in [28, Theorem 1]. By the definition of ρ and ρh holds

〈Aρ, v − ρ〉 ≥ 0 ∀v ∈ VA,

〈Aρh, vh − ρh〉 ≥ 0 ∀vh ∈ V h
A .

Adding the previous inequalities gives

〈Aρ, ρ〉+ 〈Aρh, ρh〉 ≤ 〈Aρ, v〉+ 〈Aρh, vh〉.

Subtracting 〈Aρ, ρh〉+ 〈Aρh, ρ〉 from both sides gives

〈Aρ, ρ− ρh〉+ 〈Aρh, ρh − ρ〉 ≤ 〈Aρ, v − ρh〉+ 〈Aρh, vh − ρ〉.

Grouping terms and adding −〈Aρ, ρ− vh〉+ 〈Aρ, ρ− vh〉 to the right-hand side leads to

〈Aρ−Aρh, ρ− ρh〉 ≤ 〈Aρ, v − ρh〉 − 〈Aρ, ρ− vh〉+ 〈Aρ, ρ− vh〉+ 〈Aρh, vh − ρ〉
= 〈Aρ, v − ρh〉+ 〈Aρ, vh − ρ〉+ 〈Aρ−Aρh, ρ− vh〉.
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By Lemma 7.9 and the Cauchy Schwarz inequality, we obtain

1

2
|||ρ− ρh|||2G ≤ 〈Aρ−Aρh, ρ− ρh〉

≤ 〈Aρ, v − ρh〉+ 〈Aρ, vh − ρ〉+ 〈Aρ−Aρh, ρ− vh〉
≤ ‖Aρ‖H̃−1‖v − ρh‖H1 + ‖Aρ‖H̃−1‖vh − ρ‖H1 + 〈Aρ−Aρh, ρ− vh〉. (7.25)

We now limit the three terms of (7.25). For the first term of (7.25) holds due to the inclusion

H̃−1(Ω) ⊃ L2(Ω)

‖Aρ‖H̃−1 = sup
z∈K

(Aρ, z)0,Ω
‖z‖H1(Ω)

≤ ‖Aρ‖L2(Ω).

We get for the L2-norm of Aρ

‖Aρ‖L2(Ω) = ‖E · ∇ρ− ρ2‖L2 ≤ ‖E · ∇ρ‖L2 + ‖ρ2‖L2

=

(∫

Ω
(E · ∇ρ)2 dx

) 1
2

+

(∫

Ω
ρ4 dx

) 1
2

=
(

vol(Ω) (E · ∇ρ)2 dx
) 1

2
+

(

vol(Ω)

∫

Ω
ρ4 dx

) 1
2

(7.26)

≤ c(Ω)
(
sup |E|σp + σ2

u

)
=: c1. (7.27)

Next, we bound the term 〈Aρ−Aρh, ρ−vh〉 of (7.25). Green’s formula reads [46, Equation (1.4)]

(E · ∇v, w)L2(Ω) = (~n · Ev, w)L2(Γ) − (v, E · ∇w)L2(Ω) − (v, w divE)L2(Ω).

Hence,

〈Aρ−Aρh, ρ− vh〉 =
∫

Ω

(

E · ∇(ρ− ρh)
)

(ρ− vh) + (ρ2 − ρ2h)(ρ− vh) dx

=

∫

Γ
~n · E(ρ− ρh)(ρ− vh) dsx +

∫

Ω
(ρh − ρ)E · ∇(ρ− vh) + (ρ+ ρh − divE)(ρ− ρh)(ρ− vh) dx

≤ |ρ− ρh|Γ|ρ− vh|Γ + ‖ρ− ρh‖L2(Ω)‖E · ∇
(

ρ− vh
)

‖L2(Ω)

+ ‖ρ− ρh‖L2(Ω)‖ (ρ+ ρh − divE)
︸ ︷︷ ︸

≤2σu−σA

(ρ− vh)‖L2(Ω). (7.28)

With the Cauchy-Schwarz inequality, we have with the method of [46, Theorem 1.1]

|ρ− ρh|Γ |ρ− vh|Γ =

√

1

2
|ρ− ρh|Γ

√
2|ρ− vh|Γ

≤ 1

4
|ρ− ρh|2Γ + |ρ− vh|2Γ

‖ρ− ρh‖L2(Ω) ‖E · ∇
(

ρ− vh
)

‖L2(Ω) =

√
σA
8
‖ρ− ρh‖L2(Ω)

√
8

σA
‖E · ∇

(

ρ− vh
)

‖L2(Ω)

≤ σA
16

‖ρ− ρh‖2L2(Ω) +
4

σA
‖E · ∇

(

ρ− vh
)

‖2L2(Ω)

(2σu − σA)‖ρ− ρh‖‖ρ− vh‖L2(Ω) =

√
σA
8
‖ρ− ρh‖L2(Ω)

√
8

σA
(2σu − σA)‖ρ− vh‖L2(Ω)

≤ σA
16

‖ρ− ρh‖2L2(Ω) +
8

σA
(2σu − σA)

2‖ρ− vh‖2L2(Ω).

195



Hence, it follows for (7.28)

〈Aρ−Aρh, ρ− vh〉 ≤ 1

4
|ρ− ρh|2Γ +

σA
8
‖ρ− ρh‖2L2(Ω)

+ |ρ− vh|2Γ +
4

σA
‖E · ∇

(

ρ− vh
)

‖2L2(Ω) +
8(2σu − σA)

2

σA
‖ρ− vh‖2L2(Ω)

=
1

4
|||ρ− ρh|||2G + |ρ− vh|Γ +

4

σA
‖E∇(ρ− vh)‖2L2(Ω) +

8(2σu − σA)
2

σA
‖ρ− vh‖2L2(Ω). (7.29)

Substituting (7.27) and (7.29) into (7.25), we have finally

1

4
|||ρ− ρh|||2G ≤ c1‖v − ρh‖H1 + c1‖vh − ρ‖H1(Ω) + |ρ− vh|2Γ

+
4

σA
‖E · ∇

(

ρ− vh
)

‖2L2(Ω) +
8

σA
(2σu − σA)

2‖ρ− vh‖2L2(Ω).

By renaming the constants follows the next Corollary.

Corollary 7.15. Let ρ ∈ VA be the solution to (Tr 7.2) and ρh ∈ V h
A be the Galerkin solution.

Then holds for all v ∈ VA and vh ∈ V h
A

|||ρ− ρh|||2G ≤ c3(‖v − ρh‖H1(Ω) + ‖vh − ρ‖H1(Ω)) + c4‖vh − ρ‖2H1(Ω)

with c3 := 4c(Ω)
(
sup |E|σp + σ2

u

)
and c4 := 4cb supΩ {|E|} + 16

σA
supΩ {|E|} + 32

σA
(2σu − σA)

2

where σp, σu and σA are defined in the set VA.

Proof. We bound the terms in Lemma 7.14. Let us first reduce

‖E · ∇(ρ− vh)‖2L2(Ω) ≤ sup
Ω

{|E|} ‖∇ρ−∇vh‖2L2(Ω).

By the trace theorem [13, Theorem 3.1], it holds for the boundary norm

|ρ− vh|2Γ ≤ sup {|n · E|} ‖ρ− vh‖2L2(Γ)

≤ cb sup {E|} ‖ρ− vh‖2H1(Ω).

The assertion follows with Lemma 7.14 and choosing

c3 := 4c(Ω)
(
sup |E|σp + σ2

u

)

and

c4 := 4c sup
Ω

|E|+ 16

σA
sup
Ω

{|E|}+ 32

σA
(2σu − σA)

2

with c being a constant and σu, σA and σp defined in the space VA.

In the next Lemma, we will obtain an error estimate for (Tr 7.2) and prove the convergence of

the discrete solution to ρ. Here it will become decisive to have a ”good” approximation V h
A to

VA such that we will finally clarify the meaning.
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Theorem 7.16. Let ρ ∈ H2(Ω) be the solution to (Tr 7.2). For the Galerkin solution ρh ∈ V h
A

holds

|||ρ− ρh|||2G ≤ max {c3, c4} c(Ω)h(‖ρ‖H2(Ω) + h‖ρ‖2H2(Ω))

with c3 and c4 defined in Corollary 7.15.

Proof. Corollary 7.15 yields

|||ρ− ρh|||2G ≤ c3(‖v − ρh‖H1(Ω) + ‖vh − ρ‖H1(Ω)) + c4‖vh − ρ‖2H1(Ω) (7.30)

for all v ∈ VA and vh ∈ V h
A .

We begin by estimating the term ‖v − ρh‖H1 . Due to Lemma 7.13 holds V h
A ⊂ VA. Since

(7.30) is valid for all v ∈ VA and ρh ∈ V h
A , we may choose a particular v ∈ VA. We choose

v = ρh ∈ V h
A ⊂ VA. The term reduces to

‖v − ρh‖H1 = ‖ρh − ρh‖H1 = 0.

It remains to bound ‖ρ− vh‖H1(Ω). By [13, Theorem 6.7, p.82] holds

‖ρ− vh‖2H1(Ω) ≤ c(Ω)h2‖ρ‖2H2(Ω).

It results for (7.30)

|||ρ− ρh|||2G ≤ c3c(Ω)h‖ρ‖H2(Ω) + c4c(Ω)h
2‖ρ‖2H2(Ω)

≤ max {c3, c4} c(Ω)h(‖ρ‖H2(Ω) + h‖ρ‖2H2(Ω)).

We thus obtained an error estimate for the discrete solution ρh. For h → 0 follows that ρh

converges to ρ.

7.4.4 Connection between (Tr 6.3) and (Tr 7.2)

In the previous section, we investigated the variational inequality (Tr 7.2) associated to the

nonlinear transport problem and proved that a continuous solution exists in the set VA. Further,

we have shown that the discrete solution ρh converges to the continuous solution ρ. Recall that

T was the solution operator of the transport equation defined in Theorem 6.39. To distinguish

the two problem settings, let TA be the solution operator for (Tr 7.2) given by

TAE = ρ ∈ VA. (7.31)

It is immediately clear that the two solutions TAE and TE are not elements of the same space

and thus do not need necessarily to be the same. While TE is the classical solution to (Tr

6.3), TAE is the solution to the variational inequality and is thus included in the Sobolev space
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H1(Ω). Moreover, (Tr 7.2) restricts the solution TAE by incorporating pointwise bounds for

TAE and ∇TAE into the ansatz space VA. The goal is to choose the constants σA, σp and σu
such that the classical solution TE ∈ VA. As we have proved existence and uniqueness of both

solutions TE to (Tr 7.2) and TAE to (CP 6.1), we could then conclude that TAE ≡ TE and the

problems (CP 6.1) and (Tr 7.2) would be equivalent. Furthermore, we obtain that the discrete

solution ρh of section 7.4.2 also converges to TE and arrive at the main purpose of this section:

We have found a way to discretize the nonlinear transport problem (CP 6.1).

Let us start to examine the constants σA, σp and σu. With the notations of Chapter 6 and

Theorem 6.39, the solution operator T is given by

TE(x) = ρ̂(Φ−1(E, x)) :=
ρA

1 + sρA

∣
∣
∣
(s,t)=Φ−1(E,x)

(7.32)

with ρA > 0 constant. Recall the set W (M, δ1, δ2, δ3) defined in Chapter 6 by

W (M, δ1, δ2, δ3) =
{
E = E0 + E1 ∈ C1,α(Ω) : E0, E1 ∈ C1,α(Ω), E = −∇u gradient field,

u|Γ− = uA1 , u|Γ+ = uA2 , ‖E‖1,α;Ω ≤ M, inf
x∈Ω̄

|E(x)|∞ ≥ δ1,

‖E1‖0,Q ≤ δ3, ~n · E ≤ δ2 < 0 on Γ−, ~n · E > 0 on Γ+} .

To show the equivalence of the solutions TE and TAE, we need to restrict the setW (M, δ1, δ2, δ3)

further. Define

W (M, δ1, δ2, δ3, σA) =
{
E = E0 + E1 ∈ C1,α(Ω) : E0, E1 ∈ C1,α(Ω), E = −∇u gradient field,

u|Γ− = uA1 , u|Γ+ = uA2 , ‖E‖1,α;Ω ≤ M, inf
x∈Ω̄

|E(x)|∞ ≥ δ1,

‖E1‖0,Q ≤ δ3, ~n · E ≤ δ2 < 0 on Γ−, ~n · E > 0 on Γ+,
1

2
divE(x) ≤ σA

}

.

Given E ∈ W (M, δ1, δ2, δ3, σA) and ρA sufficiently small, we are able to prove that TE ∈ VA.

Theorem 7.17. Let Ω be a C2,α domain and E ∈ W (M, δ1, δ2, δ3, σA). Choose σA := ρA
2 ,

σu := ρA and

σp := ρ2A
2

δ2
exp

(

cl ‖divE‖0,Ω
)

(‖E‖0,Ω + exp (cl‖∇E‖0,Ω)) .

with cl defined in Theorem 6.27. Moreover, let ρA ≤ 1
cl
. Then holds TE ∈ VA.

Proof. Let (s, t) = ~Φ−1(x) = (Φ−1
1 (x),Φ−1

2 (x)). Then TE is bounded pointwise for every x ∈ Ω

by

|TE(x)| ≤ sup
x∈Ω

∣
∣
∣
∣

ρA

1 + Φ−1
1 (E, x)ρA

∣
∣
∣
∣
≤ ρA

∥
∥
∥
∥

1

1 + Φ−1
1 (E)ρA

∥
∥
∥
∥
0,Ω

︸ ︷︷ ︸

≤1

≤ ρA. (7.33)
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Second, we bound TE pointwise from below. By Theorem 6.27 and ρA ≤ 1
cl

holds for every

x ∈ Ω

|TE(x)| ≥ inf
x∈Ω

∣
∣
∣
∣

ρA

1 + Φ−1
1 (E, x)ρA

∣
∣
∣
∣

≥ ρA

supx∈Ω |1 + Φ−1
1 (E, x)ρA|

≥ ρA
1 + clρA

≥ ρA
2
. (7.34)

It is left to prove a pointwise estimate for the gradient. Since ρA is constant, it follows that

ρ′A = 0. By Lemma 6.41 and Lemma 6.31, we have

|∇TE(x)|∞ =
∣
∣∇(s,t)ρ̂(Φ

−1(x))∇Φ−1(x)
∣
∣
∞

≤
∥
∥∇(s,t)ρ̂(Φ

−1)
∥
∥
0,Ω

∣
∣∇xΦ

−1(x)
∣
∣
∞

≤ max
{
‖ρA‖20,Ω, ‖ρ′A‖0,Q

} 2

δ2
exp

(

cl ‖divE‖0,Ω
)

max {‖∂tΦ‖0,Q , ‖∂sΦ‖0,Q}

≤ ρ2A
2

δ2
exp

(

cl ‖divE‖0,Ω
)

max {‖∂tΦ‖0,Q , ‖∂sΦ‖0,Q} (7.35)

∇Φ is bounded by Lemma 6.29

‖∇Φ‖0,Q ≤ ‖E‖0,Ω + exp (cl‖∇E‖0,Ω) .

It follows for (7.35)

|∇TE(x)|∞ ≤ 2ρ2A
δ2

exp
(

cl ‖divE‖0,Ω
)

(‖E‖0,Ω + exp (cl‖∇E‖0,Ω)) . (7.36)

Choose the constants in the space VA by σu := ρA, σA := 1
2ρA and

σp := ρA
2

δ2
exp

(

cl ‖divE‖0,Ω
)

(‖E‖0,Ω + exp (cl‖∇E‖0,Ω)) .

Then the classical solution TE ∈ VA.

Next, we prove that TE and TAE are equal.

Lemma 7.18. Let Ω be a C2,α domain and E ∈ W (M, δ1, δ2, δ3, σρ). Let the constants σA, σu
and σp of the space VA be chosen as in Theorem 7.17. Then holds that TE ≡ TAE.

Proof. Since E ∈ W (M, δ1, δ2, δ3, σρ) and by Theorem 6.39, TE ∈ C1,α(Ω) is the unique solution

to (Tr 6.3). Due to Theorem 7.12, there exists a unique solution TAE ∈ VA. With the choice of

the constants in Theorem 7.17, it holds that TE ∈ VA. Since we have proved uniqueness of the

solution in both cases, it holds that TE ≡ TAE.
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Last, we show that the discrete solution T h
A converges to the classical solution TE for h → 0.

Lemma 7.19. Let TE ∈ C1,α(Ω̄) the solution of (CP 6.1). Let further TAE ∈ H2(Ω) be the

exact solution and T h
AE ∈ V h

A the Galerkin solution of (Tr 7.2) in section 7.4.2. Then yields

|||TE − T h
AE|||2G ≤ max {c3, c4} c(Ω)h(‖TAE‖H2(Ω) + h‖TAE‖2H2(Ω)) (7.37)

with c3 and c4 defined in Corollary 7.15.

Proof. Since TE ∈ C1,α(Ω̄) as classical solution of (CP 6.1), it is also element of L2(Ω) and

L2(Γ). By Theorem 7.16 follows

|||TE − T h
AE|||2G = |||TE − TAE + TAE − T h

AE|||2G
≤ |||TE − TAE|||2G + |||TAE − T h

AE|||2G
≤ 0 + |||TAE − T h

AE|||2G
≤ max {c3, c4} c(Ω)h(‖TAE‖H2(Ω) + h‖TAE‖2H2(Ω))

Remark 7.20. To prove that TE ≡ TAE, we had to add an additional restriction into the space

W (M, δ1, δ2, δ3) by 1
2 divE ≤ σA. Since all our results should be considered in the framework

of the coupled problem, the question is whether the existence result in Chapter 6 is still valid

for the new space W (M, δ1, δ2, δ3, σA). The contraction property of the composition L ◦ T holds

unchanged, as it depends only on the choice of ρA and restrictions on E that are still available in

W (M, δ1, δ2, δ3, σA). We thus only need to verify that L◦T is a selfmap on W (M, δ1, δ2, δ3, σA).

First of all, we show that 1
2 divE ≤ σA is a sensible restriction in case of the coupled problem.

For the solution (u, ρ) to (CP 6.1) holds ρ = divE. Then follows by (7.33) and (7.34) and since
1
2ρA = σA for all x ∈ Ω

ρA ≥ ρ(x) ≥ 1

2
ρA = σA ≥ 1

2
divE(x) =

1

2
ρ(x). (7.38)

The assumptions are thus not contradictory for the solution (u, ρ). We will now show that L ◦T
is a selfmap on W (M, δ1, δ2, δ3, σA). Since Lρ = −∇u and u being the solution of the Poisson

equation, it follows

div(L ◦ TEn−1) = TEn−1.

Hence, by (7.33)

div(L ◦ TEn−1) ≤ ρA

and

1

2
div(L ◦ TEn−1) ≤ 1

2
ρA = σA.

Conclusively, a classical solution also exists to (CP 6.1) in W (M, δ1, δ2, δ3, σA). The discretiza-

tion method introduced in the previous section is therefore applicable to discretize the nonlinear

transport problem in (CP 6.1).
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7.5 The Staggered Algorithm

In the previous sections, we obtained approximation results for the Poisson equation as well as

linear and nonlinear transport equation. In this section, we introduce the staggered algorithm

which is an algorithm used to solve the discrete coupled problem. This section should be under-

stood as an outline for future work and we do not claim completeness.

The staggered algorithm is an iterative method to solve the coupled problem, initially applied

by [1, 59]. The underlying idea is simple: Starting off by initializing a first vector field E, e.g. by

solving the Laplace equation, the transport and Poisson equations are solved alternating until

convergence is obtained. Recall that in Chapter 6 we used the solution operator L of the Poisson

equation and the solution operator T of the transport equation. The composition L◦T is a self-

map and contraction on the set W (M, δ1, δ2, δ3). Conclusively, Banach’s fixed point iterations

are the staggered algorithm.

 

 

u

 

 

Solve Poisson equation :

i

Initialization:  Solve Laplace equation
u = ∆ 0 ρ  = 00 −

     

u0

Solve transport equation:

+ ρi
2 = 0
ρ = ρ on ΓA

in 

in Ω
on Γ

−∆ ρ
u  = u

Convergence
yes

Exit
no

u  = u0 A Γon 
in 

u  =i

ρ
i

E    = −grad ui−1

i−1

i−1

E    grad iρ

Ω

Ω

i

A

Figure 7.1: Staggered Algorithm
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In this section only, we will apply the transport solution operator to the Poisson solution u, i.e.

Tu = ρ (7.39)

Lρ = u. (7.40)

For a a finite element implementation, we have to discretize the coupled problem. Let therefore

Lh be the solution operator of the discrete Poisson equation and T h the solution operator of the

discrete transport equation. i.e.

T huh = ρh (7.41)

Lhρh = uh. (7.42)

In this chapter, we will again conduct our analysis in Sobolev spaces. Based on the results of

Chapter 6 and due to numerical evidence, we assume that analogous results of Chapter 6 hold

in Sobolev spaces. The error estimate of the Banach fixed point iterations together with ap-

proximation and stability estimates of the Poisson and transport problem lead to an immediate

error bound of the discrete staggered algorithm. We thus eventually clarify the advantage of

using the fixed point approach of Chapter 6 in comparison of applying a compactness argument

similar to Chapter 4 or as it is done in [5, 56].

Let us define the following sequences

un = L ◦ Tun−1,

uhn = Lh ◦ T huhn−1,

ũhn = L ◦ Tuhn.

To prove that the staggered algorithm converges, we want to obtain a bound of the kind

‖u− uhn‖H1(Ω) = ‖L ◦ Tu− Lh ◦ T huhn‖H1(Ω) ≤ cn1 |u|H2(Ω) + c2h|u|H2(Ω)

with c1 < 1. We now make the following assumptions:

(1) L ◦ T is a contraction: Let L ◦ T be a contraction on H1(Ω) , that is for u1, u2 ∈ H1(Ω)

holds

‖L ◦ Tu1 − L ◦ Tu2‖H1(Ω) ≤ K‖u1 − u2‖H1(Ω) (7.43)

with K < 1.

Furthermore, use a discretization method such that the following two assumptions are fulfilled.

(2) Error estimate: Let Tuh ∈ H1(Ω) and 0 < β ≤ 1. For uh ∈ V h holds

‖Tuh − Thu
h‖L2(Ω) ≤ cTEh

β‖Tuh‖H1(Ω). (7.44)

for a constant cTE independent of h and Tuh.

(3) Boundedness: Let uh0 be the solution of the discrete Poisson equation.

For uhn = Lh ◦ T huhn−1 ∈ V p
h , n > 1, follows

‖Tuhn‖H1(Ω) ≤ cT (7.45)
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for a constant cT independent of h.

Remark 7.21. One possible discretization technique that might fulfil condition (2) is the dicon-

tinuous Galerkin method. In case of the linear transport equation, we have the following error

estimate [45, p. 194].

‖ρ− ρh‖L2 ≤ Ch
1
2 ‖ρ‖H1(Ω).

Since Tuhn is bounded by the inflow boundary data, we know that ‖Tuhn‖L2(Ω) ≤ ρA. Numerical

experiments backed up assumption (2) where we clearly obtained that ‖Tuhn‖H1(Ω) is bounded by

a constant for all h = 1
2i

with i = 0, .., 8 and n until convergence is obtained.

The contraction property of the operator L◦T is the crucial point in the following argumentation.

Let now u be the exact Poisson solution of the coupled problem. Then holds u = L ◦ Tu. We

begin with the first step to prove the convergence of the discrete staggered algorithm.

‖u− uhn‖H1(Ω) = ‖u− un + un − uhn‖H1(Ω)

≤ ‖u− un‖H1(Ω) + ‖un − uhn‖H1(Ω). (7.46)

By (7.43), the first term of (7.46) is bounded by

‖u− un‖H1(Ω) = ‖L ◦ Tu− L ◦ Tun−1‖H1(Ω) ≤ K‖u− un−1‖H1(Ω).

With the error estimate of the Banach fixed point iterations, we obtain

‖u1 − un‖H1(Ω) ≤
Kn

1−K
‖u− u0‖H1(Ω).

In the second term of (7.46), un and uhn are not immediately comparable since neither stability

nor approximation results are applicable. We perturb the difference by adding the auxiliary

function ±ũhn. The new occurring combinations of terms can be estimated.

‖un − uhn‖H1(Ω) = ‖un − ũhn + ũhn − uhn‖H1(Ω)

≤ ‖un − ũhn‖H1(Ω) + ‖ũhn − uhn‖H1(Ω)

= ‖L ◦ Tun−1 − L ◦ Tuhn−1‖H1(Ω) + ‖L ◦ Tuhn−1 − Lh ◦ Thu
h
n−1‖H1(Ω). (7.47)

The first term of (7.47) is bounded by the contraction property (7.43)

‖L ◦ Tun−1 − L ◦ Tuhn−1‖H1(Ω) ≤ K‖un−1 − uhn−1‖H1(Ω) (7.48)

with K < 1.

We proceed to the second term of (7.47). Adding ±Lh ◦Tuhn−1 and the triangle inequality gives

‖L ◦ Tuhn−1 − Lh ◦ Thu
h
n−1‖H1(Ω)

= ‖L ◦ Tuhn−1 − Lh ◦ Tuhn−1 + Lh ◦ Tuhn−1 − Lh ◦ Thu
h
n−1‖H1(Ω)

≤ ‖L ◦ Tuhn−1 − Lh ◦ Tuhn−1‖H1(Ω) + ‖Lh ◦ Tuhn−1 − Lh ◦ Thu
h
n−1‖H1(Ω). (7.49)
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The first term of (7.49) is bounded with the error estimate (7.13) of the Poisson equation

‖L ◦ Tuhn−1 − Lh ◦ Tuhn−1‖H1(Ω) ≤ cLEh‖L ◦ Tuhn−1‖H2(Ω).

With the stability estimate (7.14) follows

‖L ◦ Tuhn−1‖H2(Ω) ≤
1

α
‖Tuhn−1‖L2(Ω). (7.50)

For the second term of (7.49), we use the continuity of Lh with continuity constant cLh
and

(7.44) and get

‖Lh ◦ Tuhn−1 − Lh ◦ Thu
h
n−1‖H1(Ω) ≤ cLh

‖Tuhn−1 − Thu
h
n−1‖L2(Ω)

≤ cTEcLh
hβ‖Tuhn−1‖H1(Ω). (7.51)

We get for (7.47) with (7.48), (7.50), (7.51) and (7.45)

‖un − uhn‖H1(Ω) ≤ K‖un−1 − uhn−1‖H1(Ω) +
cLE
α
h‖Tuhn−1‖L2 + cTEcLh

hβ‖Tuhn−1‖H1(Ω)

≤ K‖un−1 − uhn−1‖H1(Ω) + (
cLE
α

+ cTEcLh
)hβcT

=: K‖un−1 − uhn−1‖H1(Ω) + δhβ .

The first term comes from the contraction property of L ◦ T with a constant K < 1. Further,

we have a second term δh. Thus with successive iterations, the first term will become smaller.

By reducing the mesh size, the second term will diminish. Let us denote ǫn := ‖un − uhn‖H1(Ω).

Then we have

ǫn ≤ Kǫn−1 + δhβ .

Then we have for ǫ0 with the knowledge that u0 is the solution of the Laplace equation

ǫ0 = ‖u0 − uh0‖H1(Ω) ≤ h‖u0‖H2(Ω).

Let us now write down the first iterations

ǫ1 ≤ Kǫ0 + δhβ

ǫ2 ≤ Kǫ1 + δhβ = K2ǫ0 +Kδhβ + δhβ.

We obtain

ǫn ≤ ǫ0K
n + δ hβ

n∑

i=0

Ki.

For n → ∞, we obtain

ǫn
n→∞−−−→ ǫ∞ := δ hβ

∞∑

i=0

Ki =
δ hβ

1−K
.
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It follows that

‖un − uhn‖H1(Ω) ≤ ǫ∞ ≤ δhβ

1−K

with δ = (
cLE
α + cTEcLh

)cTL being independent of h.

We can now formulate an approximation result for the staggered algorithm.

Theorem 7.22. With the assumptions (1)-(3), the staggered algorithm converges to the contin-

uous solution u ∈ H2(Ω). The error estimates is given by

‖u− Lh ◦ T huhn‖H2(Ω) ≤
Kn

1−K
‖u1 − u0‖H1(Ω) +

δ

1−K
hβ

with δ = (
cLE
α + cTEcLh

)cTL.

7.6 Remarks about the Chapter

In this chapter, we presented discretization methods for the Poisson and transport problem. The

main intention was to develop a discretization technique for the nonlinear transport equation.

Therefore, we formulated (Tr 6.3) as variational inequality. By the theory of monotone opera-

tors, we proved the unique existence of a continuous solution in a set VA. Further, we developed

an error estimate for the Galerkin solution to the corresponding discrete variational problem and

thus proved that the discrete solution converges. By restricting the set W (M, δ1, δ2, δ3) used in

Chapter 6, we were able to show the equivalence of the classical solution of (Tr 6.3) and the one

of the variational inequality (Tr 7.2). Eventually, we presented that the discretization method

for (Tr 7.2) is feasible to discretize the nonlinear transport problem of (Tr 6.3).

The second intention in this Chapter was to underline the usage of the Banach fixed point

iterations to prove existence and uniqueness of a solution to (CP 6.1). Regarding numerical

results, it is of great interest if the discrete staggered algorithm converges to the exact solution.

On the basis of the results of Chapter 6, we assumed that the staggered algorithm is also a

contraction in the Sobolev space H1(Ω). Beside the contraction property, we had to assume

stability and error results for the continuous transport solution operator applied to a discrete

coefficient function uh that we have not studied so far. These open problems give an immedi-

ate suggestion for future works. In fact, we were able to prove the convergence of the discrete

staggered algorithm which followed immediately of the contraction property of the continuous

operator L ◦ T and error and stability estimates.

In comparison to the compactness arguments presented in Chapter 4, the approach of Chapter

6 proved advantageous if one aims for discretization results.

In the next Chapter, we will conduct numerical experiments for the time independent steady

state case. We will investigate the radial symmetric coupled problem of Chapter 5. It is shown

numerically that the staggered algorithm quickly converges. The numbers of iterations that
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are needed numerically to obtain a given accuracy are even below the theoretical number given

by the a priori estimate (5.34) for the Banach fixed point iterations. We see herein another

confirmation that the assumptions (1)-(3) are likely to be proved.
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Chapter 8

Numerical Experiments

In this chapter, we will underline the theoretical results of the Chapters 5 to 7 by numerical ex-

periments. All experiments are performed using the research codeMaiProgs [54, 4, 53]. MaiProgs

is a Fortran based programme package that has been initially developed by M. Maischak. Dur-

ing this PhD research, the routines have been extended by the finite element implementation

of the transport equation on curved quadrilateral elements. Furthermore, we implemented dif-

ferent algorithms to solve the coupled problem. Considering the continuous coupled problem,

the formulations using the nonlinear or linear transport equation are equivalent. In terms of the

discretization, it becomes important to distinguish between the formulations. In this chapter,

we introduce four algorithms and investigate their convergence behaviour. Next to the staggered

algorithm that is used if both the Poisson and transport equations are linear, we will use New-

ton’s method to deal with the nonlinearity of the problem. Here, we compare three different

approaches

1. The coupled problem is solved in an outer loop by the staggered algorithm. The nonlinear

transport equation is solved in an inner loop with Newton’s iteration scheme.

2. The coupled problem is solved by Newton’s iteration scheme in an outer loop. The lin-

earized problem is solved by the staggered algorithm in each Newton iteration in an inner

loop.

3. The coupled problem is solved by Newton’s iteration scheme. The linearized problem is

solved as a block-matrix system.

In section 8.1, we will define the algorithms accurately. Let in the following V P , V P
0 and V T ,

V T
0 denote the spaces defined in sections 7.2 and 7.3. The continuous variational formulation of

the coupled problem with the linear transport equation is given by
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Find (u, ρ) ∈ V P × V T , such that
∫

Ω
∇u∇v dx =

∫

Ω
ρv dx v ∈ V P

0 (8.1)

∫

Ω
div(∇uρ)w dx = 0 w ∈ V T

0 . (8.2)

For the nonlinear transport equation, we replace (8.2) by
∫

Ω
−ρ2w +∇u · ∇ρw dx = 0 w ∈ V T

0 . (8.3)

8.1 Description of the Used Algorithms

We will introduce four algorithms to solve the discrete coupled problem. The first method is the

staggered algorithm which we use to discretize (8.1)-(8.2).

8.1.1 The Staggered Algorithm

We will briefly describe the iteration scheme given by the staggered algorithm. The discrete

variational problem reads:

Find (uh, ρh) ∈ V P,h × V T,h such that
∫

Ω
∇uh∇v dx =

∫

Ω
ρhv dx ∀v ∈ V P,h

0 (8.4)

∫

Ω
div(∇uhρh)w dx = 0 ∀w ∈ V T,h

0 . (8.5)

The staggered algorithm is then given by

Algorithm 1 Staggered algorithm

Input: Initial guess ρh0 := 0, accuracy ǫ

Output: Approximation of solution (u, ρ) to (CP 6.1)

Initialize u0: Solve (8.4) with ρh := ρh0
n := 0

while ‖uhn − uhn−1‖V P + ‖ρhn − ρhn−1‖V T ≥ ǫ do

Solve (8.5) with uh := uhn and obtain ρhn+1

Solve (8.4) with ρh := ρhn+1 and obtain uhn+1

n := n+ 1

end while

If we want to use the staggered algorithm to solve (8.1)-(8.3), we have to deal with the nonlinear

transport equation. Furthermore, the coupled problem itself is nonlinear. A commonly used

method for linearizing nonlinear problems is Newton’s iteration scheme. Let therefore U and V

be two Banach spaces and F : U → V a nonlinear operator. We then search for the solution u

of F (u) = 0. We will need the Gateaux derivative of F .
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Definition 8.1. [6, Definition 4.3.2] The operator F is Gateaux differentiable at u0 if and only

if there exists A ∈ L(V,W ) such that

lim
ǫ→0

F (u0 + ǫδ)− F (u0)

ǫ
= Aδ, ∀δ ∈ V.

We denote DF (u0, δ) := Aδ.

Newton’s method reads as follows: For an initial guess u0 ∈ U , compute for n = 0, 1, ..

DF (un; δ) = −F (un) (8.6)

with respect to δ and update un+1 = un + δ. It is expressed in the following algorithm:

Algorithm 2 Newton’s iteration method for Banach spaces [6, Section 4.4.1]

Input: Initial guess u0 ∈ U , accuracy ǫ

Output: Approximation of u ∈ U such that F (u) = 0

k := 0

while ‖δ‖V ≥ ǫ do

Solve DF (uk, δ) = −F (uk) for δ

Update uk+1 := uk + δ

k:=k+1

end while

8.1.2 Linearization of Nonlinear Transport Equation

As first possibility, we use the staggered algorithm and solve the nonlinear transport equation

by Newton’s method. The operator F according to the nonlinear variational transport problem

(8.3) is given by

F (ρ, w) =

∫

Ω
ρ2w + E · ∇ρw dx.

We want to solve F (ρ, w) = 0. The Gateaux derivative with respect to ρ is given by

DF (ρ; δρ, w) = lim
ǫ→0

∫

Ω(ρ+ ǫδρ)
2w + E · ∇(ρ+ ǫδρ)w − ρ2w + E · ∇ρ w dx

ǫ

= lim
ǫ→0

∫

Ω ρ2w + 2ǫρδρw + ǫ2δ2ρw + E · ∇ρw + E · ∇ǫδρw − ρ2w + E · ∇ρw dx

ǫ

=

∫

2ρδρw + E · ∇δρw dx. (8.7)

By (8.6) we have to solve the following discrete problem:

Find δhρ ∈ V T,h
0 , such that
∫

Ω
2ρhδhρw −∇uh · ∇δhρw dx = −

∫

Ω
ρ2hw −∇uh · ∇ρhw dx ∀w ∈ V T,h

0 . (8.8)

Applying Newton’s iteration scheme, we solve the previous equation iteratively with respect to

δhρ and obtain the solution ρh up to a given accuracy. For the coupled problem, we obtain the

algorithm
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Algorithm 3 Nonlinear Transport Equation

Input: Initial guess ρh0 = 0, accuracies ǫS and ǫN
Initialize u0: Solve (8.4) with ρh := ρh0
n := 0

while ‖ρhn − ρhn−1‖V P + ‖uhn − uhn−1‖V T ≥ ǫS do

Solve (8.8) by Alg. 2 with uh := uhn, accuracy ǫN and obtain ρhn+1

Solve (8.4) for un+1 with ρh := ρhn+1

n:=n+1

end while

8.1.3 Linearization of the Coupled Problem by Newton’s Method

Another possibility is to linearize the overall coupled problem. The nonlinear operator F is

defined according to (8.1)-(8.3) by

F

([

u

ρ

]

,

[

v

w

])

=

( ∫

Ω∇u · ∇v − ρv dx
∫

Ω−ρ2w +∇u · ∇ρw dx

)

(8.9)

with v ∈ V P
0 and w ∈ V T

0 . We first compute the Gateaux derivative of F with respect to (u, ρ).

Let (δu, δρ) ∈ V P
0 × V T

0 . Then follows

lim
α→0

1

α

(∫

Ω
∇(u+ αδu) · ∇v − (ρ+ αδρ)v dx−

∫

Ω
∇u · ∇v − ρv dx

)

= lim
α→0

1

α

∫

Ω
α∇δu · ∇v − αδρv dx

=

∫

Ω
∇δu · ∇v − δρv dx

and

lim
α→0

1

α

(∫

Ω
−(ρ+ αδρ)

2w +∇(u+ αδu) · ∇(ρ+ αδρ)w −
∫

Ω
−ρ2w +∇u · ∇ρw dx

)

= lim
α→0

1

α

(∫

Ω
−(ρ2 + 2αρδρ + α2δ2ρ)w +∇u · ∇ρw + α∇δu · ∇ρw + α∇u · ∇δρw + α2∇δu · ∇δρw

−
∫

Ω
−ρ2w +∇u · ∇ρw dx

)

= lim
α→0

1

α

(∫

Ω
−2αρδρw − α2δ2ρw + α∇δu · ∇ρw + α∇u · ∇δρw + α2∇δu · ∇δρw dx

)

=

∫

Ω
−2ρδρw +∇δu · ∇ρw +∇u · ∇δρw dx.

We obtain the Gateaux derivative

DF ([u, ρ]; [δu, δρ], [v, w]) = lim
α→0

F ([u+ αδu, ρ+ αδρ], [v, w])− F ([u, ρ], [v, w])

α

=

( ∫

Ω∇δu · ∇v − δρv dx
∫

Ω−2ρδρw +∇δu · ∇ρw +∇u · ∇δρw dx

)

. (8.10)
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By (8.6) we have to solve the following discrete problem:

Find (δhu, δ
h
ρ ) ∈ V P,h

0 × V T,h
0 , such that

(∇δhu,∇v)− (δhρ , v) = −(∇uh,∇v) + (ρh, v) ∀v ∈ V P,h
0 (8.11)

(∇δhu · ∇ρh, w) + (∇uh · ∇δhρ , w)− 2(ρhδhρ , w) = (ρ2h −∇uh · ∇ρh, w) ∀w ∈ V T,h
0 . (8.12)

(8.11) -(8.12) is now a linear problem in (δhu, δ
h
ρ ) and can thus be solved by the staggered algo-

rithm. We obtain the following algorithm for the coupled problem

Algorithm 4 Newton iterations using staggered algorithm

Input: ρh0 := 0, accuracies ǫS , ǫN .

Output: Approximate solution to (u, ρ) of (CP 6.1)

Initialize uh0 : (8.4) with ρh := ρh0
Initialize (δhu, δ

h
ρ ): Solve (8.11) -(8.12) for (δhu, δ

h
ρ ) by Alg. 1 with accuracy ǫS

n := 0

while ‖δhu‖V P + ‖δhρ‖V T ≥ ǫN do

Solve (8.11) -(8.12) for (δhu, δ
h
ρ ) by Alg. 1 with accuracy ǫS .

Update the solution: (uhn+1, ρ
h
n+1) = (uhn + δhu, ρ

h
n + δhρ ).

n := n+ 1

end while

8.1.4 Newton’s Iteration Scheme Using a Block Matrix System

The last possibility uses the same linearization of the coupled problem as in the previous sec-

tion. In comparison to section 8.1.3, the linearized problem is regarded as a block matrix system.

Given (uh, ρh) ∈ V P,h × V T,h, we first describe the block matrix system for (8.11)-(8.12). Let

therefore be {Φi}ni=1 a basis for the space V P,h and {Ψi}mi=1 a basis for the space V T,h. We can

expand the finite element solutions as δhu =
∑n

i=1 α
u
i Φi and δhρ =

∑n
i=1 α

ρ
iΨi where αu

i and αρ
i

are unknown real numbers to be determined.

Given (uh, ρh) ∈ V P,h × V T,h, we thus obtain the discrete solution by solving the following

linear system for (~αu, ~αρ)
(

A B1

B2 C

)(

~αu

~αρ

)

=

(
~L1
(uh,ρh)

~L2
(uh,ρh)

)

(8.13)

with

Aki = (∇Φi,∇Φk),

(B1)kj = −(Ψj ,Φk),

(B2)ji = (∇Φi · ∇ρh,Ψj),

Cjl = (∇uh · ∇Ψl,Ψj)− 2(ρhΨl,Ψj),
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and the right-hand side vectors

(L1
(uh,ρh))i = −(∇uh,∇Φi) + (ρh,Φi),

(L2
(uh,ρh))j = (ρ2h −∇uh · ∇ρh,Ψj)

for i, k = 1, ..n and j, l = 1, ..m.

Algorithm 5 Newton iterations using block matrix

Input: ρh0 := 0, accuracy ǫ .

Output: Approximate solution of (u, ρ) to (CP 6.1)

Initialize uh0 : Solve (8.4) with ρh := ρh0
Initialize (δhu, δ

h
ρ ): Solve (8.13) with (uh, ρh) = (uh0 , ρ

h
0) w.r.t. (δ

h
u, δ

h
ρ ).

n := 0

while ‖δhu‖V P + ‖δhρ‖V T ≥ ǫ do

Solve (8.13) for (δhu, δ
h
ρ ) with (uh, ρh) = (uhn, ρ

h
n)

Update the solution: (uhn+1, ρ
h
n+1) = (uhn + δhu, ρ

h
n + δhρ ).

n := n+ 1

end while
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8.2 Example 1: Steady State Radially Symmetric Coupled Prob-

lem

The first example deals with the radially symmetric steady state problem of Chapter 5. Let Ω

be an annular domain with center of gravity in the origin, i.e.

Ω =
{
x ∈ R

2 : r0 ≤ ‖x‖2 ≤ r1, r0, r1 > 0
}
. (8.14)

Recall the radially symmetric problem

Problem (CP 5.1). Let I = [r0, r1] with r1 ≥ r0. Find (u, ρ) ∈ C2(I)× C0(I), such that

−1

r
∂r(ru

′(r)) = ρ(r) (8.15a)

u(r0) = uA1 (8.15b)

u(r1) = uA2 (8.15c)

1

r
∂r(r∂ru(r)ρ(r)) = 0 (8.15d)

ρ(r0) = ρA (8.15e)

with uA1 > uA2 > 0 and ρA > 0 constants.

8.2.1 Derivation of the Solution in Closed Form

In the radially symmetric case, we are able to determine a solution in closed form. We get by

integration of the transport equation (8.15d)

ru′(r)ρ(r) = C.

With the boundary condition (8.15e) follows for the constant

C = r0u
′(r0)ρ(r0) = r0ρAu

′(r0).

While r0 > 0 and ρA > 0 are known a priori, the value for the derivative u′(r0) is unknown.

However, we can determine its sign and thus the sign of C. By the definition of the inflow

boundary and the outward normal vector ~n(r0) = −er(r0), we obtain

0 > ~n(r0) · E(r0) = er(r0) · er(r0)u′(r0) = u′(r0).

Conclusively, C < 0. Assume that u′(r) 6= 0 for all r ∈ [r0, r1]. We obtain for ρ(r)

ρ(r) =
C

ru′(r)
. (8.16)

Next we focus on the Poisson equation (8.15a). Substituting (8.16) into (8.15a), we get

−∂r(ru
′(r)) =

C

u′(r)
. (8.17)
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Multiplying (8.17) by ru′(r), we have

ru′(r)∂r(ru
′(r)) =

1

2
∂r(ru

′(r))2 = −Cr. (8.18)

By integration of the previous equation follows

1

2
r2u′(r)2 = −1

2
Cr2 +D.

Set r = r0. We obtain

D =
1

2

(
r20u

′(r0)
2 + Cr20

)
=

C

2

(

r20 +
C

ρ2A

)

.

We can now determine u′(r) by

u′(r) = ±1

r

√

−r2C + 2D

= ±
√
−C

r

√

r2 − 2D

C
.

We assumed that u′(r) 6= 0 for all r ∈ [r0, r1]. Since u′(r0) < 0, it follows that u′(r) < 0 for all

r ∈ [r0, r1]. Thus u
′(r) is given by

u′(r) = −
√
−C

r

√

r2 − 2D

C
. (8.19)

In fact, this representation for u′(r) is valid without any further restrictions on the constants C

and D, since

r2 − 2D

C
= r2 − r20 −

r0u
′(r0)

ρA
> 0

for every r0, r1 > 0 and ρA > 0.

We obtain the final representations of ρ(r) by substituting (8.19) into (8.16)

ρ(r) = −
√
−C

√

r2 − 2D
C

. (8.20)

To obtain u(r), we integrate (8.19). We have to distinguish two cases.

Case 1: 2D
C ≤ 0

Set a2 = −2D
C . Integrating u′(r) by [14, p. 1086, No.189] gives

u(r) = −
√
−C

(
√

r2 + a2 − a log
a+

√
r2 + a2

r

)

+B. (8.21)

Using the boundary conditions (8.15b)-(8.15c) we eliminate the constant B

uA1 − uA2 = −
√
−C

(
√

r20 + a2 − a log
a+

√

r20 + a2

r0

)

+
√
−C

(
√

r21 + a2 − a log
a+

√

r21 + a2

r1

)

.
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In the following experiments, C is determined numerically by the bisection method with an

accuracy of ǫ = 10−12 for given boundary data ρA, uA1 and uA2 ,.

Case 2: 2D
C > 0

Set a2 = 2D
C . Integrating u′(r) by [14, p. 1087, No.217] gives

u(r) = −
√
−C

(√

r2 − a2 − a arccos
a

r

)

+B (8.22)

Using now the boundary conditions (8.15b)-(8.15c) we eliminate the constant B

uA1 − uA2 = −
√
−C

(√

r20 − a2 − a arccos
a

r0

)

+
√
−C

(√

r21 − a2 − a arccos
a

r1

)

.

Again, in the numerical experiments, we determine C numerically by the bisection method with

an accuracy of ǫ = 10−12 for given boundary data ρA, uA1 and uA2 .

We will now present the numerical results. The parameters of (CP 5.1) are chosen as

r0 = 1, r1 = 2, uA1 = 4, uA2 = 1.

We use two criteria to investigate the approximation properties of (CP 5.1). Using a fixed inflow

boundary condition ρA = 0.5, we investigate the convergence of the coupled problem with the

linear or nonlinear transport equation by comparing the convergence of the Algorithms 1, 3 -

5. In a second approach, we use the formulation of the nonlinear transport equation and the

Algorithm 3. We investigate whether changing inflow boundary data affects the convergence of

the algorithm.

Although the radially symmetric problem is one-dimensional, the computations are done on

a partition of the two-dimensional domain Ω. The computations for the Poisson equation are

done on a quadrilateral mesh. The space V P,h uses quadratic basis functions. The linear system

is solved by the CG algorithm with an accuracy of ǫ = 10−12. Ω is not a convex domain, thus

while computing the right hand side or the error, evaluation points are found in Ω−. We use

the following approximation: Whenever r =
√

x21 + x22 ≤ r0, the evaluation is moved onto the

boundary, i.e. if r ≤ r0 then set r = r0.

The computations for the transport equation are done on a curved quadrilateral mesh, thus

the problem of having evaluation points outside of Ω is avoided. The space V T,h uses bilinear

basis functions. The linear system is solved using the GMRES algorithm with an accuracy of

ǫ = 10−12. Right hand sides and errors are computed in both cases using a 16× 16-point Gaus-

sian quadrature rule.

The block matrix system of Algorithm 5 is solved by the CGNE solver. Whenever the stag-

gered algorithm is used, the stopping criterion is given by
√

‖un − un−1‖2H1(Ω)
+ ‖ρn − ρn−1‖2L2(Ω)

≤ 10−8.
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Figure 8.1: Example 1: uh for ρA = 0.5

For the Newton schemes, we use the accuracy of 10−12. In the tables shown below, αu gives the

convergence rate for the staggered algorithm computed for u whereas αρ gives the convergence

rate for the staggered algorithm computed for ρ. The columns labeled Staggered Iterations and

Newton Iterations show the number of iterations that are needed for the respective algorithm

to converge. CPU Time states the computation time for the algorithm to obtain convergence.

The computation time for the errors ‖uh − u‖H1(Ω) or |||ρh − ρ|||G is not included.
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Figure 8.2: Example 1: Charge distribution ρh for ρA = 0.5
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8.2.2 Comparison of Algorithms

We compare Algorithms 1 and 3-5 that were introduced in section 8.1. The inflow boundary

data is chosen as ρA = 0.5. We obtain the constants

C = −2.025673, D = 7.193863, B = 1.577040.

The exact solution is found in section 8.2.1 in case 1.

Table 8.1: Ex 1: Algorithm 1 with ρA = 0.5

Poisson Transport Staggered CPU

DOF ‖u− uh‖H1 αu |||ρ− ρh|||G αρ Iterations Time

24 1.1002568 0.0043292 10 0.18

48 0.4931866 2.315 0.0080227 -1.78 10 0.30

416 0.1340417 1.207 0.0009267 1.999 9 0.34

1472 0.0494057 1.580 0.0003787 1.416 9 1.00

6144 0.0170219 1.491 0.0001155 1.662 8 2.80

25088 0.0059319 1.499 .2897E-04 1.966 8 11.81

103936 0.0020605 1.488 .5685E-05 2.291 8 52.23

412672 0.0007293 1.506 .1466E-05 1.966 8 268.35

1665024 0.0002567 1.497 .3613E-06 2.008 8 5474.38

The numerical results show that all four discretizations of the coupled problem converge to the

exact solution. Although using different implementations of the transport equation, Algorithm

1 and 3 demonstrate the same approximation error. However, the linear transport formulation

requires more iterations to obtain convergence: 8 versus 5 iterations. Going back to the analysis

of Chapter 5, we can compute M = min {cR, cL}. Let a =
r20
2 log( r1r0 ), b =

r21
2 log( r1r0 ) and

c =
r21−r20

4 and with (5.24) and (5.33) we have

M = min







uA1 − uA2

r20 log
(
r0
r1

)

+ 1
2

(
r21 − r20

) ,
uA1 − uA2

|b− 2a+ c|+ |a− c|







= min {3.71815, 1.62463}
= 1.62463. (8.23)

We also compute the contraction constant using Theorem 5.20 as

K = ρA
b− 2a+ c

ρA(a− c) + uA1 − uA2

= 0.25786.

For an accuracy of ǫ = 10−8, we obtain an upper bound by the error formula (5.34) for the

number of continuous Banach fixed point iterations by n = 13 iterations. This number is valid
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Table 8.2: Ex 1: Algorithm 3 with ρA = 0.5

Poisson Transport Staggered Newton CPU

DOF ‖u− uh‖H1 αu |||ρ− ρh|||G αρ Iterations Iterations Time

24 1.1004885 0.0290814 5 5 0.23

48 0.4932129 2.316 0.0140211 2.105 5 5 0.33

416 0.1340489 1.207 0.0025408 1.582 5 5 1.09

1472 0.0494069 1.580 0.0007803 1.868 5 5 2.69

6144 0.0170221 1.492 0.0002161 1.797 5 5 9.65

25088 0.0059319 1.499 .5410E-04 1.969 5 5 38.59

103936 0.0020605 1.488 .1197E-04 2.122 5 5 204.04

412672 0.0007293 1.506 .3036E-05 1.990 5 5 1099.50

1665024 0.0002567 1.497 .7540E-06 1.997 5 5 10250.00

Table 8.3: Ex 1: Algorithm 4 with ρA = 0.5

Poisson Transport Staggered Newton CPU

DOF ‖u− uh‖H1 αu |||ρ− ρh|||G αρ Iterations Iterations Time

24 1.1004885 0.0290814 8 4 0.37

48 0.4932129 2.316 0.0140211 2.105 8 4 0.55

416 0.1340489 1.207 0.0025408 1.582 8 5 2.32

1472 0.0494069 1.580 0.0007803 1.868 8 5 6.36

6144 0.0170221 1.492 0.0002161 1.797 8 5 24.71

25088 0.0059319 1.499 .5410E-04 1.969 9 5 101.00

103936 0.0020605 1.488 .1197E-04 2.122 9 5 434.81

412672 0.0007293 1.506 .3036E-05 1.990 9 5 2085.10

1665024 0.0002567 1.497 .7540E-06 1.997 9 5 18420.00

for the continuous solution (u, ρ) in the sup-norm. Nevertheless, both Algorithms 1 and 3

stay below the maximal number of iterations in the continuous case. The Algorithms 4 and 5

converge to the exact solution with different approximation errors which is due to the different

ways of discretization. In case of Algorithm 4, we stated the number of Newton iterations and

the maximum number of inner staggered iterations for every degree of freedom. Using the block

matrix system, 6 Newton iterations are needed to obtain the desired accuracy whereas in the case

of the inner staggered algorithm, only 5 outer Newton iterations are observed. The computation

time for Algorithm 5 is higher than for Algorithm 4, which is due to the computations of the

matrices. Algorithm 4 is thus much more efficient and preferable.

We observe the same convergence rates for all the methods, that is 1.5 for the Poisson equation

and 2 for the transport equation. We thus obtain better convergence rates than predicted in

section 7 which should be 1 for the Poisson and 1 for the transport equation. The gap in
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Table 8.4: Ex 1: Algorithm 5 with ρA = 0.5

Poisson Transport Newton CPU

DOF ‖u− uh‖H1 αu |||ρ− ρh|||G αρ Iterations Time

24 1.0283330 0.0407271 6 0.14

48 0.4466469 2.406 0.0174493 2.446 6 0.22

416 0.1248048 1.181 0.0038807 1.392 6 1.68

1472 0.0459739 1.581 0.0010259 2.106 6 11.19

6144 0.0159006 1.486 0.0006584 0.621 6 173.63

25088 0.0055523 1.496 0.0001651 1.966 7 4156.93

convergence of the linear transport equation between numerical and theoretical results is well

known, see e.g. [50, 12]. Further, the implemented problem is smooth and Ω does not contain

any cusps or reentrant corners. We know that the exact solution (8.20)-(8.22) is the classical

solution to (CP 5.1). Conclusively, the solution (u, ρ) ∈ H2(Ω) ×H1(Ω) and does not contain

any singularities which explains the good approximation behaviour.
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Figure 8.3: Example 1: ‖u− uh‖H1(Ω) for ρA = 0.5

8.2.3 Comparison of Inflow Boundary Data ρA

In this section, we examine the influence of the inflow boundary data ρA. We choose the problem

formulation (CP 6.1) and use Algorithm 3. Since the convergence of Algorithm 3 has been shown
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Figure 8.4: Example 1: ‖ρ− ρh‖G for ρA = 0.5

in the previous example, we will now follow a different approach. In Chapter 5, we obtained an

upper bound for the inflow data ρA to prove existence and uniqueness for a classical solution to

(CP 5.1). ρA must be chosen, such that

ρA ≤ M.

With the chosen parameters follows by (8.23)

ρA ≤ min {3.71815, 1.62463} = 1.62463.

Let us choose ρA ∈ {0.5, 1.6, 5} and investigate whether the convergence of the staggered algo-

rithm is influenced. Approximation errors and convergence rates for ρA = 0.5 are given in the

previous section. For ρA = 1.6, we obtain the constants

C = −5.646765, D = 3.404342, B = 5.052825.

The exact solution can be found in section 8.2.1 in case 1.

As third choice, we choose ρA = 5.0 and obtain the constants

C = −12.170821, D = −3.122833, B = 4.504260.

The exact solution is given in section 8.2.1 in case 2. The first observation is that the greater ρA,

the greater the number of staggered iterations to obtain convergence. While for ρA = 0.5 the

staggered algorithm only needs five iterations, it is increasing to seven iterations for ρA = 1.6

and to twelve for ρA = 5. The three values for ρA are chosen according to the theory proven

in Chapter 5. For the chosen geometry and potential difference, it is only possible to prove
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Table 8.5: Ex 1: Algorithm 3 with ρA = 1.6

Poisson Transport Staggered Newton CPU

DOF ‖u− uh‖H1 αu |||ρ− ρh|||G αρ Iterations Iterations Time

24 0.9500793 0.0905598 6 5 0.23

48 0.3964061 2.522 0.1495869 -1.45 7 5 0.37

416 0.1146870 1.149 0.0092399 2.579 7 5 1.04

1472 0.0422150 1.582 0.0035722 1.504 7 5 2.85

6144 0.0146799 1.479 0.0008128 2.072 7 5 11.43

25088 0.0051404 1.492 0.0002044 1.962 7 5 48.97

103936 0.0017904 1.484 .5070E-04 1.962 7 5 240.97

412672 0.0006345 1.505 .1308E-04 1.965 7 5 1275.99

1665024 0.0002235 1.496 .3217E-05 2.011 7 5 11660.00

Table 8.6: Ex 1: Algorithm 3 with ρA = 5

Poisson Transport Staggered Newton CPU

DOF ‖u− uh‖H1 αu |||ρ− ρh|||G αρ Iterations Iterations Time

24 0.80417 2.09391 8 5 0.61

48 0.72365 0.304 2.43573 -0.44 8 5 0.65

416 0.12185 1.650 0.43675 1.592 10 6 2.51

1472 0.04862 1.454 0.18590 1.352 11 6 5.86

6144 0.01422 1.721 0.04920 1.861 11 6 27.40

25088 0.00439 1.670 0.01286 1.908 12 6 109.91

103936 0.00140 1.612 0.00325 1.936 12 6 537.18

412672 0.00047 1.584 0.00084 1.969 12 6 3136.21

1665024 0.00016 1.545 0.00021 2.005 12 6 23350.00

existence and uniqueness of a solution for ρA = 0.5 and ρA = 1.6. The Banach fixed point

theorem is not applicable to ρA = 5 anymore, since T ◦L is neither a selfmap nor a contraction.

The staggered algorithm in the continuous case does not necessarily converge according to the

developed theory. Yet, as we have the solution in closed form for this model problem, we know

that a solution to (CP 5.1) exists for ρA = 5. Moreover, the numerical staggered algorithm

converges for ρA = 5. Surely, the estimates of Chapter 5 are not sharp which explains part of

the discrepancy. The estimates for the continuous solution are obtained in a different function

space in comparison to the one in which the numerical solution is found in. In Sobolev spaces,

Banach’s fixed point theorem might prove the existence of a solution up to a larger value of ρA
and thus explains the convergence of the algorithm for ρA = 5.

In the previous example, we computed the maximum number of iterations for an accuracy of

10−8 and ρA = 0.5 as 13. With increasing ρA, the maximum number of iterations also increases.
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Figure 8.5: Example 1: ‖u− uh‖H1(Ω) for Algorithm 3

For ρA = 5, no prediction is possible with the methods of Chapter 5. However, the number of

iterations for all three values of ρA is smaller. The staggered algorithm seems quickly convergent.

The convergence rates are asymptotically the same for all three values of ρA that is 1.5 for the

Poisson equation and 2 for the transport equation. This phenomenon has been discussed already

in the previous example.
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Figure 8.6: Example 1: |||ρ− ρh|||G for Algorithm 3
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8.3 Example 2: Steady State Problem in 3d

Next, we present a three-dimensional example in which we proceed analogously to Example 1.

Let Ω be a hollow sphere with

Ω :=
{
x ∈ R

3 : r0 ≤ ‖x‖2 ≤ r1
}

(8.24)

with inflow boundary Γ− := {x : ‖x‖2 = r0} and outflow boundary Γ+ := {x : ‖x‖2 = r1}. We

consider the steady state radially symmetric coupled problem which reduces to a one-dimensional

problem with variable coefficients.

Problem (CP 8.1). Let I = [r0, r1]. Find (u, ρ) ∈ C2(I)× C0(I), such that

− 1

r2
∂r
(
r2∂ru(r)

)
= ρ(r) (8.25a)

u(r0) = uA1 (8.25b)

u(r1) = uA2 (8.25c)

− 1

r2
∂r
(
r2∂ru(r)ρ(r)

)
= 0 (8.25d)

ρ(r0) = ρA (8.25e)

with constants uA1 > uA2 and ρA > 0.

E

Figure 8.7: Hollow sphere Ω

The details in Chapter 5 describing the radially symmetric problem in R
2 could similarly be done

in R
3. After determining a solution in closed form for (u′, ρ) analogously to the two-dimensional

case, we will investigate the three-dimensional problem numerically.

223



8.3.1 Solution in Closed Form

In three dimensions, we find a solution in closed form for u′ and ρ.

By integration of (8.25d), we have

r2∂ru(r)ρ(r) = C.

The constant C is determined with the boundary condition (8.25e) as C = r20∂ru(r0)ρ(r0). By

the definition of the inflow boundary, we determine the sign of C as in two dimensions. Let

~n(r) = −er(r) be the normal outward vector and E(r) = −er(r)∂ru(r). Then

0 < ~n(r0) · E(r0) = er(r0)er(r0)∂ru(r0) = ∂ru(r0)

and consequently C < 0.

Let us assume that u(r) 6= 0 for r ∈ [r0, r1]. Then ρ(r) is given for r ∈ [r0, r1] by

ρ(r) =
C

r2∂ru(r)
. (8.26)

Substituting (8.26) into (8.25a) and multiplying by r4∂ru(r) gives

−r2∂ru(r)∂r
(
r2∂ru(r)

)
= −1

2
∂r(r

2∂ru(r))
2 = r2C. (8.27)

By integration, we obtain

1

2
(r2∂ru(r))

2 = −C

3
r3 +D. (8.28)

where the constant D is determined for r = r0 by

D =
Cr0
2ρ2A

+
1

3
r30C.

Since u′(r) 6= 0 for all r ∈ [r0, r1] and u′(r0) < 0, it follows that u′(r) < 0. We obtain

r2∂ru(r) = −
√

−C

2
r3 +D. (8.29)

The solutions u′(r) and ρ(r) for r ∈ [r0, r1] are given by

u′(r) = −
√
−C

r2

√

2

3

√

r3 − 3D

C
(8.30)

and

ρ(r) =

√

3

2

√
−C

√

r3 − 3D
C

To obtain the constants C and thus D, integrate 8.30 over [r0, r]

u(r) = uA1 +

∫ r

r0

u′(t) dt. (8.31)
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For r = r1, we obtain

uA2 = uA1 +

∫ r1

r0

u′(t) dt. (8.32)

In the implementation, we apply the following method

• Outer loop: Apply Newton’s method to (8.32) to obtain C.

• Inner loop: Use Gaussian quadrature to evaluate the integral in (8.31).

The constants are determined once in the beginning of the algorithm. We will focus on precision

and use a 32-point Gaussian quadrature rule to compute the integral and an accuracy of ǫ =

10−10 for Newton’s method.

8.3.2 Numerical Results

We discretize the formulation of the coupled problem using the linear transport equation and

therefore apply Algorithm 1. Let T h be a partition of the hollow sphere into prisms τ ∈ T h.

0.485

0.470

0.455

0.440

0.420

0.5

Figure 8.8: Example 2: ρh for ρA = 0.5 and DOF=11286

We use linear basis functions for V P,h and V T,h. Since Ω is not a convex domain, there are

evaluation points in the computations that are not in Ω. We use the following approximation:

If r =
√

x21 + x22 + x23 ≤ r0, then move the evaluation onto the boundary and set r := r0. To

solve the linear systems, we use iterative solvers. The linear system corresponding to the Poisson

equation is solved with the CG solver and the linear system for the transport equation is solved

by the CGNE solver, both with an accuracy of 10−12. The integrals of the right hand side and

errors are computed with a 4× 4× 4 point Gaussian quadrature rule. We choose the parameter
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as

u0 = 4, u1 = 1, r0 = 1, r1 = 2

The aim is to investigate whether the staggered algorithm converges in three dimensions and

4.0

3.438

2.875

2.312

1.750

1.0

Figure 8.9: Example 2: uh for ρA = 0.5 and DOF=11286

if yes, whether the convergence behaviour changes with different values of ρA. First at all, we

can confirm that the staggered algorithm converges in three dimensions for the formulation of

the coupled problem that uses the linear transport equation. The tables 8.7 and 8.8 contain the

approximation error for the Poisson and transport equation and the corresponding convergence

rates. The staggered algorithm converges quickly for both values of ρA. As in two dimensions,

Table 8.7: Ex 2: Algorithm 1 with ρA = 0.5

Poisson Transport Staggered

DOF ‖u− uh‖H1 αu ‖ρ− ρh‖L2(Ω) αρ Iterations

18 6.9027142 0.0294647 9

66 6.0057577 0.214 0.0242367 0.301 10

1290 2.2429156 0.663 0.0033514 1.331 9

11286 1.1276881 0.634 0.0011699 0.970 8

86058 0.6040090 0.615 0.0002416 1.553 8

737370 0.2918365 0.677 .5646E-04 1.354 8

we observe that with increasing ρA, the number of iterations also increases. While the algorithm

needs about 8 iterations to converge for ρA = 0.5, it needs in average 13 iterations to converge

for ρA = 1.6. Comparing Table 8.1 and 8.7, the staggered algorithm needs the same number

of iterations for ρA = 0.5 in two and three dimensions. This is interesting not only because of
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the change of dimensions but even because the right hand side in the three-dimensional case is

computed with less accuracy. The integrals are computed with a 4×4×4 quadrature rule, while

in two dimensions 16× 16 quadrature points are used.

Table 8.8: Ex 2: Algorithm 3 with ρA = 1.6

Poisson Transport Staggered

DOF ‖u− uh‖H1 αu ‖ρ− ρh‖L2(Ω) αρ Iterations

18 6.3155316 0.2019701 15

66 4.8771643 0.398 0.2334961 -0.22 15

1290 1.8802057 0.641 0.0283733 1.418 13

11286 0.9431810 0.636 0.0077508 1.197 12

86058 0.5002869 0.624 0.0021641 1.256 12

737370 0.2428009 0.673 0.0004977 1.368 11

The convergence rate is not stable yet. In both cases it seems that the rate of the Poisson

equation tends to 0.7. The convergence rate of the transport equation is not predictable yet.

The approximation error for the Poisson equation is remarkably large. This might be caused

by the linear basis function and the way maiprogs internally generates the mesh. In the first

two steps for a low number of degrees of freedom, the mesh does not contain inner nodes. The

derivative of the approximate solution is constant in r between the inflow and outflow boundary

and thus naturally generates a big error.
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8.4 Example 3: Electrostatic Spray Painting Process

As last example, we want to go back to the motivation of this work: The electrostatic spray

painting process. So far, the theoretical and numerical results in this Thesis were done on

C2,α domains. In particular, these domains do not contain cusps or reentrant corners. The

gun which is used to paint a workpiece contains an electrode having a high curvature. As a

starting point, this electrode can be approximated by a point singularity. We now present a

setup on a rectangular domain having a reentrant corner. We model the electrode, i.e. the

inflow boundary, by the boundary part given by the reentrant corner and the outflow, i.e. the

workpiece, is supposed to be the opposite boundary part (Figure 8.10). The tip of the corner is

Γ−

Γ+

(0, 0.5)

(−0.2, 1) (0.2, 1) (1, 1)

(1, −1)(−1,  −1)

(−1, 1)

Figure 8.10: Mesh for Example 3

a point singularity. We investigate the formulation of the coupled problem that uses the linear

transport equation and therefore Algorithm 1. We choose the parameter as

uA1 = 4, uA2 = 1, ρA = 0.5.

It is not possible to find a solution in closed form for this particular setting but we determine

the H1(Ω)-norm of uh and the L2-norm of ρh. Using these sequences of numbers, we determine

a good approximation for the exact solution by Aitken’s extrapolation technique.

8.4.1 Numerical Results

The domain Ω is partitioned into quadrilateral elements. We use quadratic basis functions for

the space V P,h and linear basis functions for the space V T,h. The linear system of the Poisson

equations is solved by the CG solver with an accuracy of ǫ = 10−12. The linear system for the
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transport equation is solved by the CGNE solver with an accuracy of ǫ = 10−12. The right hand

sides are computed with a 16 × 16 Gaussian quadrature rule. The accuracy for the staggered

algorithm is set to 10−8.

Table 8.9 confirms that the staggered algorithm converges although the domain is nonsmooth.

Table 8.9: Ex 3: Algorithm 1 with ρA = 1.6

Poisson Transport Staggered

DOF ‖u‖H1 − ‖uh‖H1 αu ‖ρ‖L2(Ω) − ‖ρh‖L2(Ω) αρ Iterations

37 0.1794444 0.1757060 23

167 0.1166833 0.571 0.0829415 0.996 21

583 0.0828583 0.548 0.0591498 0.541 20

2489 0.0549072 0.567 0.0357015 0.696 19

9167 0.0374420 0.587 0.0242033 0.596 19

37687 0.0249339 0.575 0.0162388 0.565 18

148453 0.0167392 0.581 0.0111624 0.547 18

596189 0.0112116 0.577 0.0073553 0.600 18

The number of iterations is significantly higher than in the comparable case on a smooth domain.

On the smooth annular domain, the staggered algorithm needs 8 iterations (Table 8.1) in com-

parison to 19 iterations in the current example. The convergence rates are 0.9 for the Poisson

equation and 0.5 for the transport equation. Again, due to the singularity of the domain, the

convergence rates are smaller than in Example 1. In Figure 8.12, we present the electrical field

−∇uh for 5199 degrees of freedom. It is clearly visible that the electrical field is huge around
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absolute value of gradient

Figure 8.11: Example 3: Electrical field −∇uh

the tip of the electrode which is caused by the singularity in the geometry. In Figure 8.12, we
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present the charge distribution ρh. The charge flows in at Γ− and moves toward the outflow
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0.1849E+00
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Figure 8.12: Example 3: Charge distribution ρh

boundary. We can see in Figure 8.12, that the charge concentration is high around the electrode

and spreads into the domain. As we have proved in Chapter 6, the highest value of ρ is at the

electrode and thus ρ is bounded by ρA.

This example opens the door for ideas for future work. The singularity at the tip demands

a finer mesh structure than the used uniform one. One possibility is to use a graded mesh as

it has been presented for the transport equation in [50]. It is high likely that grading toward

the point singularity increases the speed of convergence. So far, numerical examples have been

obtained for the electrostatic spray painting process, see e.g. [1]. To the best of our knowledge,

a rigorous approximation theory for the staggered algorithm as indicated in 7.5 does not exist.

The presented example suggests the convergence of the staggered algorithm and thus might be

a starting point to develop an approximation theory for the coupled problem on a nonsmooth

domain.
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8.5 Remarks about the Chapter

In this chapter, we introduced four discretization methods for the two-dimensional steady state

coupled problem. We distinguished between the approximation of the the coupled problem

using the linear and nonlinear transport equations. To deal with the nonlinearity caused by the

overall problem or, in terms of the staggered algorithm by the nonlinear transport equation, we

introduced Newton’s iteration scheme. It turned out that all the algorithms 1 and 3-5 converged

to the exact solution. Further, we showed that the number of iterations to obtain convergence

depends on the size of the inflow boundary function ρA. The larger ρA, the more iterations are

needed. We could show that the staggered algorithm even converges for larger values of ρA than

predicted by the theoretical results of Chapter 5. We then proceeded to the radially symmetric

coupled problem in three dimensions. Again, the staggered algorithm performed satisfactorily.

As last example, we investigated a problem setting to simulate the electrostatic spray painting

process. Here, we approximated the electrode by a point singularity and thus obtained a non

smooth domain. The staggered algorithm converged although the number of iterations is higher

than for the example on a smooth domain.
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Chapter 9

Conclusions and Further Research

9.1 Conclusions

In this thesis, we analysed a time dependent and time independent hyperbolic-elliptic coupled

problem with respect to existence and uniqueness of a solution and its approximation properties.

In the Chapters 3 and 4, we addressed the question whether a classical solution exists for the

continuous time dependent coupled problem. In [44, 55], the authors presented a method to for-

mulate a similar problem as an integro-differential operator by means of the streamline function.

By a compactness argument, they showed the existence of a unique fixed point and conclusively

a classical solution to the coupled problem. This method was not immediately transferable as

the two model problems differed in the choice of boundary conditions. The challenge in the

analysis of the underlying problem of the corona discharge was to model a continuous inflow

of charge into the domain and additionally to have nonhomogeneous boundary conditions for

the Poisson problem. Chapter 3 outlined the methods used in Chapter 4 in a one dimensional

setting. Therein, we presented the analysis for a homogeneous initial charge distribution mostly

focusing on modeling the charge inflow into the domain. The idea was to introduce an inflow set

to describe the time a charge particle flew into the domain. On this set, we defined a streamline

function following the path of a particle emitted at the inflow boundary. In line with [44, 55],

we obtained an integro-differential operator and proved the existence of a unique fixed point for

a small time interval [0, T ] by the Banach fixed point theorem. As a consequence, we also ob-

tained the short time existence of a classical solution. The presented two dimensional approach

in Chapter 4 generalised the one of [44, 55] not only in terms of the boundary data but also in

the choice of the geometry. We chose a domain that was homeomorph to an annular domain and

thus contained the additional difficulty of being not simply connected and nonconvex. Chapter

4 used the same idea for modeling the charge inflow as Chapter 3 but dealt with an additional

challenge. To be able to continue the solution in time, it is necessary to have a non homogeneous

initial charge distribution. Therefore, we had to ensure the continuous transition of the mapped

initial charge distribution with the inflowing charge. We introduced two streamline functions

Φ1 and Φ2 for the mapping of the initial distribution and the inflowing charge and derived two
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integro-differential operators A1 and A2. Assuming that the boundary conditions ρ0 and ρA were

sufficiently small, we eventually could prove the unique existence of a fixed point (Φ1,Φ2), i.e.

(Φ1,Φ2) = (A1(Φ1,Φ2), A2(Φ1,Φ2)) on a set W containing all those streamline functions leading

to a well defined problem. Consequently, we could show the short time existence of a classical

solution (u, ρ) to the model problem. Moreover, we proved that this solution is extendable up

to the time until the support of the charge distribution reaches the outflow boundary. In both

the one and two dimensional cases, the interval of existence [0, T ] of the solution depends on the

chosen boundary data and the geometry of the domain.

Starting from Chapter 5, we focused on the steady state coupled problem. Chapters 5 and 6 fol-

lowed the approach of using the solution operators L of the Poisson problem, i.e. Lρ = −∇u = E

and T of the transport problem, i.e. TE = ρ to prove the existence of a solution. While L was

applied to the right hand side function ρ of the Poisson equation, the operator T used the co-

efficient function E of the transport equation as its argument and was nonlinear. In Chapter

5, we investigated the radial symmetric coupled problem on an annular domain for which it

reduced to a one dimensional problem. We were able to obtain explicit representations for the

solution operators and defined the composite operator T ◦ L. We could show by the Banach

fixed point theorem that the composite operator T ◦ L had a unique fixed point provided ρA
was sufficiently small. By the definition of the solution operators, we also obtained the unique

existence of a classical solution. In Chapter 6, we investigated the general two dimensional case

on a domain Ω that was chosen homeomorph to an annular domain. We followed the same

methods as Chapter 5 and used the solution operators L and T . Again, we could prove by the

Banach fixed point theorem and with ρA small enough, that a fixed point and thus a unique

solution to the steady state two dimensional coupled problem exists. The choice of ρA was

depending in both the one and two dimensional cases on the choice of the boundary data and

the geometry which are all quantities that are known as soon as the problem is defined. The

size of ρA might appear very restrictive and small. However, the method we have presented is

useful and advantageous in comparison to the compactness argument illustrated in Chapter 4.

As first consequence, we naturally defined an algorithm to solve the continuous coupled problem:

The Banach fixed point iterations. By the well known error estimate, an upper bound for the

number of iterations is immediately given. This iterative method is a staggered algorithm that

solves the two problems alternating until convergence is obtained. The staggered algorithm is

also known to be a way to solve the coupled problem numerically. In Chapter 7, we investiged

discretization methods for the coupled problem. In particular, we assumed based on the results

of Chapter 6 and numerical simulations that the operator L ◦ T is also a contraction in Sobolev

spaces. The usefulness of this assumption became obvious: To show the convergence of the

discrete staggered algorithm, we used the contraction property of the continuous operator L ◦T
together with stability and error estimates for the Poisson and transport problems and proved

an error estimate for ‖u− Lh ◦ T huh‖H1(Ω).

Chapter 8 eventually underlined the theoretical results for the steady state coupled problem

by numerical experiments. While it is equivalent for the continuous coupled problem to use the

linear or nonlinear transport equation, it is important to distinguish these two formulations in
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the discrete case. Beside the staggered algorithm, we presented three more algorithms that used

Newton’s method to linearize the problem. We could find a solution in closed form for the radial

symmetric coupled problem of Chapter 5 and thus used it as example. As first experiment, we

compared the convergence properties of the four algorithms. Indeed, all algorithms converged

to the exact solution with the same rate of convergence. As second experiment, we focused

on the formulation of the coupled problem with the nonlinear transport equation and used the

staggered algorithm to investigate the influence of the inflow boundary condition ρA. It turned

out that the larger ρA, the more iterations are necessary to obtain convergence. Compared to

the theoretical results in Chapter 5, the staggered algorithm did converge even for a value of

ρA for which L ◦ T is not a contraction anymore. To obtain an idea about future research, we

presented a three dimensional radial symmetric example. The staggered algorithm converged

satisfactorily. As last example, we presented a setting on a nonsmooth domain that is supposed

to represent the electrostatic spray painting process. Again, we observed convergence although

the number of iterations was significantly higher than in the corresponding continuous case.

9.2 Further Research

We will now suggest some ideas how this thesis might be extended and include some unanswered

questions that appeared during its preparation.

Recall that the motivation of this work is the corona discharge in the electrostatic spray painting

process. Since a work piece is painted in an open space, the problem could be seen as an exterior

problem in R
2\Ω1∪Ω2 with Ω1 and Ω2 being two compact domains representing the gun and the

target. During our literature review, we were not able to find Schauder estimates or continuity

estimates for the Green’s function for exterior problems in Hölder spaces. These results however

would be necessary to reformulate the analysis of the Chapters 4 and 6 to an exterior setting.

In Chapter 4, we could prove the unique existence of a solution for short time T and were able

to extend it in time until the support of the charge distribution reached the outflow boundary.

The painting process, however, does not stop as soon as the first colour particle arrives at the

work piece. An immediate extension would be to incorporate the outflow of charge.

All our existence proofs in the Chapters 3 - 6 were obtained in classical spaces. In view of

the variational theory, an immediate suggestion for further research is the development of anal-

ogous results in Sobolev spaces. With the methods of [5], existence and uniqueness might be

proved easily. However, with this method future results for the discrete staggered algorithm do

not immediately follow. As we explained above, it is advantageous to examine whether L◦T is a

contraction on Sobolev spaces. Also, it is necessary to further examine stability properties of the

continuous solution operator T applied to discrete vector fields Eh, in other words to examine

the continuous transport equation with a discrete convective field. If both results are obtained,

then 7.5 gives immediately an error estimate for the discrete staggered algorithm. This would

open the door for several new aspects of investigation. The analysis in this thesis has been done

on smooth domains. In case of the electrostatic spray painting model and indicated in section
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8.4, the domain is nonsmooth due to the high curvature of the electrode. As starting point, the

electrode can be modelled as a point singularity. An immediate extension is to pay tribute to

the singularity and develop approximation results on anisotropic meshes.
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Appendix A

Additional Results

A.1 Nonemptiness of W

Let the notations be as in Chapter 4. We show that the defined sets W1 and W2 are nonempty.

Therefore, we use the electrical field −∇u0 = E0 with u0 being the solution of the Laplace

problem and show that the streamline functions Φ1 and Φ2 given through E0 are in W1 and W2.

We therefore need Grönwalls inequality which is an equality to bound the solution of an integral

equation.

Lemma A.1 (Grönwall’s inequality, version 1). [19, p. 37] Assume I = [t0, t1] and q, c, u ≥ 0 ∈
C0. If

q(t) ≤ c(t) +

∫ t

t0

u(s)q(s) ds (A.1)

then holds

q(t) ≤ c(t) +

∫ t

t0

u(s)c(s) exp

(∫ t

s
u(τ) dτ

)

ds

Lemma A.2 (Grönwall’s inequality, version 2). [55, Lemma 3.1, p. 89] Assume I = [t0, t1] and

q ≥ 0, u ≥ 0 ∈ C0 and c ≥ 0 ∈ C1. If

q(t) ≤ c(t) +

∫ t

t0

u(s)q(s) ds (A.2)

then follows

q(t) ≤ c(t0) exp

(∫ t

t0

u(s) ds

)

+

∫ t

t0

c′(s) exp

(∫ t

s
u(τ) dτ

)

ds
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Proof. Set γ(s) = exp
(

−
∫ s
s0
u(µ) dµ

)

. Then,

d

ds

(

γ(s)

∫ s

s0

u(τ)q(τ) dτ

)

= u(s)q(s)γ(s) + γ′(s)

∫ s

s0

u(τ)q(τ) dτ

= u(s)q(s)γ(s)− γ(s)u(s)

∫ s

s0

u(τ)q(τ) dτ

= u(s)q(s)

(

γ(s)−
∫ s

s0

u(τ)q(τ) dτ

)

≤ u(s)γ(s)c(s).

Integrating both sides and using the initial condition gives

γ(s)

∫ s

s0

u(τ)q(τ) dτ ≤
∫ s

s0

u(τ)γ(τ)c(τ) dτ. (A.3)

With integration by parts, we have

∫ s

s0

c′(τ)γ(τ) = c(s)γ(s)− c(s0)γ(s0) +

∫ s

s0

c(τ)u(τ)γ(τ) dτ

and thus (A.3) turns into

γ(s)

∫ s

s0

u(τ)q(τ) dτ ≤ −c(s)γ(s) + c(s0) +

∫ s

s0

c′(τ)γ(τ) dτ.

Multiplying (A.2) by γ ≥ 0, we have the following inequality

q(s)γ(s) ≤ c(s)γ(s) + γ(s)

∫ s

s0

u(τ)q(τ) dτ

≤ c(s)γ(s)− c(s)γ(s) + c(s0) +

∫ s

0
c′(τ)γ(τ) dτ

≤ c(s0) +

∫ s

s0

c′(τ)γ(τ) dτ.

Multiplying by 1/γ gives the assertion.

Let us start with the streamline function Φ1 which is due to (4.21a)-(4.21b) the solution of

d

dt
Φ1(x, t) = E0(Φ1(x, t)) (x, t) ∈ Ω× [0, T ] (A.4)

Φ1(x, 0) = x x ∈ Ω. (A.5)

Integrating with respect to t, we obtain the integral equation

Φ1(x, t) = x+

∫ t

0
E0(Φ1(x, µ)) dµ. (A.6)

We will now prove that Φ1 ∈ W1.
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Lemma A.3. Let Ω be a C2,α domain, uA ∈ C2,α(Ω). Let M ≥ 3 + 2‖x‖0,Ω and

T ≤ min
{

1
2cS(α,Ω)‖uA‖2,α,ΓM

,
(

1
2cS(α,Ω)‖uA‖2,α,Γ(2+M+M1+α)

)α}

. Then holds for Φ1 defined in

(A.6) that

Φ1 ∈ W1(M,T ).

Proof. We show that Φ1 fulfills the restrictions of W1. First, it holds Φ1(x, 0) = x. Second, we

prove the boundedness of Φ1. It holds for the sup-norm by Theorem 4.14

‖Φ1‖0,Ω0 ≤ ‖x‖0,Ω + sup
x∈Ω0

∣
∣
∣
∣

∫ t

0
E0(Φ1(x, µ)) dµ

∣
∣
∣
∣
∞

≤ ‖x‖0,Ω0 +

∫ t

0
sup
x∈Ω0

|E0(Φ1(x, µ)) |∞ dµ

≤ ‖x‖0,Ω0 +

∫ t

0
‖E0 ‖0,Ω dµ

≤ ‖x‖0,Ω0 + TcS(α,Ω)‖uA‖2,α,Γ.

It is more complicated to bound the gradient

∇Φ1(x, t) = I +

∫ t

0
∇E0(Φ1(x, µ))∇Φ1(x, µ) dµ.

We obtain pointwise

|∇Φ1(x, t)|∞ ≤ |I|∞ +

∫ t

0
|∇E0(Φ1(x, µ))|∞ |∇Φ1(x, µ)|∞ dµ.

By Lemma A.1 and Theorem 4.14, we get

|∇Φ1(x, t)|∞ ≤ 1 +

∫ t

0
|∇E0(Φ1(x, µ))|∞ exp

(∫ t

µ
|∇E0(Φ1(x, τ))|∞ dτ

)

dµ

≤ 1 +

∫ t

0
‖∇E0(Φ1(µ))‖0,Ω0

exp

(∫ t

µ
‖∇E0(Φ1(τ))‖0,Ω0 dτ

)

dµ

≤ 1 + T ‖∇E0‖0,Ω exp (T‖∇E0‖0,Ω)
≤ 1 + TcS(α,Ω) ‖uA‖2,α,Γ exp (TcS(α,Ω)‖uA‖2,α,Γ) .

Next, we investigate the α- semi norm of the gradient. We start with the pointwise estimate

|∇Φ1(x1, t)−∇Φ1(x2, t)|∞

=

∣
∣
∣
∣

∫ t

0
[E0(Φ1(x1, µ))− E0(Φ1(x2, µ))]∇Φ1(x2, µ) + [∇Φ1(x1, µ)−∇Φ1(x2, µ)]E0(Φ1(x2, µ)) dµ

∣
∣
∣
∣
∞

≤
∫ t

0
|E0(Φ1(x1, µ)− E0(Φ1(x2, µ))|∞ |∇Φ1(x2, µ)|∞ dµ

+

∫ t

0
|∇Φ1(x1, µ)−∇Φ1(x2, µ)|∞ |E0(Φ1(x2, µ))|∞ dµ.
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By Lemma A.2, we obtain

|∇Φ1(x1, t)−∇Φ1(x2, t)|∞

≤
∫ t

0
|E0(Φ1(x1, µ)− E0(Φ1(x2, µ))|∞ |∇Φ1(x2, µ)|∞ exp

(∫ t

s
|∇E0(Φ1(x, t))|∞

)

It follows for the Hölder semi norm by (2.9) and by Theorem 4.14 for every t ∈ [0, T ]

|∇Φ1(t)|α,Ω ≤
∫ t

0
|E0(Φ1(µ)|α ‖∇Φ1(µ)‖0,Ω0

exp

(∫ t

µ
‖∇E0(Φ1(µ))‖0,Ω0

)

dµ

≤
∫ t

0
|E0|α,Ω ‖∇Φ1(µ)‖α0,Ω0

‖∇Φ1(µ)‖0,Ω0
exp (T‖∇E0‖0,Ω) dµ

≤ TcS(Ω, α) ‖uA‖2,α,Γ sup
0≤t≤T

‖∇Φ1(t)‖1+α
0,Ω exp (TcS(Ω, α)‖uA‖2,α,Γ) .

Analogously, we bound the Hölder norm in time for Φ1 and ∇Φ1. It holds

sup
x∈Ω0

‖Φ1(x)‖α,[0,T ] ≤ ‖x‖0,Ω0 + T 1−αcS(Ω, α)‖uA‖2,α;Γ

sup
x∈Ω0

‖∇Φ1(x)‖α,[0,T ] ≤ 1 + T 1−αcS(Ω, α)‖uA‖2,α;Γ sup
0≤t≤T

‖∇Φ1(t)‖0,Ω0 .

As last step, we have to investigate whether Φ1 is invertible. We therefore estimate

‖I −∇Φ1(t)‖0,Ω = sup
x∈Ω0

∣
∣
∣
∣
I − I −

∫ t

0
∇E0(Φ1(x, µ))∇Φ1(x, µ) dµ

∣
∣
∣
∣
∞

≤
∫ t

0
‖∇E0(Φ1(µ))∇Φ1(µ)‖0,Ω0

dµ

≤ T ‖∇E0‖0,Ω ‖∇Φ1(t)‖0,Ω0
.

By Theorem 4.14, we obtain

‖I −∇Φ1‖0,Ω ≤ TcS(Ω, α)‖uA‖2,α,Γ ‖∇Φ1‖0,Ω .

Choose T small enough, we have

‖Φ1‖1,α,Ω0;α,[0,T ] ≤ 2‖x‖0,Ω + 3

‖I −∇Φ1‖0,Ω ≤ 1

2
.

Next, we show analogously that Φ2 defined by

Φ2(s, tx, t) = ϕ(s) +

∫ t

tx

E0(Φ2(s, tx, µ))∇Φ2(s, tx, µ) dµ (A.7)

is element of the set W2(M,T,K, δ). This proof is however more complicated then the previous

one due to the time dependence of Qt.
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Lemma A.4. Let Ω be a C2,α domain, uA ∈ C2,α(Ω).

Let M ≥ 2‖ϕ‖0,IΓ−
+ 2cS(Ω, α)‖uA‖2,α,Γ + 3, K ≥ cmvcS(Ω, α)‖uA‖2,α;ΓL1−α

Γ−
+ 1 and let

T ≤ min
{ 1

2cS(Ω, α)‖uA‖2,α;Γ
,

δ

4M2cS(Ω, α)‖uA‖2,α,Γ
,

(
1

cS(Ω, α)‖uA‖2,α,Γ(3 + cS(Ω, α)‖uA‖2,α;Γ +M +M1+α + 2K)

)α }

with cS(Ω, α) defined in Theorem 4.14. Then follows for Φ2 defined in (A.7) that

Φ2 ∈ W2(M,T,K, δ).

Proof. We show that Φ2 fulfills the restrictions inW2. First, it holds Φ2(s, tx, tx) = ϕ(s). Second,

we prove the boundedness of Φ2. It holds for the sup-norm by Theorem 4.14

‖Φ2(t)‖0,Qt ≤ ‖ϕ‖0,IΓ−
+ sup

(s,tx)∈Qt

∣
∣
∣
∣

∫ t

tx

E0(Φ2(s, tx, µ)) dµ

∣
∣
∣
∣
∞

≤ ‖ϕ‖0,IΓ−
+

∫ t

0
sup

(s,tx)∈Qt

|E0(Φ2(s, tx, µ)) |∞ dµ

≤ ‖ϕ‖0,IΓ−
+ TcS(α,Ω)‖uA‖2,α,Γ.

The gradient of Φ2 is given by

∇Φ2(s, tx, t) =

(

ϕ′
1(s) −[E0(ϕ(s))]1

ϕ′
2(s) −[E0(ϕ(s))]2

)

+

∫ t

tx

∇E0(Φ2(s, tx, µ))∇Φ2(s, tx, µ) dµ

=: D(s) +

∫ t

tx

∇E0(Φ2(s, tx, µ))∇Φ2(s, tx, µ) dµ.

We now bound the gradient pointwise

|∇Φ2(s, tx, t)|∞ ≤ |D(s)|∞ +

∫ t

tx

|∇E0(Φ2(s, tx, µ))|∞ |∇Φ2(s, tx, µ)|∞ dµ.

By Lemma A.1 and Theorem 4.14, we get

|∇Φ2(s, tx, t)|∞ ≤ |D(s)|∞ +

∫ t

tx

|D(s)|∞ |∇E0(Φ2(x, µ))|∞ exp

(∫ t

µ
|∇E0(Φ2(x, τ)) dτ

)

dµ

≤ ‖D‖0,Qt +

∫ t

0
‖D‖0,Qt

‖∇E0(Φ2(µ))‖0,Ω0
exp

(∫ t

µ
‖∇E0(Φ2(τ))‖0,Ω0 dτ

)

dµ

≤ ‖D‖0,Qt + T ‖D‖0,QT
‖∇E0‖0,Ω exp (T‖∇E0‖0,Ω)

≤ ‖D‖0,Qt + T ‖D‖0,QT
cS(α,Ω) ‖uA‖2,α,Γ exp (TcS(α,Ω)‖uA‖2,α,Γ) .

We have for the sup-norm of D by Theorem 4.14 and the arc length parametrization of ϕ

‖D‖0,QT
≤ ‖ϕ′‖0,IΓ−

+ ‖E0(ϕ)‖0,Qt ≤ 1 + cS(Ω, α)‖uA‖2,α,Γ.
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It is left to bound the Cα(Qt) semi norm of the gradient. We start with a pointwise estimate.

|∇Φ2(s1, t1, t)−∇Φ2(s2, t2, t)|∞

≤ |D(s1)−D(s2)|∞ +

∫ t2

t1

|∇E0(Φ2(s1, t1, µ))|∞ |∇Φ2(s1, t1, µ)|∞ dµ

+

∫ t

t2

|∇E0(Φ2(s1, t1, µ))−∇E0(Φ2(s2, t2, µ))|∞ |∇Φ2(s2, t2, µ)|∞ dµ

+

∫ t

t2

|∇Φ2(s1, t1, µ)−∇Φ2(s2, t2, µ)|∞ |∇E0(Φ2(s2, t2, µ))|∞ dµ. (A.8)

Let us denote

g(s1, s2, t1, t2, t) := |D(s1)−D(s2)|∞ +

∫ t2

t1

|∇E0(Φ2(s1, t1, µ))|∞ |∇Φ2(s1, t1, µ)|∞ dµ

+

∫ t

t2

|∇E0(Φ2(s1, t1, µ))−∇E0(Φ2(s2, t2, µ))|∞ |∇Φ2(s2, t2, µ)|∞ dµ.

By Lemma A.1, we obtain for (A.8)

|∇Φ2(x1, t)−∇Φ2(x2, t)|∞ ≤ g(s1, s2, t1, t2, t)

+

∫ t

tx

g(s1, s2, t1, t2, µ)|∇E0(Φ2(s1, t1, µ)|∞ exp

(∫ t

τ
|∇E0(Φ2(s1, t2, τ)|∞ dτ

)

dµ. (A.9)

To bound ‖∇Φ2(t)‖α,Qt , let us first bound g. By (2.9) and Theorem 4.14, we obtain

‖g‖α,Ω ≤ ‖D‖α,Qt + T 1−αcS(Ω, α) ‖uA‖2,α,Γ ‖∇Φ2(t)‖0,Qt
+ TcS(Ω, α) ‖uA‖2,α,Γ ‖∇Φ2(t)‖1+α

0,Qt
.

D is bounded by (2.9) and Theorem 4.14

‖D‖α,Qt ≤ cmv‖∇E0‖0,Ω‖ϕ′‖0,[0,LΓ−
] sup
s1,s2∈IΓ−

|s1 − s2|1−α

≤ cmvcS(Ω, α)‖uA‖2,α;ΓL1−α
Γ−

(A.10)

It follows for (A.9) by Theorem 4.14

‖∇Φ2‖α,Qt
≤ ‖g‖α,Qt +

∫ t

tx

‖g‖α,Qt‖∇E0(Φ2(µ))‖0,Qt exp

(∫ t

τ
‖∇E0(Φ2(µ))‖0,Qt dτ

)

dµ

≤ ‖g‖α,Qt + T‖g‖α,Qt‖∇E0‖0,Ω exp (T‖∇E0‖0,Ω)
≤ ‖g‖α,Qt + T‖g‖α,QtcS(Ω, α)‖uA‖2,α,Γ exp (TcS(Ω, α)‖uA‖2,α,Γ)

Analogously, we obtain for the Hölder norms with respect to time

sup
(s,tx)∈Qt

‖Φ2(s, tx)‖α,[tx,T ] ≤ ‖ϕ‖0,IΓ−
+ 2T 1−αcS(Ω, α)‖uA‖2,α;Γ

sup
(s,tx)∈Qt

|∇Φ2(s, tx)|α,[tx,T ] ≤ T 1−αcS(Ω, α)‖uA‖2,α;Γ sup
0≤t≤T

‖∇Φ2(t)‖0,Qt .
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We continue to investigate the remaining two conditions. Since E0 is the solution of the Laplace

problem, we know immediately

|∂txΦ2(s, tx, t = tx) · ϕ′(s)⊥| = |E0(ϕ(s)) · ϕ′(s)⊥| ≥ δ.

As last condition, we examine the invertibility of Φ. We get

sup
s,tx∈Qt

|D(s)−∇Φ2(s, tx, t)|∞ = sup
s,tx∈Qt

|D(s)−D(s)−
∫ t

tx

∇E0(Φ2(s, tx, µ))∇Φ2(s, tx, µ) dµ|∞

≤ sup
s,tx∈Qt

∣
∣
∣
∣

∫ t

tx

∇E0(Φ2(s, tx, µ))∇Φ2(s, tx, µ) dµ

∣
∣
∣
∣
∞

≤ T ‖∇E0‖0,Ω ‖∇Φ2‖0,Qt

≤ TcS(α,Ω) ‖uA‖2,α,Γ ‖∇Φ2‖0,Qt
.

If T is chosen small enough, then holds

‖Φ2‖1,Qt,α,[0,T ] ≤ 2‖ϕ‖0,IΓ−
+ 2cS(Ω, α)‖uA‖2,α,Γ + 3

sup
0≤t≤T

|∇Φ2(t)|α,Qt ≤ cmvcS(Ω, α)‖uA‖2,α;ΓL1−α
Γ−

+ 1

sup
s,tx∈Qt

|D(s)−∇Φ2(s, tx, t)|∞ ≤ δ

4M
.

As last condition, we need to ensure that Φ1 and Φ2 fulfil the transition condition on ΓT
t .

Theorem A.5. Let Ω be a C2,α domain and uA ∈ C2,α(Γ).

Let M ≥ 2‖x‖0,Ω0 + 2cS(Ω, α)‖uA‖2,α,Γ + 3, K ≥ cmvcS(Ω, α)‖uA‖2,α;ΓL1−α
Γ−

+ 1 and

T ≤ min
{ 1

2cS(Ω, α)‖uA‖2,α;Γ
,

δ

4M2cS(Ω, α)‖uA‖2,α,Γ
,

(
1

2cS(Ω, α)‖uA‖2,α,Γ(3 + cS(Ω, α)‖uA‖2,α;Γ +M +M1+α + 2K)

)α }

with cS(Ω, α) defined in Theorem 4.14. Then holds for Φ = (Φ1,Φ2) with Φ1 ∈ W1(M,T ) defined

in (A.6) and Φ2 ∈ W2(M,T,K, δ) defined in (A.7) that

Φ ∈ W (M,T,K, δ). (A.11)

Proof. We have to show that Φ1 and Φ2 fulfil the transition condition i.e. for every x0 ∈ Ω0 and

(s0, 0) ∈ Qt with x0 = (x1, x2) = ϕ(s0) shall hold

Φ1(x0, t) = Φ2(s0, 0, t). (A.12)

By differentiating (A.6) and (A.7), we have the differential equation of Φ1 and Φ2 going through

x0 and (s0, 0)

d

dt
Φ1(x0, t) = E0(Φ1(x0, t))

Φ1(x0, 0) = x0
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and

d

dt
Φ2(s0, 0, t) = E0(Φ2(s0, 0, t))

Φ2(s0, 0, 0) = ϕ(s0).

Both differential equations have the same right hand side function. Further, both have the

same initial condition, as ϕ(s0) = x0. Since the differential equation is solved with respect

to t, the solution is not affected by the different parametrization of Φ1 and Φ2. Due to the

uniqueness theory of ordinary differential equations, both streamline functions must describe

the same trajectory. It is thus demonstrated that for every t holds

Φ1(x0, t) = Φ2(s0, 0, t).

Conclusively, Φ1 and Φ2 fulfil the transition condition and Φ = (Φ1,Φ2) ∈ W .

A.2 Bound for Cut-off Function

Observe that with the substitution µ = 2t− 1 and symmetry about s = 0 we have

140

∫ 1

0
t3(1− t)3 dt =

140

64

∫ 1

0
(1− µ2)3 dµ =

140

64

(

1− 3

3
+

3

5
− 1

7

)

= 1. (A.13)

Hence define for x ∈ [0, 1]

γ(x) = 1− 140

∫ x

0
t3(1− t)3 dt = 140

∫ 1

x
t3(1− t)3 dt

= 20x7 − 70x6 + 84x5 − 35x4 + 1.

Define the transformation

F :

{

[0, 1] → [ǫ, 2ǫ]

x 7→ (1 + x)ǫ
.

Then the cut-off function χ ∈ C3(R) is given by

χ(s) =







1, s < ǫ

γ(F−1(s)), ǫ ≤ s ≤ 2ǫ

0, s > 2ǫ

with

F−1(s) =
s

ǫ
− 1

Lemma A.6. It holds

‖χ‖2,α,R ≤ 52.5

ǫ2+α
.
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Proof. We get for the sup-norm

‖∂sχ‖0,R = 1.

Since ∂sF
−1(s) = 1

ǫ and ∂2
sF

−1(s) = 0 holds

∂sχ(s) = ∂xχ̂(F
−1(s))∂sF

−1(s) =
∂xχ̂(F

−1(s))

ǫ

∂2
sχ(s) = ∂2

xχ̂(F
−1(s))(∂sF

−1(s))2 + ∂χ̂(F−1(s))∂2
sF

−1(s) =
∂2
xχ̂(F

−1(s)

ǫ2

We obtain

‖∂sχ‖0,[ǫ,2ǫ] =
1

ǫ

∥
∥∂xχ̂(F

−1)
∥
∥
0,[ǫ,2ǫ]

=
1

ǫ
‖∂xχ̂‖0,[0,1] =

2.1875

ǫ

‖∂2
sχ‖0,[ǫ,2ǫ] =

1

ǫ

∥
∥∂2

xχ̂(F
−1)
∥
∥
0,[ǫ,2ǫ]

=
1

ǫ2
∥
∥∂2

xχ̂
∥
∥
0,[0,1]

=
7.5131

ǫ

and

∥
∥∂2

sχ
∥
∥
α,[ǫ,2ǫ]

=
1

ǫ2
∥
∥∂2

xχ̂(F
−1)
∥
∥
α,[ǫ,2ǫ]

≤ 1

ǫ2
∥
∥∂3

xχ̂
∥
∥
0,Q

∥
∥F−1

∥
∥
α,[ǫ,2ǫ]

=
1

ǫ3
∥
∥∂3

xχ̂
∥
∥
0,[ǫ,2ǫ]

|s1 − s2|
|s1 − s2|α

≤ 1

ǫ2+α

∥
∥∂3

xχ̂
∥
∥
0,[0,1]

=
52.5

ǫ2+α
.

Conclusively,

∣
∣∂2

sχ
∣
∣
α,R

≤ 52.5

ǫ2+α
.
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