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Abstract

This work describes the design, development artahtesf a portable charge-coupled
device detector system to be used for the simutameollection of X-ray diffraction
and X-ray fluorescence data from powdered samples.detector was designed for
both terrestrial and extra-terrestrial applicatiotst require in-situ analysis of
samples, where access to a laboratory instrumergstisicted. The detector system
incorporates 4 e2v technologies CCD30-11 devicegl@&ying multi-phase pinned
technology for low noise operation. Geometricalcakdtions and thermal studies
concerning the design of the detector are presentétl particular emphasis on
motivations for the chosen geometry. Initial chédsation and calibration of the
detector was performed in a laboratory environnusitig a purpose built test facility.
The test facility included a high brightness X-majcro-source from Bede Scientific
Instruments, coupled with an XOS polycapillary to#dting optic, which was used to
deliver a focused beam of low divergent X-rayshe sample. The design of the test
facility is discussed and the spectra and flux poed by the X-ray micro-source are
investigated. The operational performance of thedler is highlighted and the use of
the instrument in different applications is desedpnamely the planetary sciences
and pharmaceuticals sector. Finally, based on timvledge gained from initial
testing of the instrument, improvements to the detedesign are outlined, which
greatly enhance the combined X-ray diffraction/X-feuorescence performance of

the instrument.
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Chapter 1 : Introduction

1.1 X-ray Spectroscopy using Charge Coupled Devices

The use of the charge-coupled device (CCD) for Xsj@ectroscopy applications has
become very widespread in recent years. Althougib£@ere initially designed to
perform in the optical range, technological advanicave allowed CCDs to be used
for detecting soft X-rays in the 0.1 keV - 10 ke®nge. Combined with high
quantum efficiency (QE), low noise and high energgolution, CCDs are well
established as one of the most popular X-ray datéethnologies of the modern day.
Relatively small pixel sizes (e.g. 13 pfrhjave also enhanced the spatial resolution of
CCDs, drawing interest from the astronomy fieldfiluet al. 1991]. CCDs are also
attractive to the X-ray imaging/spectroscopy deteabarket due to their small size
(~ 400 mnj) and low power consumption (< 1 W). The advenad¥anced inverted
mode operation (AIMO) has allowed CCDs to operaita dark current values of less
than 1 é per/pixel/second (p/p/s) at ~ -20 °C [e2v techg@e 2007]. AIMO CCDs
can be cooled using thermo electric coolers (TE€&bling a new generation of
portable CCD instruments for planetary and scienéipplications. Recent years have
seen a rapid increase in the number of CCDs besagl wn planetary exploration
rovers [Bell et al. 2004] and space based telescfigrelijne 2007]. The production of
back illuminated (BI) CCDs has led to further impements in the low energy X-ray
response ranging from 0.1 — 3 keV [Castelli 199He key to using CCDs for X-ray
spectroscopy applications is collecting isolateda)}-events or events that are
contained within a single pixel. Deep depletiond3Callow an increase in isolated
events for higher X-ray energies ranging from 30-keV. The production of Bl
CCDs fabricated on high resistivity silicon (Si)shensured that CCDs are one of the

most popular detectors for X-ray spectroscopy appbns in the modern day.

The study presented in this thesis is related ¢odiésign of a CCD-based detector
system [Intisar et al. 2008]. The purpose of thecter is to simultaneously collect
X-ray diffraction (XRD) and X-ray fluorescence (XR&ata from powdered samples.
The ability of the CCD to determine the energyinfjke photons and discriminate the
spatial position of X-ray photons makes it an iddatector for XRF and XRD

respectively [Cornaby et al. 2000]. CCDs can offeatial resolutions of 6.5 pum and
energy resolutions of < 130 eV at 5898 eV. The os€CD detectors for XRD



analysis allows the entire powder diffraction pattéo be collected at once and
read-out quickly, which greatly reduces data cdilbec times in comparison to
traditional scanning point detectors. The detedasigned for this work uses 4 CCDs
tiled in a curved geometry. The CCDs are tiled gltine curvature of a 120 mm
circle, where the point of sample irradiation resargs the centre point. A reflective
XRD geometry is used with a 4° angle of incidercacdhieve a higher signal to noise
ratio (SNR) in comparison to transmission geometrigsing a large sample to
detector distance results in very high spatial ltggm (0.012°) and the use of 4
CCDs provides large angular coverage from approtaipd — 64°. Figure 1.1 depicts
the concept of the detector, from here on refetoeas the ‘CCD-Array’, intercepting
diffracted and characteristic X-rays from a powdample. The intended use of the
CCD-Array is in the planetary sciences sector wharenown rock samples can be
classified based on their mineralogical and chehtdoatent using XRD and XRF
respectively [Vaniman et al. 2000]. The CCD-Arragncalso be utilised in many

terrestrial markets for phase identification anel @nalysis of contaminants.

CCD-Array

&

Diffraction ring Characteristic X-ray

N\

(e
N

Sample holder

Figure 1.1 Detector concept — XRD/XRF data being emittedrfra powder sample
and simultaneously collected by the CCDa#r



1.2 X-ray Diffraction

X-ray diffraction (XRD) is one of the most widelysed material characterisation
methods in the world [Cullity 1978]. It is a nonstieictive technique that can reveal
the composition and crystallographic structure atural and manufactured materials.
XRD is applicable to many fields such as pharmacealst forensics, crystallography,
geology and material sciences. However, the fo€tsi®thesis is the use of XRD for
the mineralogical analysis of powdered rock sampMRD can be used for the
gualitative analysis of these minerals as well as determining the mineral

abundances of multi-phase mixtures (i.e. quantganalysis).

Almost 95% of solid matter can be classified angarystalline. Atoms inside these
crystals are arranged in a periodic structure idirBensions, located on repeating

planes. Figure 1.2 shows a cross section of aatrgdtice.

target atoms -

Figure 1.2 Geometry of Bragg’s law required for XRD

When X-rays interact with such crystals, they catihee be partly transmitted,
absorbed, scattered or diffracted. The diffractainX-rays from a crystal lattice
occurs because the distance between lattice pldnisscomparable in size to the
wavelength of X-rays (1 x ¥ m). The lattice acts as a diffraction grating withaks
located at specific angles, known as Bragg andikese Bragg angles are detected

when the following condition is met:
nA = 2dSir6), (1.1)

where/ is the wavelength of the incident X-rays ahi$ the angle of incidence of the
incoming X-ray beam with respect to the latticenglaThe condition states that the
extra distance travelled by the diffracted bear), [@ust be an integrah) multiple of

3



wavelengths A) for the beams to be in phase. Under such comditi@oherent
scattering of the beam takes place, resultingBnagg peak. XRD can be used for the
classification of rocks because ttkspacing for every sample is unique. Each sample
therefore has its own unique fingerprint. Currenttyer 600,000 (including over
10,000 minerals) diffraction patterns have beerect®#d and stored as reference
materials in the International Centre for DiffractiData (ICDD) Powder Diffraction
Files (PDFs). Diffraction data can be collected #meh compared to ICDD PDFs for
gualitative analysis, by comparing the [@ositions of the 3 largest peaks.

This thesis is concerned with the X-ray powderrdidtion (XRPD) technique. XRPD
involves grinding samples into fine grained powd@&sually less than 10 um grains)
and exposing these grains to a monochromatic bdamllonated X-rays. When the
sample has been ground to a fine powder, all plesplanes of reflection are present,
revealing all the possible diffraction peaks. Arample XRPD pattern of aragonite
(CaCQ) taken by a CCD detector is shown in figure 1l8ady displaying multiple
Bragg peaks located at variousbsitions.
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Figure 1.3 XRPD pattern of CaC{xaken with a CCD detector

This is the major advantage of using powder difican as opposed to single crystal
methods, which involves varying the angle of inaice manually for eachd2step.

The major disadvantage of XRPD, in comparison tglsi crystal methods, is peak



overlapping, which is caused from the overcrowdniigpeaks in the XRD pattern.
This can cause complications in the peak identiicaprocess and hence, qualitative

analysis.
The main features of the XRPD technique are libtddw:
= qualitative analysis - identification of mineralecks and soils,

= quantitative analysis - identification of minerdumdances in a multi-phase

sample,

= determination of the crystal structure and unit dehensions for crystalline

samples,
= determination of crystallite size from peak broadgn
= determination of crystallite shape from peak synmnetnd

» jdeally suited to applications where only small mfitees of the samples are

available for analysis (e.g. < 10 mg).

The simplicity of grinding a rock into fine grainand exposing them to a
monochromatic beam of collimated X-rays has enalledy powder diffraction to

become one of the most widespread tools for thetiftzation of rocks and minerals.
With constant improvements in X-ray detectors andlysis techniques, XRPD is

becoming more attractive to many different indestfior material characterisation.

1.3 X-ray Fluorescence

X-ray Fluorescence (XRF) is another non-destructigehnique that is used in
determining the elemental (i.e. chemical) compositof a sample. XRF is a more
versatile technique than XRD as it can be appleddlids and liquids as well as
powdered grains and has gained much interest frphications that need to identify
impurities or contaminants. Example applicationslude forensics, printed circuit

board quality control and gold karat analysis (jkevg industry).

The process of XRF is based on the photoelectiécefThe photoelectric effect takes

place when an incident X-ray photon imparts alitefenergy to an electron in the



atom of the target material [Hall 1936]. If the amsing photon has sufficient energy
to release a bound electron, a photoelectron @egjdrom the atom and a vacancy is
created. To create a vacancy, the incoming X-ratghmust have an energy greater
than the absorption edge of the given shell, alsawk as the electron binding energy

Es. The energy of the emitted photoelectErhas a magnitude given by:
E =hf - E;, (1.2)

whereh is Planck’s constant arfds the frequency of the incoming photon (Hz). For
example, the K shell binding energy of the copp€u)( atom is 8979 eV
[Fuggle & Martensson 1980], therefore any incidénty photon with an energy less
than 8979 eV, cannot produce a K sell vacancy enGb atom. Once the vacancy is
created, the atom de-excites by allowing an eladimam a higher energy shell to fill
the vacancy and release a characteristic photam.enbrgy of the photon emitted by
an atom depends on the electron energy configuratithin the atom. The energy
levels which electrons occupy within an atom caméscribed using the Bohr model.
In 1913 Niels Bohr suggested variations to thesotas$ theory of mechanics in order
to explain how radiation emitted from different m® was unique [Beiser 1995].
Similar to previous principles, Bohr's model statkat electrons rotate in a circular
orbit around the nucleus, bound by Coulomb attact{between electron and
nucleus). However, Bohr’'s model states that elestrexist on discrete energy levels
known as K, L, M and N shells. Electrons that at@tmng the nucleus do not give rise
to any radiating energy as they remain on the sameegy level. Radiation is emitted
from the atom when electrons from a higher enengyesfill vacancies in lower

energy states (e.g. L shell electron fills a K khatancy).

Electron shells are composed of subshells labelted, p, d and f. The s, p, d and f
subshells can hold 2, 6, 10 and 14 electrons r&spBc The first shell, K, contains
one subshell and can hold 2 electrong)(IEhe second shell, L, contains 2 subshells
and can hold 8 electrons {2&p°). For example, the electron configuration of the C

atom, which contains 29 electrons, can be expreased

1$ 2¢ 2p° 3¢ 3p° 3d° 4¢



The energy of characteristic photons produced bgtam depends on which one of
these shells, the electron filling the vacancy ¢rdginated from. Figure 1.4 shows the

names of different types of photons produced basditie interacting electron shells.
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Figure 1.4 Characteristic X-rays produced from differentcéden shell

interactions

The energy released by a characteristic X-ray imktp the difference between the 2
energy levels. For example, the energy of a Gu X-ray is the difference between
the K shell binding energy (8979 eV) and shell binding energy (932 eV), which
results in the emission of an 8047 eV photon [BeartB67][Krause & Oliver 1979].

The relationship between the frequency of a pdeiccharacteristic X-ray emission

f;, and the atomic numbet, can be expressed using Moseley’'s Law as [Moseley
1913, 1914]:

Jf. =c(z-a,), (1.3)

where C is a constant depending on the type of shell (KM, N) andos is the
shielding constant which also depends on the tyhell s has a value of 1 for the

K shell and a value of 7.4 for the L shell). Figdr®& shows the relationship between



the energy of characteristic X-rays and atomic nemabh ranging from 1 — 10 keV.
The work in this thesis is concerned with the celements found in rocks/minerals,
which produce characteristic X-rays with energmsid in the soft X-ray range from
0.1 — 10 keV (Z < 30). The only emissions with angasurable probability in this
range originate from K shells, namely kand KB. The separation in eV between the
Ko, and Ka, characteristic X-rays from elements in the softag-range is too small
to be distinguished by CCD detectors.
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Figure 1.5 Relationship between energy and atomic numbehafacteristic X-rays

Once a K shell electron has been filled by an edectrom a higher energy shell, 2
processes can occur. Either the de-excitation efatom causes the release of a
characteristic X-ray photon, or the energy is esditts an Auger electron. The

fluorescence yieldy;, can be approximated using the expression [Kra0g8]:

Z4
W = :

(1.4)

whereA is a constant with a value of ~°for the K shell and f¥or the L shell. The
yield of Auger electrons for a given shell is 1 oenthe fluorescence yield and is

shown in figure 1.6.
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Figure 1.6 Fractional yield of characteristic X-ray photarsl Auger electrons

At lower Z elements, K shell Auger electrons arerenpredominant than K shell
characteristic photons. By exciting atoms in pomgi@ains with high energy X-rays,
the emission of characteristic photons can be thtdny the CCD and XRF analysis
can be performed [Lumb & Holland 1998]. Figure &hows the detection of multiple

characteristic X-rays from elements in peridotidéexted with a CCD.
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Figure 1.7: XRF spectrum of peridotite powder collected vateCD



1.4 Combined XRD/XRF

In recent years there has been an increase in defoamstruments that can collect
both XRD and XRF information simultaneously, esplgiin the planetary sciences
sector [Blake et al. 1992, 2000] [Cornaby et al0ZJ0 The difficulty in spatial
calibration of XRD equipment as well as a needHgh X-ray flux and intensive
sample preparation has prevented the use of XR[pléoretary science. To date, an
XRD instrument has never been deployed for any giéag mission. However,
research into combined XRD/XRF instruments has beeespread in recent years
especially in Europe [Marinangeli et al. 2007] d@ne USA [Sarrazin et al. 2005]. The
National Aeronautics and Space Administration (NA®As announced the presence
of a combined XRD/XRF instrument called Chemin (Ss&ztion 1.6), on the 2011
Mars Science Laboratory (MSL). The European Spagen&y (ESA) has also
announced a combined XRD/XRF instrument to be wsethe 2016 ExoMars rover.
Both of these missions aim to identify the mineggl@nd chemical composition of
the Martian surface, which may indicate the preseoicpast or present life. Both
instruments will include CCD detectors, which fanthighlights the recognition of

CCDs as X-ray spectroscopy detectors.

Various in-situ XRF instruments have been succégsfieployed on Mars missions
(Viking 1 and 2, Mars Pathfinder). These instrursergvealed vast amounts of
chemical information regarding the measured samphaded by less critical

equipment geometry (compared to XRD) and lower X-e&citation flux, XRF has

always prevailed a more conducive technique for dlassification of rocks than
XRD.

XRF only reveals the chemical composition of thengle and does not yield a
definitive mineralogical solution. For example, @am carbonate (CaC{pexists in
many different forms such as aragonite, limestond ehalk. Bombarding these
samples with X-rays and measuring the energy ofacheristic X-rays would simply
reveal calcium (Ca), carbon (C) and oxygen (O)albB samples. The chemical data
provides multiple possibilities for the mineraloggd cannot definitively identify the

analysed sample.
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For this reason, combining XRD is important to iflaany uncertainties from XRF
data. Both techniques should complement each athéeir findings and reveal both
chemical and mineralogical information regarding ample under investigation.
Using the example of CaGOXRD techniques can find the position of the )&t
diffraction peaks to be that of aragonite, with tiee of the ICCD PDFs. Applying
XRF analysis would reveal the presence of Ca, CQ@ruharacteristic X-rays which
would compliment the data obtained from the XRD esbations. All future
references to CaGQefer to aragonite powder samples.

1.5 In-situ X-ray Spectroscopy on Mars

The first attempts of Mars exploration began in1Bé0’s when several USSR probes
failed to reach the red planet such as MarsiniR Bnd Sputnik 22, 24. The first
successful mission to Mars occurred on Jul{’ 1965 when NASA’s Mariner 4
returned 22 images of the Martian surface revealisginct crater formations. These
images suggested that water played a significdatincsshaping the Martian landscape
[Kargel 2004]. Since water is the key ingrediendetermining if life ever arose on
the red planet [McKay 1986], the exploration of Blars easily justified
[Harland 2005]. Applying X-ray spectroscopy on tN&artian surface is vital in
detecting the presence of rocks and minerals tbatam, or have been altered by

water.

XRF chemical data has been collected by varioutaseirlanders on Mars. XRF
instruments have been used on 2 Viking landersMhaes Pathfinder and the Mars
Exploration Rover (MER). XRD techniques have nebeen used for planetary
exploration, however an XRD instrument was propokedanalysis of the Lunar
surface [Blake 2000] in the late 1960s. Combin&RDXXRF will be attempted for
the first time in 2011 on Mars with the use of ClrerBlake et al. 1992b]. This
instrument is similar to the CCD-Array as both iostents use CCD detectors. The
next section briefly describes the XRF instrumehtt have been mentioned above,
with particular emphasis on their detector capaddi

1.5.1 Viking XRF Spectrometer

In 1976, 2 Viking landers reached Mars landing 6300 apart. Both landers
contained an XRF spectrometer (XRFS) which becah®e first instruments to

11



perform in-situ chemical analysis of the Martiarface [Clark et al. 1977]. X-ray
generation was achieved using 2 radioactiv€ Bed Cd°sources, which produced
characteristic X-rays at 5.9, 22.2 and 87.7 ke\e ke of Cf° allowed the majority
of elements to be analysed. The characteristic y&-naere detected using 4 gas
proportional counters (GPCs) with a FWHM capabildaf 1.2 keV at 5.9 keV.
Although solid-state detectors provided much higbeergy resolution, GPCs were
used because they required no cooling and couldatgeat ambient Martian

temperatures.

Due to window sensitivity and detector propertitbg low energy detection limit of
the instrument was limited to NaoKX-rays (1041 eV). Due to the poor energy
resolution of GPCs, accurate quantitative resuksewdifficult to achieve, however
computer modelling of the data suggested the mamposition of the surface
consisted of Si@(45%), FeO; (18%), AbO3 (5%), MgO (8%), CaO (5%) and S0
(8%) [Clark et al. 1982].

1.5.2 Mars Pathfinder — APXS

The Alpha Proton X-ray Spectrometer (APXS) was oh& instruments on board the
Mars Pathfinder Rover, called Sojourner, which kthdn July &, 1997. The APXS
operated in 3 modes using alpha particles, praaosX-rays to excite Martian rocks
and soils [Rieder et al. 1997]. Three solid-statedtors were used for each mode of
operation. The characteristic X-rays emitted frdm sample in XRF mode were
detected using a Si PIN detector (Amptek XR-100The detector operated at
ambient Martian temperatures, achieving a resalubd ~ 250 eV at 6403 eV
[Redus et al. 2001].

Data in XRF mode was collected at night for perioti&0 hours. Due to poor energy
resolution, many X-ray peaks overlapped such aKdaMg Ka, Al Ka and Si ki
and peak fitting algorithms were required for qutative results. The APXS sensor
analysed 6 soils and 5 rocks, however the datar@utan the alpha and proton mode
was corrupted due to high levels of £i® the Martian atmosphere. The data obtained
in XRF mode provided the most credible resultsirpgmg the Martian landscape to
be richer in Silica (Sig) than measurements made by the Viking XRFS. A sargm

of elemental abundances from 3 soils and 2 rockstaown in table 1.1
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Elements Symbol | A-2soil | A-4soil | A-5soil | "Barnicle Bill" - rock "Yogi" - rock
carbon C - - - - -
oxygen o 42.5 43.9 43.2 45 44.6
sodium Na 3.2 3.8 2.6 3.1 1.9
magnesium Mg 5.3 5.5 5.2 1.9 3.8
aluminium Al 4.2 5.5 5.4 6.6 6
silicon Si 21.6 20.2 20.5 25.7 23.8
phosphorus P - 1.5 1 0.9 0.9
sulphur S 1.7 2.5 2.2 0.9 1.7
chlorine Cl - 0.6 0.6 0.5 0.6
potassium K 0.5 0.6 0.6 1.2 0.9
calcium Ca 4.5 3.4 3.8 3.3 4.2
titanium Ti 0.6 0.7 04 0.4 0.5
chromium Cr 0.2 0.3 0.3 0.1 0
manganese Mn 0.4 0.4 0.5 0.7 0.4
iron Fe 15.2 11.2 13.6 9.9 10.7
nickel Ni - - 0.1 - -
Sum 100 100 100 100 100

Table 1.1 Preliminary results of elemental abundances i3 and 2 rocks
measured by the Pathfinder APXS on Mars

1.5.3 MER - APXS

In 2004, 2 rovers named Spirit and Opportunity sgstully landed on Mars. Since a
proton mode was not included in the new APXS senbkersensor was known as the
Alpha Particle X-ray Spectrometer [Rieder et al0Z0 The major improvement in
the sensor was the detector, which was now a 8id#iector [Lechner et al. 2004].
This detector achieved a 160 eV FWHM at 5898 eVjciwhwvas a significant
improvement on the pathfinder APXS. Due to thisréased resolution, elements
between 1 — 2 keV were uniquely identified withthe need for complex peak fitting
algorithms. X-ray excitation was provided usingadioactive Cri** source and data
was collected for periods of 2 — 4 hours in the fidarnight. The Si drift detector has

provided the highest energy resolution of any XREedtor on Mars to date.

1.6 Chemin

Chemin is named after its ability to collect bottemical (“chem”) and mineralogical
(“min”) information from powder samples simultanstu Chemin is a miniaturised
XRD/XRF instrument [Bish et al. 1998, 2007], whialil be part of NASA’'s MSL,

planned for launch in 2011. During MSL’s 1 Martigear lifetime (687 Earth days),
Chemin will analyse up to 74 samples, with datéectibn times of up to 10 hours for
each sample. Data will be transferred back tohEé&ot further processing and

analysis.
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The purpose of the CCD-Array built for this theaisd the Chemin instrument are
identical. The aim of both instruments is to sirao#ously collect both XRD and
XRF information from powder samples using CCDs. ©higinal Chemin geometry

was in reflective mode, which was more suited toPXdalysis. However, Chemin
now employs the transmission geometry, which is cwtducive to XRF analysis

since the incident beam is highly absorbed at theator side of the sample and
therefore, the flux of characteristic X-rays proddmon the detector side is very low.
XRF analysis with the Chemin instrument is now perfed on a ‘best efforts’ basis.

Figure 1.8 shows the geometry of the Chemin instmm

pinhole
collimator

X-ray beam

Sample
holder

CCD

Figure 1.8 Transmission geometry of the Chemin instrumengt(je courtesy of
NASA)

The X-ray source is Oxford Instruments Apof&emicro-focus tube with a
Cobalt (Co) anode and 50 um spot size. As showiigume 1.8, a 30 um spot of the
sample is irradiated using a pinhole to improvertsolution of the diffracted beams.
The X-rays produced by the source are characteri€to Ko (6903 eV),
Co KB (7649 eV) and continuous X-rays with a maximumrgypalependant on the
applied voltage (usually operated at 40 kV resgltim 40 keV photons). The CCD
used is e2v technologies CCD224, which is a deg@tetien, frame transfer device
with a 600 x 582 imaging area and (40 fipixels. This device produces a 50 um
depletion depth which increases the amount of iedlavents detected by the CCD in
comparison to a standard device. The use of lqigets also increases the detection
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of isolated events as fewer X-ray ionise in betwpeiel boundaries resulting in split
events. To eliminate dark current the CCD is codietiveen -60 °C and -100 °C
using a cryocooler. The top electrode structur¢hefdevice has also been thinned
over portions of the pixel area, to increase the &Hower X-ray energies. To
increase the detectors opacity to light, a 0.15 Ainfilm supported by a 0.2 pm
polyimide film is placed in front of the CCD.

Samples are delivered to the Chemin instrument fterSample Acquisition/Sample
Handling and Processing (SA/SPaH) system, througimael. Powder samples are
placed in a sample wheel which contains 27 reusabl&s’, and 5 cells pre loaded
with standard reference materials (SRMs) for catibn. The funnel contains a 1 mm
mesh, although powder grains will be pre sorted &0 um by the SP/SPAH, prior
to entering the Chemin funnel. If grains with améter between 1 mm and 150 pm
pass through the funnel, they will remain in the@erpreservoir section of the sample
cell until the cell is rotated 180° clockwise, whehe sample will be dumped into the
sump. The funnel receives 65 mof sample, 10 mrhof which is required to fill the
sample cell. Each sample cell is a circular disthvan 8 mm diameter and 175 um
thickness. During the filling of the sample celiéezoelectric actuators are used to
ensure the sample cell is tightly filled with graiand during emptying of the sample
cells, the actuators ensure any grains stuck topamtyof the cell are removed. The
piezoelectric actuators are also used during aisalys/ibrate the sample and increase
the random orientation of powder grains. The siolethe sample cells (where the
incident beam enters and diffracted X-rays depaotjtain either 6 pum of Mylar or
Kapton to hold the samples in place. Mylar contamsvery low diffraction
background in comparison to Kapton, which contaimsffraction peak at 6° — 7°62
This can be problematic when analysing clay miseralhich contains low angle
peaks in this range. Kapton is however more durtiida Mylar, which is important
when analysing acidic samples, therefore 14 samglls are equipped with Mylar
windows, and 13 cells contains Kapton. Once thepsanrhas been loaded, the
incident X-ray beam irradiates the centre of thear@ disc. Once all exposures have
been collected, data is transmitted back to Earthance a satisfactory analysis has

taken place, the sample wheel is rotated 180° lamdnalysed sample is dumped.
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By applying the single photon counting technigudee Chemin CCD detector can
distinguish the energy of incident X-rays (energgalution of 240 eV at 6.4 keV) as
well as determine the spatial position of diffracbe-rays (40 um spatial resolution).
This technique requires an exposure time which dotsallow the CCD to become
saturated with charge, and thereby prevent > 1qgohbking detected by a single
pixel. By determining the position of all isolatéfib Ka X-rays detected in all
exposures, a 2-dimensional diffraction pattern bargenerated, as shown in figure
1.9. This image is a 600 x 582 array, where eaxél gontains a numbe, which
represents the number of diffracted photons cateat that pixel over all exposures.
Figure 1.9 shows the XRD pattern of non-purifieldesi behenate collected by the

Chemin instrument.

Figure 1.9 XRPD pattern of non-purified silver behenate ectéd by the Chemin

instrument (image courtesy of NASA)

Once the 2-dimensional image has been generatedliffraction rings are radially

integrated to produce thef?2vs. intensity diffractogram. Both qualitative and
quantitative analysis can then be performed. A be#op is used to prevent the
incident beam from being detected by the CCD.dtation is at the bottom centre of

the CCD and can be seen in figure 1.9.
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By accumulating all isolated events collected ih etposures, a histogram is
generated which contains the elemental/chemicarnmdition. Due to the 6 pm
sample cell window and Al film covering the detectihie low energy detection limit
are elements with an atomic number > 11 (> Na(k041 eV)). The higher energy
detection limit is dependant on the operating \gd@taf the 40 kV X-ray source,
however even when operated at 10 kV, all elementtsaK shell emission in the soft
X-ray range can be detected. A summary of the Chémstruments specifications are
given in table 1.2.

Parameter Information
X-ray source Microfocus source, Co anode
Sample irradiation spot size 30 um
XRD/XRF geometry Transmission
20 angular range 5 - 55°
20 FWHM resolution 0.26°
Spatial resolution 40 um
CCD CCD224
CCD Format Fl, deep depletion, frame transfer
CCD Operating temperature (- 60 °C) - (- 100 °C)
CCD imaging area 600 x 582 pixels
XRF energy resolution (at 6.4 keV) 240 eV FWHM
CCD energy range 1-15keV
Single exposure times 5-30s
Typical number of exposures 60 - 10,000
Typical data collection time 10 hours

Table 1.2 Summary of Chemin specifications

Chemin will be the first in-situ X-ray diffractomest ever used for planetary
exploration and will attempt to unequivocally detere the Martian mineralogy. The
Chemin instrument was successfully tested in BaemsatFlat, Death Valley,
California in May 2004 [Sarrazin et al. 2005].

1.7 Terra

Terra is a commercial model of the Chemin instrutnéesigned by inXitu. Terra is

the first portable XRD/XRF analyser, which can lsedi for in-situ analysis on the
field. The entire assembly including battery, X-sgurce, sample holder and CCD
detector is held within a briefcase weighing ldsant 15 kg. The geometry of the
Terra instrument is similar to the Chemin flight eie§ however samples are loaded

manually into a removable sample holder. Samplegayend to < 150 um grains and
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then loaded into the single sample cell, whichisated during data collection using
piezoelectric actuators to vary orientations oftipees within the incident X-ray

beam. The sample holder is then refitted into tis&rument and locked in place.

The Co X-ray source is operated at 30 kV, 300 ud alows the detection of

characteristic X-rays from Ca (Z = 20) to Uraniufn=92). The low energy detection
limit of the instrument is currently not optimisfdhipera et al. 2009], since some of
the key elements found in rocks ranging from 1ke¥ are too highly absorbed to be
detected. The background spectrum also contaimacieaistic X-ray peaks from Cu,

Fe and Zn due to the components within the instnime&hich must be subtracted
from the XRF spectrum. The device can be power@ijumn AC adapter, or can be
operated for ~ 4 hours with the use of 4 Lithium-ibatteries that are contained
within the 15 kg instrument. The data collectiongass is initiated through the digital
display, which can be accessed wirelessly using8@&2yl1lb compliant device. Some

of the key properties of the Terra device aredistetable 1.3.

Parameter Information
Wieght 14.5 kg, with 4 batteries
Size 48.5cm x 39.2cm x 19.2 cm
XRD FWHM resolution 0.26°
XRD angular range 5-55°20

Detector

Peltier cooled CCD

Detector image area

1024 x 256 pixels

XRF energy resolution

230 eV at 5898 eV

XRF energy range 3 -25keV
Sample grain size 150 ym grains
Sample quantity <15 mg
X-ray target material Cobalt

X-ray tube voltage 30 kV

X-ray tube power 10 W

Battery lifetime ~ 4 hours
Power consumption 85-90 W

Data storage

40 Gb internal hard drive

Wireless connectivity

802.11 b

Operating temperature

(-20° C) - (+35° C)

Enclosure

Rugged case

Table 1.3 Summary of Terra instrument specifications

Terra is geared towards applications that require site analysis, such as

pharmaceuticals, forensics, archaeology, geology araterial sciences. Data is
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collected in a similar manner to the Chemin flighbdel and qualitative XRD
analysis can be performed in seconds [Chipera. @080]. Quantitative analysis can
be performed on theds. intensity pattern after data collection ugimmggrams such
as GSAS [Larson & Von Dreele 1994].

1.8 Research Goals

The main aim of the project was to design and agvel novel CCD array detector,
capable of simultaneously collecting combined XRRFEXdata from powder samples.
A test facility was designed for initial testing tie portable detector. Particular
emphasis was based on optimising the geometry fGEDs in relation to the
sample, which determined the resolution and angalage achieved by the detector
for XRD applications. Based on the lessons leafr@d testing the CCD-Array in a
laboratory environment, recommendations for"ag&neration CCD-Array would be

suggested.

The second goal of the project was based on clegisation and testing. Accurate
gualitative analysis required spatial calibratioh tbe CCD-Array and intensity
calibration of the CCDs was required for accuratergitative analysis. Thermal
characterisation of the detector was also requoetetermine the TECs performance
in cooling the CCDs. The operational performancettd CCD30-11 was also
investigated which included characterisation of therk current, readout noise,
energy/angular resolution, depletion depth and &fopmance. The temperature and
power requirements of the CCD-Array to perform cored XRD/XRF analysis were

also investigated.

The final aim of the project was to determine th#ity of the CCD-Array to meet the
science requirements of different applications, elgnm the planetary sciences and
pharmaceuticals sector. The use of the CCD-Arraguich applications is discussed

and optimisation of the geometry is suggested.

The work carried out for this thesis was fundedab@o-operative Award in Science
and Engineering (CASE) studentship from the Engingeand Physical Sciences
Research Council (EPSRC) in collaboration with ehnologies (formerly Marconi,
formerly EEV) of Chelmsford, Essex, UK.
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1.9 Thesis Organisation

This thesis is organised into 6 further chaptersagfer 2 discusses the geometry
options available for XRD analysis, namely the paefdeam and Bragg-Brentano
geometry. The options are compared in terms oflugea and flux and the

geometries most suited to portability and testirggautlined.

Chapter 3 describes the structure and operatio@@Ds and the different noise
sources that limit their performance for X-ray dpescopy applications. The ability
of the CCD to detect X-rays in the soft X-ray ramgelso discussed, which includes
features such as energy resolution, charge traesfierency, charge diffusion and
QE. Chapter 3 also presents theory governing thdyation of X-rays. A model of a
typical X-ray spectrum is generated using relevhebry and compared to actual
spectra collected with the Bede micro-source. #hewn the X-ray spectra produced
from the source without X-ray optics, resembleslachkbody curve with intense
Cu Ka and Cu K characteristic X-rays. The advantages of usingyXpolycapillary

optics for XRPD applications are highlighted. THexf produced by the Bede
micro-source with respect to tube voltage and adris also calibrated, and the

background spectra produced in XRD and XRF patt@rapresented.

Chapter 4 discusses the design of the CCD-Array tast facility. Each of the
individual components of the detector are describedtluding the on-board
headboard electronics and X-ray window. A thermatg is also presented, which
calculates the different heat loads (passive/activithin the CCD-Array during
cooling and confirms these calculations throughrtiz¢ measurements. The ability of
the test facility to absorb and dissipate heatgsircirculating coolant is discussed.
The designed geometry of the CCD-Array is preseateticonfirmed with the use of
SRMs. The main components of the test facility aegiewed with particular

emphasis on the collimation and monochromationgsec

Chapter 5 describes the data collection, analysid modelling of combined
XRD/XRF data using CCDs. Since XRD analysis usit@gpGdetectors is a relatively
new technique, the majority of this chapter focuses XRD. Since the key to
collecting XRD/XRF data is detecting isolated X-meents, the initial section of this
chapter confirms the depletion depth of the CCD30dévices using X-ray spread
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event analysis and comparative measurements witlsegeof known resistivity. The
data collection process is investigated and metlwddsducing XRD noise in CCD
images are presented. The advantages and disagesntaf different CCD
architectures for XRD analysis are also discus3ée. final section presents results
from a novel modelling program, designed to sineuldte collection of XRPD data
using CCDs. The results are shown to be in verydgagreement with the
experimental data. The model allows users to plaitze optimised CCD integration
times, calculate total diffracted events, deternginxel event statistics and understand

the effect of CCD binning during data collection.

Chapter 6 is concerned with the operational perémre of the CCD-Array. Problems
that may be encountered by a portable instrumentliacussed, which include sample
preparation issues, power consumption and the C@#dating temperature required
to perform combined XRD/XRF analysis. The appliwatof the CCD-Array in the

planetary sciences sector and the pharmaceutiahistry is also discussed.

Chapter 7 outlines the main conclusions of thisithand describes possible future

work.

A table containing information about the test samaphentioned in this thesis can be

found in Appendix A.

1.10 Publications

The following publications feature work presentedhis thesis:

Intisar, A., Hutchinson, I., Holland, A., Simpsdn,J., Pool, P., 2008. Development
of a CCD-Array detector for combined XRD/XRF applions. Proc. SPIE, Vol.
7021.
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Chapter 2 : XRD Geometry Design

This chapter presents the different geometriedablaifor the CCD-Array to perform

XRD analysis. The advantages and disadvantageteodifferent geometries are
presented and the optimum arrangement for testie@CD-Array is determined. For
a portable instrument, the main factor dictating type of XRD geometry used is the
X-ray source. Traditionally, radioactive sourcesvénabeen utilised by portable
spectrometers, due to their small size, low maskthae fact that they can operate
without any power consumption or external electsniThe fluorescence yield of
elements from 1 — 10 keV ranges from approxima@®@1 - 0.54 [Krause 1979],

which is a reasonably efficient process. HoweveRDXefficiencies range from

10° - 10°. XRD experiments therefore require a higher flixinzident X-rays to

achieve a similar throughput to XRF experiments. thes reason, research into low
power X-ray tubes for in-situ combined XRD/XRF arsa¢ has been widespread in
recent years [Cornaby 2002], however, this requineseased instrument volume,
mass and power consumption. Divergent X-rays predudmm a radioactive source
or miniature X-ray tube can be used to provide @gery known as Bragg-Brentano
(BB). If a miniature X-ray tube with special X-ragptics is used (usually a
polycapillary collimating optic for XRD applicatig, then an alternative geometry
known as parallel beam (PB) can be used. Both woptiare considered and a

comparison in terms of flux and resolution is presd.
2.1 XRD Geometries

2.1.1 Bragg-Brentano

The most popular arrangement used in the majofitalmoratory diffractometers is
the reflective BB geometry and is shown in figurd.2in BB geometry, X-rays
diverge from the source, irradiate the sample aadldfracted back onto the focusing
circle, with a radius denoted b In traditional BB diffractometers, the X-ray
source and point detector are moved along the maagsdrcle and as the angle of
incidence of the X-ray sourc@n., increases at a given step size (e.g. 0.02°), the
resulting diffraction peak at an angle(in relation to the sample holder and ia
relation to the incident beam axis), is capturedtbg detector. The resolution

achieved in this geometry is determined by the siteéhe receiving slits at the
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detector. This geometry requires very precise antelated movement of the X-ray
source and detector along the measuring circlis. therefore critical that the X-ray
source to sample distan&g, and the sample to detector distaigg are identical.

The sample must also be aligned exactly along timeature of the focusing circle,
which requires high precision alignment to preveainmon sample related errors

such as flat specimen and sample displacement error
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el de
e Ve tecty, ~—_

\/\_(a\JSO\)/' W \\
\

«—921n0s Ael-x
<— J0309)ap uiod

%_9‘» L irr T

measuring circle

Figure 2.1 Traditional BB reflective geometrR{s = Ry

For a portable instrument, precise movement ofxttray source and detector along
the measuring circle is very difficult to implemearid requires extra components and
complexity. For portability, the X-ray source anetettor positions are fixed and the
diffracted X-rays are detected either along theu$org circle or on the measuring

circle, without any variation ifl.

Due to difficulties in placing CCDs along the fomgscircle (for reasons discussed in
Section 2.3), arranging the CCDs along the meaguircle is most suited to a
portable instrument. As shown in figure 2.4, theognetry results in a decrease in
resolution of the diffracted X-ray peaks, since Xamys are no longer detected on the
focusing circle. Since the X-rays are detected yaaay of CCDs, receiving slits
cannot be used to limit the size of the diffracteehms. Although this geometry

results in decreased resolution, a major advantatetRssis not required to be the

23



same a$yg Which results in less alignment errors and easierple preparation. Data
collection times are also greatly reduced sinceetiitede XRD pattern is collected at
once using an area detector as opposed to a sggomiim detector. The 3 variations
to the BB geometry are from this point forward redd to in the format listed in table
2.1.

Geometry Alignment Detector location Oinc
BB; Res # Ry Focusing circle Fixed
BB, Rss # Rgy Measuring circle Fixed
BB, Rss = Rgg Measuring circle Varied

Table 2.1 Summary of BB geometries and labelling format

The use of the BBgeometry is most suited to portability, howeverplacations of
the BB, geometry are discussed in Section 2.3. The mgjooit laboratory
diffractometers use the BBEarrangement and achieve the highest resoluticheo3

geometries but require increased size, precisidrsample alignment.

The divergence of the incident X-rays and the lengjt sample irradiated_(;) are
limited using a collimator. Assuming a collimatdrlengthL., is placed between an
X-ray source producing divergent X-rays and a sampith a pinhole siz®,y, the

angular divergencesg, can be calculated using the expression:

Qg = 2% tan‘l(m} (2.1)

coll

For example, a collimator of ~ 60 mm length, withG pm pinhole, will reduce the
divergence of X-rays to < 0.1° (1.7 mrad). Figur2 8ows the sample irradiation
process in the reflective XRD geometry, which canused to calculate the sample
irradiation length in both BBand PB geometries. The only difference between the
two geometries iagi, the angular divergence of the incident beam, Wwiseggin the
BB, geometry (depends on equation 2.1) apd in the parallel beam geometry
(usually ~ 0.2° at 8 keV). By increasirigon, age can be reduced to the desired
divergence, whereagg remains fixed by the critical angle of the incidéttrays.
This usually means that more sample is irradiate®B geometry sincepg > ogg.
However, if the pinhole to sample distancg, is small (< 5 mm), ther;, is
approximately equal in both BEBind PB geometry.
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Figure 2.2 Geometry of sample irradiation process in relecXRD geometry

In figure 2.2,Lir» can be calculated using the expression:

P b
= 2.
irr 2 Sin(einc) Z)
andLss can be calculated as:
P
L.= ___ob , 2.
=~ 2tn(g,) 9
andLg,4 can be expressed as:
Ls4 = (Lps + LSS)X Sin(a'div) . (24)

The sample irradiated to the right of the sampléred. 3, can then be calculated as:

LS4

T 2.5
" Sir](Hinc - adiv) ( )

Since the sample area located to the right of #meptée holder centre is further away
from the pinhole than the sample area at the lgft, will be much greater thalg,

especially at low angles of incidence.
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SinceLg;is approximately equal lo,andLss, Lss can be expressed as:
L = (L, —2Ly) xsin(ay, ), (2.6)

andL;,; can then be calculated as:

L
L .= 5 2.
irr 1 Sin(einc) K)
Finally, the overall sample irradiation length dendetermined as:
Lirr = Lirrl + Lirr 2 + Lirr3 ' (28)

For high resolution applicationBgy is minimised to reduck;,, however this reduces
the flux incident on the sample and results in eased data collection times.
Assuming Pop, iIs minimised to increase resolution, the main dadictating the
resolution of the diffracted beam éig.. Figure 2.3 shows the variation in the overall
sample irradiation length;,, with increasing angles of incidence. To minimise,
the pinhole should be placed as close as possilileetsample holder. Figure 2.3 also

shows the increase I, whenLpsis increased by 10 mm.

—+= Lps=5 mm, P, =50 pm
Lps= 15 mm, Py =50 pm

—— Lps=5mm, P,,=100 pm
Lps=5 mm, P,= 150 pm

Sample irradiation length (mm)

1 2 3 4 5 6 7 8 9 10
Angle of incidence (degrees)

Figure 2.3 Variation inLj; with increasininc
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Figure 2.3 emphasises the trade-off between lowleangverage and. in the
reflective geometry. A8icis reducedL, increases, thereby increasing the size of the
diffracted X-ray beams. Figure 2.4 shows the vemmin resolution achieved in BB

geometry on different measuring circles.

Figure 2.4 Resolution achieved with increasiRgyin BB, geometry Rss# Rsq)
The key features of the BBeometry can be summarised as follows:
* Rss# Rgqtherefore sample alignment is much easier,

» a decrease iflinc and increase iRop, Lps OF agg, results in an increase ;.
An increase iy will increase the size of the diffracted beams #reteby

reduce the resolutiofgzg, and

» increasingRsg Will improve the resolution achieved across théed®r (the
measuring circleRsq 3" in figure 2.4 provides the best resolutioRgg 3’), but
will subsequently degrade the low angle detectimit (finc 3 > Oinc 2 > Ginc 1),
The resolution in BBgeometry is therefore limited by the angle of ircide.
The angle of incidence should always be equal ¢chtllf the angle of lowest

required 2 peak.
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Figure 2.5 summarises the resolution achieved (FWIdN a 120 mm measuring
circle for different angles of incidence in the Bigeometry. These resolutions do not

include any broadening effects from the sample.
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Figure 2.5 Resolution achieved in BRjeometry on a 120 mm measuring circle with

varyin@inc. Pop = 100 um

2.1.2 Parallel Beam

An alternative geometry to BRan be achieved with the use of X-ray pollycapyila
collimating optics, known as parallel beam (PB) metry. For example, if a
polycapillary collimating optic was fitted to a nmture X-ray tube, the divergent
X-rays could be collected over a large solid arghel focused to produce a low
divergent beam of quasi-parallel X-rays. This worddult in a very large intensity
gain and reduce data collection times. Since thay<beam is self-focused, there are
no focusing circles in this geometry, therefBxeis not required to be the sameRag
which results in less precise sample alignment irements. This eliminates the
common sample transparency and flat specimen esamsed in BBgeometry. In PB
geometry, the angle of incidence is fixed and tD€ are aligned on the measuring
circle, so that they are orthogonal to the diffeaictbbeams. Figure 2.6 shows the

arrangement of the PB geometry.
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Figure 2.6 Parallel beam geometriRé# Rsq)

The geometry of the diffracted beam is shown inrieg2.7.
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Similar to BB geometry, the resolution in PB geometry is disectdlated toLi;
(Lirr is related tadinc andPyp). The length of sample irradiated in PB geomety be
calculated using equation 2.8.

Reg1is related tdj; and the diffraction anglé through the expression:
Reg, = L, xcog90-6). (2.9)

X-rays diffracted from the right of the sample relaentre (as shown in figure 2.7)
travel a shorter path to reach the measuring circmparison to X-rays diffracted

from the left , therefor&eg, > Rpgs L1 can be calculated using the expression:

L, sin(90- 8
Ly = S'ng ) (2.10)

andRpg3 can then be calculated using the expression:
Regs = tan(ae ) (R — Luy). (2.11)
andL, can be evaluated as:
L, =sin(90-6)xL,, , (2.12)
andReg2 can then be calculated using the expression:
Re, = tan(apg )% (Ry — Ly )- (2.13)
Finally, the overall resolution of the diffracteddmReg, can be expressed as:
Res = Reg; + Regs + Regs- (2.14)

The typical FWHM divergence of X-rays from a polgdkary optic is ~ 3.5 mrad
(~0.2°) at Cu I§ (8047 eV).

Figure 2.8 summarises the FWHM resolution achiewedPB geometry with
increasingP,,. These resolutions do not include any broadeniffigcts from the

sample.

30



0.65

I I
—— Pgp=50pm
—+ Py, =100 pm : : :
06+ Py, = 150 um ; : § 7

055 b ooeobom oo e v e O ................... _

=]
o
I
i

0.45

FWHM resolution (degrees)
[o]
I

0.35
0.3
0.25
0.2 [
01 5 | | I I | | I |
10 20 30 40 50 60 70 80 90
2 Theta

Figure 2.8 Variation in resolution with increasing,, in PB geometryopg = 0.2°,
Oinc = 4° andRsqg = 120 mm

The key features of the PB geometry can be sumeathas follows:
» Rss# Ryqtherefore sample alignment is much easier,

» by using X-ray polycapillary collimating optics, aghly divergent beam of
X-rays can be focused into a quasi-parallel beame K-rays are termed
‘gquasi-parallel’ since the emission angle of X-raysiot perfectly parallel to
the optic, but at very small angles (2 — 3.5 mrauat)}l results in an increased

gain in intensity of the diffracted X-rays, and

» a decrease i, results in an increase i,. Rpg is proportional toLi.,
therefore for low angle coverage, the resolutionieed across the detector
decreases, as shown in figure 2.9. Larger bears gizeease the incident flux
irradiating the sample, but cause an increadgyinand hence, a reduction in

resolution.

Figure 2.9 shows the trade-off between low angleage and resolution in the

PB geometry, with a beam diameter of 50 um.
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Figure 2.9 Variation in resolution with increasing angleiotidence in PB geometry

2.2 Portable X-ray sources

As previously mentioned, the main factor dictatihg XRD geometry for a portable
instrument is the X-ray source. Three main soucagsbe considered, which consist
of a radioactive source, a miniature source prodpadivergent X-rays and a
miniature source with X-ray optics producing cobited focused X-rays. Ideally, a
miniature X-ray tube would be utilised on a poréahliffractometer. This would
produce higher flux than a radioactive source anddcalso be used with or without
X-ray optics to provide PB or BBgeometry respectively, dependant on the
application requirements. However, volume, masspawader consumption are crucial
considerations for a portable instrument. Radivactources are small, lightweight
and consume no power, but produce low flux for X&iplications resulting in longer
data collection times. A flux comparison is madésMeen the 3 sources by estimating

the flux in a 100 um diameter spot, 40 mm fromXh&y source output.

2.2.1 Radioactive Source

Fe>® radioactive sources can produce 3.7 %Hdkquerels (Bq) of radioactivity at full

life. These sources have a half life (the timeratftkich the flux is reduced to half of
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the original flux) of 2.7 years. Radioactive sowrege usually replaced between their
2" and 3 half life, which means & sources can be used for 5 - 6 years. One Bq
represents a single spontaneous nuclear disiniegrater second. For an Pe
radioactive source, 0.28 photons are emitted [@nel&k Markowicz 2001] per
disintegration, resulting in a total flux of ~ 1 0’ photons/s. Two characteristic
manganese (Mn) K shell emissions are produced @aattegration, namely Mn K
(5898 eV) and Mn K (6490 eV), which have an intensity ratio of 1:0r&gpectively
[Krause 1979]. Assuming this flux is isotropic aedhitted in a sphere, the flux

produced with respect #sis shown in figure 2.10.
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Figure 2.1Q Reduction in flux from a radioactive source ihGD pm spot with
increasing X-ray source to sample distanc

2.2.2 Miniature X-ray Tubes

In recent years, miniature X-ray tubes (producedcbynpanies such as Oxford
Instrument, Moxtek and Amptek) have slowly replacediioactive sources on
portable XRF instrument to reduce data collectiores. The flux produced by these
types of X-ray tubes is now calculated by consimgrithe ‘Mini-X' source

manufactured by Amptek. The source produces 1%c@0nts/s in a 1 mm diameter

spot, 40 cm from the X-ray output [Amptek 2008].eTMini-X operates at a
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maximum of 40 kV, 100 pA and emits X-rays in a 120Qftput cone. The flux is
reasonably isotropic across the output cone argfle®0° and -20° [Amptek 2008].
At a distance of 40 cm, the 120° output cone hasameter of 138 cm. The flux
contained within = 20° is isotropic and at a dis&f 40 cm, this covers ~ 30 mm.
The flux within a 100 um spot can therefore be waked as ~ 10% of the flux
contained within the 1 mm spot. The X-ray spectatrd0 kV, 100 pA, contains 3
tungsten characteristic X-ray lines (WiL(8397 eV), W 131 (9672 eV) and W 15
(11,285 eV))and continuous X-rays up to 40 kV, as shown inireg2.11. The flux
includes absorption by a 500 um Be window and 40 afnair. The unfiltered
spectrum would greatly reduce data collection tifieesXRF analysis, however, it is
not ideal for XRD analysis since a monochromatiecsum is required. This can be
achieved by using a 25 pm Cu filter, which contaansabsorption edge (8979 eV)
between the W & and W LB/W Ly X-ray lines. This isolates the WalX-rays and
produces a more monochromatic X-ray spectrum forDX&halysis, but greatly

reduces the flux of the Wolline, as shown in figure 2.11.
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Figure 2.11 Approximate spectrum produced by Mini-X at 40 KNDO pA (through
a 100 pm diameter spot)
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A summary of the estimated flux produced by theiMins outlined in table 2.2.

Total Flux | WL a; WLB,; WLy,
Unfiltered (40 mm air, 500 um Be) 136 x10° | 1.4x10* | 1.24x10" | 58x10°
Filtered (40 mm air, 500 ym Be, 25 ym Cu) | 3.9x10* | 7.1x10° 53 154

Table 2.2 Estimated flux produced by the Mini-X portablery source at 40 kV,
100 pA, at a distance of 40 mm in a 100 pot &ll fluxes in counts/s)

Currently, no portable X-ray tubes containing palytiary collimating optics are

commercially available. Estimating the flux thatwa be contained within a 100 pm
spot, 40 mm from the X-ray source, is therefordiaift to estimate. However, if

coupled to the Mini-X tube, the divergent X-raysiltbbe collected over a large solid
angle and transformed into a low divergent beamfamfused X-rays, thereby
increasing the flux of incident X-rays. It is estited that the flux produced within the
100 pum spot would be at least 1 order of magnitadger than flux produced by the
Mini-X divergent source, although increased gairfs100 have been reported
[Yiming & Gibson 2002]. Another advantage of polgdkary optics (see Section

3.15) is the ability to reduce high energy contumsiX-rays [McDonald 1996]. If an

optic was coupled to the Mini-X source and a 25 @unfilter was used to eliminate
the unwanted characteristic X-rays, the spectruotyred would be almost entirely
monochromatic (W &;). Table 2.3 summarises the estimated flux prodigethe 3

X-ray sources.

Total flux Main characteristic line flux
Radioactive Fe> source 1.4 x 10° 1.18 x 10°
Portable X-ray source (unfiltered) 1.36 x 10° 1.4 x 10°
Portable X-ray source (filtered) 3.9x 10" 7.1x10°
Portable source with X-ray optic (filtered) 9 x 10° 7.1 x 10"

Table 2.3 Summary of flux produced by a radioactiveF&ource, a portable X-ray
tube producing divergent X-rays (Mini-X) aagbortable tube coupled
with an X-ray polycapillary collimating opti Flux values represent the

counts/s contained within a 100 um spoty® from the sample
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The data collection times of the 3 sources canoepared as follows. The number of
diffracted photons incident on the detector duriegch exposuréNgs, has a

Poissonian distribution with an erry;, given by the expression:

E, = \ N g - 12)

In order to reduce the error to 1%, at a 68% cemixe level, 1 x 10diffracted
photons must be collected. If the sample has dniefty of 0.001 (every 1 x $0
incident photons produces 1 diffracted photon),dat collection times required by
the 3 portable X-ray sources to reduce the Poiasogirors on the X-ray peak to 1%,

can be summarised as shown in table 2.4.

Incident flux N gits E. Exposure required
Radioactive Fe® source 1.18 x 10° 1.2 1.10 | 8,333 (2 hrs,18 min)
Portable X-ray source (filtered) 7.1.x 10° 7.1 2.66 1,851 (30 min)
Portable source with X-ray optic (filtered) 7.1 x10° 71 8.43 185 (3 min)

Table 2.4 Summary of the data collection times requiredh®y/3 portable sources to

achieve a counting error of 1% (all fluxesounts/s)

The major advantage of the X-ray polycapillary opsi evident from table 2.4, as an
intensity error of 1% can be achieved in less tBaninutes. The PB configuration is
ideal for ‘quick’ analysis, as qualitative resultan be achieved in minutes. For
portability with power and instrument volume resions, the radioactive source is

ideal, however much longer exposures times arenejto reduce intensity errors.

2.3 Optimised Geometry

The optimum geometry for XRD analysis is entiregpdndant on the application.
Both BB and PB geometries have advantages and vdistaes based on the
requirements of the analysis. This section compidueslifferent geometries discussed
in this chapter in relation to resolution, flux aakgular range, and determines which

geometry is more suited to portability and whickusted to testing.

For optimum resolution, the CCDs should be pladedgathe focusing circle in the
BB: geometry to detect the focused X-rays, but thiesricted by two main issues.
Since R >> Rsq, an impractical number of CCDs are required toecoa similar
angular range to the BRjyeometry. Figure 2.12 shows the number of 26 elpi
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required to cover an angular range from 5 — 65fh warying angles of incidence, for

a measuring circle radius of 50 mm and 120 mm.

—= R, =50mm
-5 Rgg = 120 mm

14
12

. ~50 CCD 30-11s

Number of 26 pm pixels
Co

. ~20.CCD 30115

eJHC (0)

Figure 2.12 Number of (26 pnf)CCD pixels required to cover an angular range
from 5 - 65°2in BB, geometry

As shown in figure 2.12, wheR,yis 120 mm, ~ 50 CCD30-11s are required to cover
an angular range from 5 — 65° on the focusing €jralhereas only 4 CCDs would be
required on a 120 mm measuring circle. Even wheligieg Rsg to 50 mm, ~ 20
CCDs are required, however, the Bieometry can be used for certain applications.
For example, an application may require a angu&er@ge ranging from 12 — 68°
but need the best possible resolution between 22 -The designed geometry has no
size restrictions. Figure 2.13 shows a possiblatswn using the both BBand BB

geometries.

By placing two CCDs in BB geometry between 12 - 20°, higher resolution is
achieved in comparison to placing the CCDs on theasuring circle. Since the
resolution requirements are less crucial from B8 the CCDs can be placed in BB

geometry to reduce the volume of the detector.nbitg corrections would be
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required with the CCDs in BBgeometry, since the sample to detector distance is
larger. This geometry requires an additional 56 nemgth in comparison to a
geometry in which all the CCDs are located on tleasaring circle, and also requires
an additional CCD.

176 mm

measuring circle
|
|
-1

focusing circle

113

Y

sample holder

Figure 2.13 Ideal geometry to provide angular coverage fidn- 68°60, with the
highest possible resolution between P®% using both BBand
BB geometries. CCD length is 26.6 mm (CCD30-11)

Another problem in BBgeometry is shown in figure 2.14. In BBeometry, the
imaging areas of the CCDs are almost entirely gaihal to the diffracted X-rays. In
BB: geometry, diffracted X-rays are detected by thdd€@t very sharp angles. This
is particularly true at low 2 angles, as shown in figure 2.14. For example, idens
two peaks of identical intensities, one locatethatcentre of CCD 1 and the other at
the centre of CCD 3. Assume the depletion deptthefdevicess, is 12 pm. If 100
Cu Ka X-rays (~ 8 keV) are detected orthogonally to@@Ds, ~ 16 will be absorbed

in the CCD’s depletion region. However, if thesgays are detected atdaangle of

38



7° (CCD 1), then the effective depletion depth wittrease to 98 um (12 um/sin(7°)).
Similarly, for CCD 3, the effective depletion deptfil increase to 46 um. The two
identical peaks located on CCD 1 and CCD 3 wilr¢fare differ by ~ 35%. These
errors can be accounted for in the XRD pattern r@ddiced, however this requires
additional processing. This variation in QE and thgpractical number of CCDs
required to cover a reasonable angular rangejatsstine use of BBgeometry for the

majority of applications.
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Figure 2.14 Geometry of 3 CCDs on a focusing circle with diwa of 287 mm.
Rsa = 100 mm an@n.= 5°

As outlined in Section 2.1, the resolutions achieire PB and BB geometries are
limited by the same factors, namely the angle afd@nce, size of the irradiating
beam and the radius of the measuring circle. Figui® compares the resolution

achieved in both geometries with a 4° incident aragid 120 mm measuring circle.

For a beam size of 100 pum, it is clear that, BBometry provides better resolution.
Even whenP,, is reduced to 25 um in the PB geometry, the, BBangement
provides better resolution at angles < 78°. Howetlee PB geometry can greatly

reduce data collection times (see table 2.4) amvige higher SNR for a given
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exposure time. The major advantage of both geoeseis Rss does not equaRsg,

therefore sample alignment is easier in comparisdhe BB geometry.
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Figure 2.15 Comparison of resolution achieved in PB ancd BBometry

Table 2.5 summarises the performance of the ge@seatiscussed in this chapter
(excluding BB), by a simple marking system out of 10 for the f@@nance
parameters of resolution, flux, angular range, datdlection times, sample

preparation and portability.

Resolution | Flux | Angular Range | Data collection time Sample preperation Portability
BB, - RS 8 3 10 2 6 10
BB, - PXT 8 5 10 6 6 3
PB - PXT 4 10 10 10 10 3
BB, - RS 10 3 1 2 6 1
BB; - PXT 10 5 1 6 6 1

Table 2.5 Summary of XRD geometry scores (out of 10) basedesolution, flux
angular range, data collection times, sanmpéparation and portability.
‘RS represents a radioactive source aRXT represents a portable X-ray
tube
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2.4 CCD-Array Testing Geometry

The geometry used in testing the CCD-Array wasrdeteed as follows. In order to
cover a reasonable angular range (~ 60°), whicheqgired for the majority of
applications, with a practical number of CCDs, Bi; geometry can be eliminated.
Since the initial focus of the work was based ostitg and calibrating the
CCD-Array, reducing data collection times was gipeiority over achieving the best
resolution, therefore PB geometry was selected d®Bp geometry. Another
consideration was the radius of the measuringeciféigure 2.16 shows the increase
in spatial resolution achieved by a CCD (with 26 pirels) with increasindrsg, and

the resulting decrease in resolution of the diteddeam in PB geometry.

—+- CCD spatial resolution (26 um pixels)
0251 | s+ Rpg(FWHM)
|
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diffracted beam resolution
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Figure 2.16 Increase in spatial resolution (assuming 26 pxelp) and reduction in

Reg With increasing sample to detector distance

Figure 2.16 shows that wheRy is increased from 20 mm to 120 mm, a 430%
increase in spatial resolution can be achieved|sivthe reduction iRpg is ~ 50%.
This measuring circle radius was expected to pmwacellent spatial resolution

(0.012°) for XRD analysis, similar to that achievéy laboratory instruments
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(typically 0.01°). By taking a survey of sampletewant to various fields of research
(geology, pharmaceuticals, etc.), an angular rdmmye 4 — 64° was expected to cover
the major peaks in the majority of samples [Cres28§6]. A summary of the
designed CCD-Array geometry for testing is sumnearis table 2.6.

Parameter Information
Geometry Parallel Beam
P ob 50 - 150 ym
Angular coverage 4 -64°26
Number of CCDs 4
Ry 120 mm
Spatial resolution 0.012°
R pg at 10°, 30°, 60° 28 (Py,= 50 pm) 0.18°, 0.26°, 0.34°
einc 4°
Sampe irradiation length (50 ym beam) 0.91 mm
Los (typical) 5mm
apg (at Cu Ka) 0.2° FWHM

Table 2.6 Summary of geometry designed for testing of tDCArray

2.5 Discussion

This chapter has compared the different geometvedable to the CCD-Array for
performing XRD analysis. The geometries have besnpared in terms of flux and
resolution and the advantages and disadvantagdsfefent portable X-ray sources
have been highlighted. It was found that aligning €CDs along the focusing circle
in BB; geometry provided the highest resolution but ti@guired an impractical
number of CCDs to cover a large angular range. &yparing the BB and PB
geometry, it was found that for a given beam sthe, BB, arrangement provided
higher resolution. The resolution achieved in bgdometries was limited by the
angle of incidence and diameter of the irradiatiegm. The main trade-off in both
geometries was between the angle of incidence esmlution. The major advantage
of the PB geometry was the increase in flux that lba achieved with the use of
polycapillary collimating optics. However, unlikee BB; geometry, which controls
the resolution of the diffracted beams using raogivslits, both BB and PB
geometries result in defocusing of the diffracteda)s. For testing, it was concluded
that the PB geometry would provide an ideal arramgd, as data collection times
would be greatly reduced.
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Chapter 3 : The Charge-Coupled Device / X-ray Gene ration

3.1 Introduction

This chapter describes the principles behind tmeicmnductor imaging device used
for this project, the CCD. The structure and opernabf the CCD is discussed in

detail as well as the fundamental building block toé CCD, the metal oxide

semiconductor (MOS) capacitor. The operational esatout procedures are also
explained, including the different noise sourceat timit the performance of the

detector for scientific applications. The physipedcesses involved in the detection of
X-ray photons by the CCD are also investigated taeddifferent CCD architectures

available for increased quantum efficiency in tb& X-ray range (0.1 — 10 keV) are

reviewed. The characteristics of the Bede micra@®u(spectra and flux) are

described and the advantages of using polycapibatics for XRD applications are

highlighted.

3.2 The Charge-Coupled Device

The CCD was invented in Bell Laboratories in 1969 ®. Smith and W. Boyle
[Boyle & Smith 1970]. The CCD is a photon sensitokevice that produces charge
when exposed to light. The charge generated isoptiopal to the energy of the
incoming photon. Initially the CCD was designedaasiemory device, but its ability
to convert light to electrons with such high lingamade it ideally suited to the
commercial imaging market. Over the last decade,GBD has been at the forefront
of digital camera technologies and digital videaoreling. Commercial CCDs
consume little power, offer very high resolutiondaare relatively inexpensive. The
focus of this work however, is the use of CCDsdoientific applications. Scientific
CCDs are designed for much lower noise performaincegased quantum efficiency
and are almost completely free of cosmetic defddis.operation and performance of

such scientific CCDs is now discussed.

3.3 Device Structure

The CCD is composed of a 2-dimensional array o$ello spaced MOS capacitors.
Figure 3.1 shows the structure of the MOS capaaitbich represents a single CCD
pixel. The MOS capacitor is so called as it corgaanmetal contact (electrode), an
oxide (SiQ) and a semiconductor (p-type Si). The active regibthe CCD is known
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as the epitaxial region and is made by doping theit® boron, thereby forming a
p-type semiconductor. The doping concentrationhef p-type layer is expressed as
N., and is usually between 1 x46- 1 x 13° cm®. Modern day CCDs are based on
the buried channel MOS capacitor, which involveplanting an n-type layer (Si
doped with phosphorus) into the epitaxial regiohe Teason for the implementation
of this additional n-type layer is discussed inti&ec3.4.2. The standard thickness of
the buried channel for e2v devices is approximatefym. The doping of the n-type
layer is expressed &, and has a value of 1 xf@m™ for e2v devices [Burt 2006].

Figure 3.1 shows a cross section view of a stanpygpe CCD.

Si3N4 Gate voltage
. channel sto
SiO, eleoltrode I :

v

In-buried channel | |n-buried channel | |n-buried channel[¥| N
LT L1 |-

epitaxial region P

— Substrate voltage

Figure 3.1 Structure of a buried channel CCD — Cross section

The epitaxial layer is grown on top of a highly ddp-type material which forms the
substrate. An oxide layer (Siplies directly beneath the electrode structure actd
as an insulator between the electrode and the lymaerSi. A layer of Si nitride
(SisNy) is also added to prevent further non-uniform groof the oxide and improve
the electrical insulation between the electroded anderlying Si. Although not
shown in figure 3.1, an additional layer of $ifS located around the electrodes to

insulate them from particle contamination.

Bias voltages are applied to the electrode stractwhich is usually constructed from
strips of overlapping polysilicon. Most devices stiacted by e2v are 3-phase
devices (i.e. 3 electrodes per pixel). All elecesdie parallel to one another, where
the width of 3 of these electrodes defines the sizach pixel (as illustrated in figure
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3.2). Standard device pixel sizes include (13.53uand (26 um)?2, with a standard

electrode thickness of approximately 0.085 pum.

The electrode structure lies orthogonally on toppofpotential barriers known as
channel stops. The channel stops are implantedhet@pitaxial region and are held
at 0 V potential to confine charge in the lateliagction. During the integration of the
image the second electroti# is usually held at the biasing voltage, whilsi and
g3 are held at 0 V. This resembles the behaviourefahannel stops but in the
orthogonal direction to form potential barriers,olam as barrier phases. These 2
features prevent the leakage of signal electronsnamhbouring pixels during

integration.

Once the charge has been integrated, the chargetpaue transferred from electrode
to electrode until the charge from each columrasspd into the readout register. This
is the final clocking stage of the signal electrambkich are transferred sequentially to
an output amplifier located on the CCD. The headbadrcuit provides additional
gain to the output signal, which is then digitideyl an ADC (analogue to digital
converter) and displayed as a 2-dimensional imagehe computer screen. The

process of charge measurement is discussed iro8&c6.

|q;3|®2 channel stop channel stop _columns | _
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Figure 3.2 Structure of a standard 3-phase CCD - top view
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3.4 Potentials in Silicon

The MOS capacitor is the main building block of tB€D and performs the 2 vital
procedures of collecting and transferring charde potentials of the surface channel
and buried channel MOS capacitors are now discussed

3.4.1 Surface Channel Structure

The structure of the surface channel MOS capaidttre same as the buried channel
capacitor shown in figure 3.1, but without the peéylayer located between the
electrode and epitaxial layer. The epitaxial lagkethe device is fabricated on p-type
Si in which the majority carriers are holes. Whepoaitive voltage is applied to the
electrode, the majority carriers in the epitaxéldr are repelled from the surface and
a depletion region forms. When an X-ray ionisethn Si and produces electron hole
pairs, the electrons are attracted to the surfadetlze holes are repelled towards the
back substrate. This type of MOS capacitor is knasrsurface channel because the
electrons are stored at the surface.

The potential profile through the depletion regadrp-type Si can be expressed using

Poisson’s equation as:

d*V _aN,
dx’ &g

: (3.1)

whereq is the charge of an electron (1.6 x*1@) andeg is the permittivity of Si
(1.04 x 10" F/cm). By integrating equation 3.1 with the boarydcondition that the
electric field is zero at the depletion depgghequation 3.2 gives an expression for the

electric field through the device:

(X=X,) - (3.2)

Integrating equation 3.2 with respect xp gives an expression for the change in

potential through the Si, at a given distarckrom the surface:

v :%(x—xp)z. (3.3)
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At the surface of the device € 0), the applied voltagé, equals the surface voltage,
Vs Using equation 3.3, the relationship between dhwdace voltage and depletion
depth can be expressed as:

N, X

Ve=ete (34)

2¢&,
In the surface channel MOS capacitor, signal edestrgenerated by incident X-rays
are stored and transferred at the Si-SiQerface. Some signal electrons become
trapped at the Si-Sinterface and are left behind during the clockingcess, which
severely degrades charge transfer efficiency. Thablem was solved with the

integration of buried channel MOS capacitors it €CD architecture.

3.4.2 Buried Channel Structure

Buried channel CCDs introduce an extra layer ofjpetmaterial ‘buried’ underneath
the Si-SiQ interface. The introduction of this layer changes shape of the potential
curve seen in a surface channel device. A potentdl is produced just below the
Si-SiQ;, interface, where signal electrons collect and #lislinates trapping at the

surface.

The buried channel structure forms a pn junctiomctvis reverse biased by applying
a positive voltage on the gate electrode)(and a negative voltage on the back
substrate [Bertolini & Coche 1968]. Before the jume is reverse biased, mobile
holes from the p side diffuse across the junctiorthie n side. Similarly, mobile
electrons from the n side diffuse onto the p sid@s process continues until enough
fixed lattice charges build up to repel the migmatiof charge carriers across the
junction. The application of a positive gate vo#aand lower substrate voltagés§
increases the width of the naturally formed depletiegion. Mobile electrons in the
buried channel are attracted to the positive clsaegehe gate electrode and mobile
holes are repelled and pushed down to the mordinegaibstrate. The resulting area
is depleted of majority carriers and defines thgia®e where signal electrons are
generated and collected. The n-type buried chasme&2v devices is usually ~ 1 pm
thick and allows the storage of signal electronpraximately 0.5 um beneath the
Si-SiG; interface. During the read out process this prisvany charge trapping at the
Si-SiG, interface. Standard e2v devices are fabricatedl@hQ.cm resistivity Si
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which corresponds to a doping concentratiQnof approximately 1 x 6 cm®. The
doping concentration of the n-buried layer is agprately 1 x 16° cm?® The
resistivity Rs, of the Si 2.cm) and doping concentration are related throdgh t

expression [Castelli 1991]:

_ 125x10"

- (3.5)

R

a

Figure 3.3 shows the potential gradient of a stahdauried channel CCD. The
thickness of the buried channgl is 1 um and the values d, and Ny are

1 x 13° cm®and 1 x 16° cm?® respectively. The oxide thickness,, has a value of
0.1 um. The potential gradient of the buried chastrecture can be calculated in 3
stages which describe the electric field through elxide, n-channel and p-channel
respectively. The potential through the oxMsy, at a given distance between the

oxide surface and n-buried channel is given aselsiak 2001]:
Vox =V =Veg —Eox (x+ dox) ) (3.6)

where Vg is the flatband voltageEox is the electric field through the oxide (V/cm)
andVg is the voltage applied to the gate electrode. @dtential through the n-buried
channelV,, at a distancg can be expressed as [Janesick 2001]:

_ AN, 2
VACAVARE =%, ), 3.7
n max 2£S| (X Xn) ( )

where X, is location of the potential maxima anthax is the maximum channel
potential. The potential through the p channel givan distance, can be expressed
as [Janesick 2001]:

V :h(x—t—xp)z. (3.8)

The potential at the np junctidfy, without the application of a positive voltagettae
gate electrode has a value of approximately 11r\é®y CCDs.

The maximum channel potentMa., can be calculated as [Janesick 2001]:
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V. =V, (1+ Ej (3.9)

d

The location of the potential maximg can be expressed as [Janesick 2001]:

N
X =t—X al. 3.10
n P[NdJ ( )

The maximum depletion depth in the p changgis given by:

X, = \/2% (\c:GN_VSS) . (3.11)

Figure 3.3 shows the potential profile of a typibalied channel CCD for 4 different
gate voltages, outlining the location of the patnnhaximax,, and the width of the
depletion regionx, + t).
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Figure 3.3 Potential profile in a buried channel CCD withryiag gate potential
(curves generated using equations 3.6 1) 3.1
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3.5 Charge Transfer

Once charge is collected in the potential wellshaf CCD, it is then ‘coupled’ from
one pixel to another. Figure 3.4 shows the transfecess for a 3-phase CCD with a
biasing voltage of 12 V. Once the image has betagrated, signal electrons collect
in the nearest potential well, which is usuallydtsdl underneathws2 and the readout
process begins. Charge is moved by manipulatingvtiieages applied to the 3
different electrodes in each pixel. The completadfer of one pixel is illustrated in
figure 3.4. During the serial readout process, ooog at t1,182 is maintained at 12 V
to hold the charge for each pixel. At t2, 12 Vppked tolg3in conjunction withia?2,
which results in electrons diffusing into the common ptitd well formed by both
electrodes. At t3, the applied voltage is removwednflg2 so all the signal electrons
can be collected by the strong electric field pemtlbyla3. At t4, 1g1is biased high
allowing charge to be shared frdeB. At t5 183 is biased low allowing all the signal
charge to be transferred @l At t6, 162 is biased high and charge is coupled from
ol tolg2. At t7, the charge is completely transferredd® and the transfer of charge
through 3 electrodes (1 pixel) is complete. Anott@umn has now been transferred
to the serial register for amplification. This pess continueslg times, whereNg is

the number of rows in the CCD image.

t1 t2 3 4 t5 t6 t1

|V
o1

g2

102 is held high to
\ store pixel charge
during serial readout

le3

Figure 3.4 Parallel charge transfer process for a 3 phageele

3.6 Charge Measurement

The final stage in the CCDs operation is the anwgalifon and conversion of charge

packets which is achieved with an on-chip amplifaa circuit. This conversion of
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signal electrons to a voltage can introduce unvehmigise in the signal which is
discussed in Section 3.8. Figure 3.5 shows the&ypiutput circuit for a CCD, which
consists of an output field effect transistor (FENY a reset FET.

2R Vap
i Voo
Reset FET .
Qutput FET
RO3 Qutput gate

8 Vos

0

[

o

/ §s;

8

Qutput node =

—

Figure 3.5 Typical output circuit of a standard CCD

The output gate in the serial register is connetdegth output node, which is made of
n-type Si. The output node is biased to form a qespntial well for signal electrons
prior to their measurement by the output FET. Tigea packets in the output node
are sequentially either converted to an outputagatby the output FET, or drained
away This sequence is controlled by the reset cl&dR, When the reset FET is
biased low, the signal electrons from the outputencause a change in voltage at the
gate of the output FETVrer. This change in voltage is proportional to the ckarg
stored in the output node which is vital in maintag the CCD’s linearity
(photon— electrons— voltage). Assuming the output FET is operatedtsnlinear

region, the change in voltage at the output B&¥er, can be expressed as:

_Q
AVFET = GFET ) (3.12)

FET

whereQon is the charge contained in the output nd@igsr is the capacitance of the
output FET (~ 10 pF) an@ger is the gain of the output FET (~ 0.7 V). This apaim
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voltage controls the flow of current between tharese and drain of the output FET
(~ 5 mA). The output voltage is a measure of thikage across an external load
(5 — 10 K2) between source and drain, which is usually |latai#-chip on the
headboard.

Once the signal charge from the output node has lseeverted into an output
voltage, the reset FET is biased high, so the ehiar¢he output node is drained away
by Vrp and the output node is set to a reference voltage. next group of signal
electrons from the neighbouring pixel are thengfamed from the last serial register
pixel to the output node and the process is redeatél the entire CCD image has
been converted to a voltage and amplified. The wugate is biased high during
amplification of the signal packet to prevent elecs from the output node spilling
back into the last serial register pixel. The sngi of a CCD output amplifier is
measured in terms of the number of Volts assigoeelath electron. Standard CCD
sensitivities range from of 1 — 5 pV/d&or example, a single Pex-ray will generate

a voltage of approximately 4.8 mV for an output &figp sensitivity of 3 pV/é.

3.7 CCD Architectures

Two main architectures exist for CCD applicatiomown as full frame and frame
transfer CCDs. Full frame CCDs only contain an imagction which is connected to
the serial register. During the readout process, @CD continues to accumulate
charge since the image area is still exposed tomireg signal, which causes image
smear. One way of preventing this image smearinthés use of frame transfer

devices.

In a frame transfer CCD, half of the CCD is coveusthg an opaque shield (usually
aluminium), forming a ‘store’ section. Once the geahas been integrated, it is
quickly transferred to the store section by marapag the parallel clocks (through
the process described in Section 3.5). The imagdes read out from the store
section whilst a new image is integrated in thegengaection. This can allow much
quicker integration of images and a large reduciiosmearing. However, twice as
much Si is needed to fabricate a frame transfercde®ection 5.5 demonstrates the
effect of image smear when collecting XRPD data thedbenefits of operating a full

frame CCD in frame transfer mode.
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3.8 Noise Sources in a CCD

There are various sources for the generation odengi a CCD, which limit the
performance of the detector [Burt 1991]. These enx@surces can originate from
on-chip noise such as dark current, transfer namsk photon shot noise. The output
amplifier on the CCD also generates noise suclrasistor noise and pixel reset
noise. External sources can also produce noiskeinmage such as electromagnetic
interference (EMI) from nearby equipment and thekége of light onto the CCD
imaging area. The main constituents of CCD noisenakv discussed.

3.8.1 Dark Current

Dark current is so called due to the ability of €D to produce current (charge) in
the dark. Electrons in the Si atom require enemyyridge the gap between from
valence band to the conduction band (1.11 eV). Uporiving energy in the form of
a photon or in the case of dark current, thermairgyn the electrons gain enough
energy to move into the conduction band. Here theyable to move around and
contribute to the signal collected by the CCD’semvial wells. Dark current forms
part of the detected signal packet and constitatesoise. Dark current is entirely
dependant on the temperature of the Si. The darkmudetected in each pixel of the
CCD originates from 3 main sources, which are tépletion region, the field free
region and the Si-SiQinterface. The dark current at the buried changpetan be
expressed as [Holland 1990]:

Iy = (ﬂjxp +( P©, Jnf PR (3.13)
2r LN, 2

The first term is the dark current generated in depletion region, wher@, is the

intrinsic carrier concentration andis the effective lifetime in the depletion region.
The second term is the leakage current in the fied@ region whereD, is the
diffusion constant,L, is the diffusion length (equation 5.7). The dankrrent
generated in the field free region is approximaggjyal to the length of the epitaxial
layer of the device and is expressed in pA/cmz2. Tihal term in the expression
constitutes the majority of the dark current, whishat the Si-SiQ interface. The

symbol s,, represents the surface recombination velocitye Tdark current

53



experienced in each pixel of the CCD has a Poiasodgistribution with an erraspc,

given by the square root bf

Figure 6.19 shows the reduction in dark currenteaed by AIMO CCDs. AIMO

CCDs contain boron implants located underneattaiceglectrodes to form potential
barriers. By applying 0 V gate voltage and ~ 8 -V 9ubstrate voltage, holes
accumulate at the Si-SjAnterface and combine with the electrons. Theskesho
effectively change the surface of the CCD from aype to p-type material, hence
the term ‘inverted’. This practically eliminatesetidark current generation at the
surface of the device, resulting in a typical legkaurrent of ~ 10 pA/cmz2 at 20 °C
for e2v devices. The disadvantage of this architecis a reduced full well capacity

and a smaller depletion depth singeis 0 V during integration.

3.8.2 Transfer Noise

During the charge transfer process, no electromsildhbe left behind during the
transfer of electrons between neighbouring pix€lss must be performeli times,
whereNg is the number of rows in the CCD imaging area. Wthe charge packet
reaches the output amplifier, the number of electrat the output node should be the
same as the number of electrons in the originami@l well. This represents 100%
charge transfer efficiency (CTE). This would enstire output signal produced for
the charge packet would be exactly proportiondhtoenergy of the X-ray event that

took place in the target pixel.

Modern day scientific CCDs can achieve a CTE vdoge to 100%. All modern
CCDs are based on the buried channel MOS capad#aoice, which typically
provides CTE in the region of 0.99999. This me#as if 1 x 16 electrons are moved
from one pixel to another, only 10 electrons wid left behind. Transfer noise is
therefore the average number of electrons remonged & charge packet during the
transfer of the charge between pixelsndf is the number of electrons in the charge
packet, the average number of electronsdgst during an entire readout of the CCD

image can be expressed as:

a-loss = \/ NRncpCTI ' (3-14)

whereCTl is the charge transfer inefficiency (1 — CTE).
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3.8.3 Photon Shot Noise

The absorption of an X-ray photon in the CCD resuitthe generation of electron
hole pairs. There exists a statistical variationthe number of electron hole pairs
produced which was characterised by U.Fano in Ei7is known as the fano factor.
Fano determined that some of the energy of theogphotas lost to the Si lattice,
resulting in a variation in the number of electrioole pairs produced. The mean

number of electron hole paing.,, produced by an X-ray of energyis described as:
_E
Ne_py = o (3.15)

wherew is ~ 3.67 eV at ~ +20 °C and varies with tempera{gee Section 3.9) and
represents the average energy required to prodwsiegke electron hole pair in Si
[Groom 2004]. With the introduction of the statsti variance, the error associated

with the number of electron hole pairs generatedbmaexpressed as:

/FE
Ogy = Z , (3.16)

where F is the fano factor [Fano 1947] and has a valuemgroximately 0.115
[Alig et al. 1980].

3.8.4 Transistor Noise

The noise induced from the output circuit has 2 msources, flicker noise and
Johnson noise. Flicker noise or ‘1/f noise arifesn the trapping and releasing of
signal charge in the drain to source channel indbgput FET. Flicker noise is
removed by the same process as removing pixel messe, which is known as
correlated double sampling (CDS) [Hopkinson & Luni®82]. Flicker noise

dominates at readout frequencies < 100 kHz.

Johnson noise is caused by the random thermal matiocharge carriers in the
conducting channel of the output FET. Readout feegies higher than 100 kHz are
dominated by Johnson noise. Typical readout no#eeg for e2v CCDs are in the

range of 4 — 8'e.m.s.
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3.8.5 Pixel Reset Noise

Pixel reset noise is generated from the sequerdgsdtting of the output node to a
reference voltag&/rp. This noise source induces a small variation & dpplied
reference voltage from pixel to pixel. The resabaerese; for a given Si temperature

Tsi, IS given by:

O, = [N (3.17)

whereoreset IS the r.m.s. reset noise in electro@y,is the capacitance of the output
node and is the Boltzmann constant. Pixel reset noise @awvelver be eliminated by
the use of CDS. As mentioned previously, priorigmal electrons from a new pixel
being transferred to the output node, the outpderis set to a reference voltage.
This charge is then measured. The reset FET islitzesed low and charge from last
readout register is transferred to the output ndtie. new signal charge in the output
node is measured which is a combination of theasigharge and the reference level.
The actual signal is then computed as the differdmetween the 2 measurements.
Using the CDS method, the fluctuations in the agplieference voltage are greatly

reduced.

The expression for the overall CCD noise can beesged as:

— 2 2 2
G =\ T’ + 0o’ + Tl (3.18)
whereory is the readout noise of the CCD inrem.s., which can be measured using

the serial-overscan pixels in the CCD image.

3.9  Variation in electron-hole pair production in Si

The value ofw, which represents the energy required to creaiagle electron hole
pair, is dependant on the temperature of the CCbe Value ofw at lower
temperatures, where CCDs are operated to elimdaatecurrent, vary from source to
source. The indirect bandgap energy of Si for &mitemperaturé&y (Ts), can be

expressed as [Varshni 1967]:

56



BTy’
E,(T,)=E,0)———, 3.19
(L)=5,0)-73 (3.19)
whereEy(0) has a value of 1.1557 eV for Bihas a value of 7.021 x 1@V/K andy

has a value of 1108 K. At room temperatufg(300K) equates to 1.1108 eV. The

variation inw as a function of temperature can be expresse@rasm 2004]:
AC‘(Tsi) = a[Eg (Tsi)_ Eg (30(]< )] ' (320)

wherea is a constant that has been measured by variauseso[Groom 2004] and
ranges from 2.12 — 2.87. Figure 3.6 shows the tranan o for a given temperature
Tsi, using 3 sources for the value afA good agreement of ~ 3.67 is seen at room
temperature (+23 °C). The devices used for thiskwoperate at an average
temperature of -37.5 °C, therefore a value of i8(rfsed to approximate.

T I
—— a=2.12[Aliget al.1980]
a=2.77[Ryan1973]

381 o a=2.8[Klein 1968]
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Figure 3.6 Variation inw as a function of Si temperature

3.10 X-ray Absorption in Silicon

In terms of CCD applications, 2 regions of the &@oagnetic spectrum are of

interest, light which ranges from 400 x 18 700 x 10°m and X-rays which range
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from 10 x 10° - 10 x 10" m. Light photons create single electron hole paith a
very small cloud diameter whereas X-rays createtiptel electron hole pairs
(100 - 1000) with larger charge clouds. The trassion of electromagnetic radiation

through a material can be expressed as [Cullityg]L97

(- Exp)

(3.21)

wherel, is the intensity of the beam at a deptimto the materiall, the intensity of
the beam at the surfagejs the density of the absorbing material (gfcemdu/p is
the mass attenuation coefficient [Hubbell & Selt2605]. The product of the mass
attenuation coefficient and the density of the maleis the linear attenuation
coefficienty. The absorption length represents the depth athwtiie (68%) of X-rays
have been absorbed. The absorption length of Xsayging from 30 — 12,000 eV in
Siis shown in figure 3.7 [Henke et al. 1993]. Keray spectroscopy applications, the
important region to maximise the CCDs performarsdetween ~ 0.5 — 10 keV.
Standard CCDs can detect X-rays up to ~ 15 keVdasp depletion sensors extend
this limit to ~ 20 keV (QE of ~ 1%)
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Figure 3.7: Absorption length of 30 — 12,000 eV X-rays in Si
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3.10.1 X-ray Detection in Silicon

X-rays detected in the CCD interact with the inKeshell electrons in the Si atom
[Kane 1962]. The incoming X-ray dislodges the K Isledectron and produces a

photo-electron with a kinetic energy equal to:
EElectron = EX—ray - EKshell ’ (3-22)

whereEkshen IS the K shell binding energy of Si and has a @adfi 1.84 keV. If the
incoming X-ray has an energy less thagye, then it interacts with an L shell
electron. The ejected photo-electron produces ibdfaonising electron hole pairs
through inelastic collisions. The number of elestdoole pairs produced can be
calculated using equation 3.15. For example, a @XXKay which has an energy of
8047 eV creates approximately 2192 electron holes @ room temperature. The
X-ray forms an initial cloud of electrons and theavels to the potential wells with
further spreading of the cloud based on where thayXionised. The spreading of
charge clouds based on X-ray interaction deptkegptained in Section 3.11.

The original atom where the X-ray interaction tqukce is left in an excited state
(ionised). The de-excitation of this atom also dbotes to the signal charge. The

total number of electrons produced by the X-rayaigs therefore equal to:
EElectron = (EX—ray - EKsheIl) + EL_>K ) (3-23)

where the third term in the equatidf , , represents the energy released during the

de-excitation of the original atom where the X-rayeraction took place. This

de-excitation can release energy in 2 main formshvare summarised below.

3.10.1.1 Auger Electrons

Once a K shell electron has been removed, the attames by allowing an L shell
electron to fill the vacancy. This can result ie gmission of a neighbouring L shell

electron which will have an energy equallQ,., — E ...i- For Si, E ., has a value
of ~ 99 eV, which results in the value Bf _, to equal 1.740 keV. For the Si atom,

the probability of producing Auger electrons is wdrigh (~ 95.3%), as shown in
figure 1.6.
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3.10.1.2 Fluorescent Si X-rays

The transition of an L shell electron to the K $lgah also release energy in the form
of a fluorescent Si K X-ray, which will have the same energy as a K Isheher
electron. The probability of producing the Si Khoton is low (~ 4.7%). Si K
X-rays have a 1/e absorption length of approxinyat@l um [Henke et al. 1993] in Si.
This usually results in the ionisation of the X-najthin the same pixel, however if
absorbed in a different pixel, this would resulttire third term in equation 3.23,

E,_« to equal 0. The X-ray would therefore produce l&igsal charge and would

appear on the spectrum with an energy 1.740 ke¥tlesn the actual X-ray energy.
These spectral features are known as ‘escape pddiestluorescence of all elements
within the CCD architecture such as O and nitro@énis also possible. However, the
fluorescence vyield of these elements is very lowl #merefore very difficult to

measure. This also includes the L shell emissionisa Si atom.

3.10.2 Energy Resolution

Normal operating mode for a CCD involves cooling tHetector to practically
eliminate dark current. AIMO devices provide leakagurrent of less than
1 € p/lp/ls at -20 °C. NIMO devices must be cooled to180- °C to provide
comparable dark current. Assuming the CCD is opegawith negligible dark
current, the energy resolution of the detectoringply limited by the readout noise

and can be expressed as:
, FE
FWHM (eV) = 235w, |0y +7. (3.24)

From equation 3.24, the energy resolution of thieaer varies depending on the
readout noise of the CCD (assuming dark currentdeen practically eliminated
through cooling) and the X-ray energy. The eneggpplution is fano limited, which is

the statistical uncertainty in the number of el@cthole pairs produced by an X-ray of

energyt.

Figure 3.8 shows the variation in FWHM for 3, 6 &d r.m.s. noise as a function of
X-ray energy. The readout noise can be improvedeycing the readout speed of

each pixel but this causes an increase in theegalout time of the device.
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Figure 3.8 Variation in FWHM with X-ray energy for 3, 6 artle r.m.s. readout

noise

3.10.3 Quantum Efficiency

The QE of a CCD represents its efficiency at coilhgcX-rays of different energies.
The QE of standard front illuminated (FI) CCDs (sas the CCD30-11s used for this
project) can be calculated in 2 stages. The fitages involves calculating the
absorption of X-rays through the dead layer of @@D Tp., which consists of the
electrode structure, SpOand SiN, layers. This dead layer effects lower energy
X-rays, which struggle to penetrate the initialdesyof the CCD and reach the active
depletion region. The second factor in the QE datmn is the percentage of X-rays
collected in the depletion region of the CCD. OXeeays penetrate the dead layer,
some are collected in the CCD'’s depletion regionictv depends on the extent of the

depletion region and the X-ray energy. The exposskir QE is given by:
QE =T, [1-e7%), (3.25)

where Ag is the linear attenuation coefficient in Si at a§¢(renergyE, andZy is the
thickness of the CCD’s depletion region. For a déad FI CCD, the transmission

through the dead layer can be expressed as:
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Ny

To = He_/‘LXtL , (3.26)

whereng is the number of dead layers on the surface ofdthece,/, is the linear

attenuation coefficient antl is the thickness of laydr. Standard e2v devices are
fabricated on 10@.cm epitaxial Si with a thickness of 20 — 25 pympBeding on

biasing conditions, such device construction yield$epletion depth in the region of
6 — 12 um. Standard CCDs display a good QE in thé keV range but a much
lower response to X-rays ranging from 5 — 10 keVieo the surface layers of the
device, X-rays less than ~ 1 keV experience seattemuation that results in poor QE
at low energies. These problems with QE have beestlyg improved with the advent

of deep depletion/high-rho and Bl devices. Thesenam discussed.

3.10.3.1 Deep Depletion and High-Rho CCDs

A much higher response to X-rays in the 5 — 10 k&\ge can be achieved by the use
of deep depletion CCDs. Deep depletion e2v CCDs #&abricated on
1000 - 1500Q.cm Si with an increased epitaxial layer thicknegs~ 50 pm
[Pool 2005]. Deep depletion devices provide deptetdepths of approximately
20 — 33 um, providing much higher QE than standkdces between 5 — 10 keV.
These devices still suffer from poor low energy @8ponse due to the dead layer
structure. Figure 3.9 shows the QE response otp depleted device in comparison

to a standard FI and Bl device.

The highest response to soft X-rays can be achiegaty e2v’'s ‘high-rho’ CCDs
[Murray et al. 2008]. These CCDs are fabricatedngis8 kK2.cm epitaxial Si,
achieving a depletion depth of ~ 300 um when biated110 V. High-rho CCDs can
achieve a QE of 80% at 10 keV.

3.10.3.2 Back Illluminated CCDs

In Bl CCDs, the back substrate material is thinaed X-rays are detected from the
rear of the CCD. This prevents lower energy X-rftysn being absorbed by the
electrode structure and greatly improves the QBve¢r energies. A small oxide layer
forms naturally on the back surface but its effemte minimal. X-rays therefore
directly interact with the epitaxial layer. The @Ea Bl CCD can be calculated using
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equation 3.25, wherép. equates to the transmission through the,3@er. Figure
3.9 shows the increased QE achieved with a Bl C&DBomparison to a FI CCD.
Increased transmission of low energy X-rays camw &ls achieved through open
electrode and electrode thinning techniques, bairésponse of BI CCDs shows the

best improvement.
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Figure 3.9 QE of a standard FI, deep depleted and standa@{CB

X-ray spectroscopy is one of the many fields whels made use of the combination
of Bl CCDs fabricated on high resistivity Si [Jondet al. 2006]. Such CCDs provide

very high QE over the entire soft X-ray range 0.10-keV.

3.11 Charge Diffusion in CCD Detectors

The depth of the depletion region varies basecdhervoltage across the CCD and the
doping concentration. Underneath the depletionrléige a region where the electric
field does not exist and results in charge diffagiBaviov & Nousek 1999]. The next
section describes the process in calculating trergehcloud formed by an X-ray
based on the interaction depth;The CCD is divided into the depletion region wath
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depth represented 2, the field free regio@sx andZs, which represents the depth of
the CCD substrate.

3.11.1 Initial Charge Cloud

The process of X-ray interaction begins with theisation of the X-ray photon at a
given depth in the CCD. An initial charge cloudnfm; the size of which is related to
the X-ray energy of the photon, but not relatedvteere the interaction took place.
The T initial cloud radius (um) is given by [Castelli9H:

R 0 Ol?jEeIectron ) (3-27)

where E, is the X-ray photon energy in keV minus the K sbeiding energy of

electron
Si (1.84 keV). The size of the initial charge clofed soft X-rays is very small in

comparison to the pixel size. A 10 keV X-ray getesaan initial charge cloud of
approximately 0.17 um. The growth of the initiaboe cloud based on interaction
depth is now discussed.

3.11.2 Diffusion in the Depletion Region

The effects of radial diffusion in the depletiomi@ are minimal as the electrons are
quickly swept away by the electric field to the iledrchannel. If the X-ray interaction
takes place at 0 2< Z, the b radius of the charge cloud at the buried chanaelbe

expressed as [Holland 1990]:

- 2|:)n“':sl * Zd ”
() oo

whereD, is the diffusion coefficient and is given by [Jaio& 2001]:

T,
D, =Hss (3.29)

q
where g is the mobility of electrons in the Si and is teth to the doping
concentration (1500 ch/* s* for 100Q.cm device). Thed.cloud radius of X-rays
reaching the buried channel is a combination ofititel cloud radius and the radial

diffusion in the depletion region and is given hg expression:
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R=(R*+R/?. (3.30)

Figure 3.10 shows the variation ia &loud radius for X-rays interacting in a 12 um
and 33 um depletion region. This represents al@th and 100@2.cm resistivity
device biased with 12 V gate voltage and 0 V sabstvoltage respectively. The size
of the initial cloud radius formed by a Kol{3313 eV) photons is also shown.
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Figure 3.1Q 16 cloud radius as a function of absorption depthlfa® and 100@.cm
CCDs

Since a 100@.cm device will have a stronger electric field thma00Q.cm device
under similar biasing, the charge cloud will be gtvewvay quicker with a reduction in

spreading, which will results in an increase ilased X-ray events.

3.11.3 Diffusion in the Field Free Region

If the X-ray interacts in the field free regioBu( > z > Zg), the charge cloud radially
diffuses until it reaches the depletion boundarpogkinson 1983]. Once at the
depletion boundary, the charge cloud is influenbgdhe electric field and quickly
swept away to the nearest potential well. By thmeethowever, the charge cloud will

have a very large radius (in comparison to chatgeds generated in the depletion
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region) and will produce more split events tharatam events. Thesicloud radius at

the depletion boundary is given by [Holland 1990]:

ya -
R, =5 1|22 %a | (3.31)
2 Z,

Due to the radial diffusion of X-rays in the fieficbe region,Ry is much larger than
Ry. The I cloud radius at the buried channel is a combinatib the initial cloud
radius, the spreading in the field free region #refurther spreading in the depletion

region and is expressed as:

R=JR*+R+R,” . (3.32)

If the X-rays interact in the psubstrate, then charge loss through recombinagion
experienced as well as charge diffusion. Unlikenévegenerated in the field free
region, events that originate from the substratgotbe summed to form the original
X-ray event. The modelling of X-rays interactingtive substrate is further discussed
in Section 5.6.1.

3.12 Bede micro-source X-ray generator

To characterise the CCD-Array with reasonable datiection times, a powerful
X-ray source was required. Ideally, the X-ray sewshould irradiate a small spot on a
powder sample with a high flux of high brightnessd anonochromatic X-rays.
Without the presence of focusing optics, converiok-ray tubes produce highly
divergent X-rays with an intensity distribution epd across a large angular range.
Using X-ray optics, small surfaces of the sample loa stimulated with an increased
intensity gain. This project makes use of a Bederfific Instruments micro-source
[Bede Scientific Instruments 2004], which consistsa conventional X-ray source
coupled with an X-ray Optical Systems (XOS) polyttapy collimating optic. The
process of X-ray generation within the micro-sousceow discussed.

3.13 X-ray Production

In an X-ray tube, the initial stage of X-ray gerigna is the emission of electrons

from the cathode. Through thermionic emission, tebes are emitted from the
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electrically heated filament and if a large potendifference is applied between the
cathode and anode, electrons are rapidly acceletatgards the anode. It is the
bombardment of the electrons with the target maténat generates the X-rays at the
point of impact. The efficiency of X-ray generatidaring the electron and anode
interaction is very low (~ 1%) and the generateda)s radiate in all directions.
Approximately 99% of the kinetic energy of the impag electrons is converted to
heat, so the anode in an X-ray tube must be cathstemoled to prevent the target
melting. The dissipation of heat produced from Bieele micro-source is discussed in
Section 4.3.3. Two types of X-rays are generatethfthe interaction of electrons

with the anode, continuous and characteristic >6rdyese are now discussed.

3.13.1 Continuous X-rays

Continuous X-rays (also known as ‘bremsstrahluag® produced when electrons of
sufficient kinetic energy are rapidly decelerategkulting in the release of energy.
The name bremsstrahlung is a German word meanbrgkihg radiation”. As the
incoming electron approaches the highly positivelvarged nucleus of the anode
material, the electron is deflected and decelel&beskes’) due to its smaller negative
charge. Some electrons are stopped immediatelgiaadup all their kinetic energy in
the form of an X-ray photon. Some electrons ardedefd from nucleus to nucleus
and release their kinetic energy in stages. Thetkirenergy KE) of an electron, in

Joules, at the point of impact is given as:
KE =eV, 3.33)

wheree is the charge of the electron avids the potential difference across the anode
and cathode. This is the maximum possible energgnyf X-ray produced in the
interaction of the electrons with the anode andhésfthe upper limit of the spectrum

ineV.

A model of continuous X-rays can be generated u$ilamck’s blackbody theory.
Planck’s theory describes the intensity of radratemitted by a blackbody as a
function of wavelength for a given temperature nkés law applies to all parts of the
electromagnetic spectrum and can be used to desthd variation in continuous
X-rays generated from an X-ray tube as a functibmereasing tube voltage. As the

tube voltage increases, the kinetic energy of tleet®ns accelerated towards the
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anode increases. Since 99% of the interactiondh@fetectrons with the anode are
converted to heat, increasing the tube voltageesaas increase in the temperature of

the anode (or radiating blackbody). Planck’s blackblaw is expressed as:

2hc> 1
l(/LT): JE (Ej : (3.34)
e AKT -1

wherel is the intensity of radiation as a function of wkangth/ (m) and blackbody
temperatureT (K), h is Planck’s constant (4.13 x 10eV s),c is the speed of light
(3 x 10 m/s) andk is the Boltzmann constant (8.617 x°1&V K ). The temperature
of a blackbody emitting X-rays ranges from 3 ¥ 2@ x 1§K. Using equation 3.34,
the shape of the continuous spectrum for a givba toltage can be generated and is
shown in figure 3.11 (the spectra are shown asatifan of photon energy (eV) as
opposed to wavelength). The wavelength of electgmmatc radiation can expressed

as a quantum of energy as:

hc
E(eV)=——. (3.35)
A(m)
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Figure 3.11 Intensity of continuous X-ray spectra as a funcof X-ray tube voltage
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As outlined in equation 3.33, the maximum energg ghoton produced by an X-ray
source will equal the maximum Kinetic energy of #lectrons being accelerated by
the cathode. This maximum energy represents the uditage expressed in eV.
Another feature of the continuous spectra is thié s the peak at higher tube

voltages. The apex of each of the spectra incrdasdsgher values of tube voltage.
The position of these peaks can be calculated UAligg’s law. This law describes

the energy of the peak intensity distribution fogisen blackbody temperature and

can be expressed as as:

hcT

max 3)(10_3 ) (336)

whereEnax represents the energy location of peak intengith@® continuous peak, as
indicated in figure 3.11.

3.13.2 Characteristic X-rays

The intensity of characteristic X-rays can be heddrof times stronger than the
neighbouring continuous spectrum and it is thegares of these strong characteristic
emissions in the incident spectrum that makes XRialysis possible. The
wavelength of the characteristic lines is dependarthe material of the anode. When
the accelerating electrons have sufficient enesgliglodge an electron from the atom
of the anode material, a photoelectron is produ€kd.characteristic X-rays produced
by the Cu anode are CucKat 8047 eV (1.54 x 1§ m) and Cu 8 at 8904 eV
(1.39 x 10" m). The intensity of the characteristic K lihgne, produced by an X-ray

source can be calculated using the expressioni{C876]:

| Kline = BI(V _VK )n ) (3-37)
whereB is a constant dependant on the X-ray sourtethe X-ray tube curreny/ is
the X-ray tube voltagé/k is the K shell excitation voltage ands a constant ranging
from 1 — 2. Equation 3.37 dictates that the charastic K shell X-rays of copper are
only excited after the tube voltage exceeds theyhinding energy of the Cu K
shell. The value of V/¥ determines the increase in intensity of the charsstic
X-rays. The maximum increase in intensity occuremwk'/Vx = ~ 6. For example, an

X-ray tube containing a Cu anode should be operated maximum of 50 kV to
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exploit the maximum possible intensity of the cloteastic peaks. Exceeding the
voltage beyond 50 kV (V/¥ = ~ 6) allows the electrons bombarding the tatget
penetrate too far into the anode and internal gibieor of the X-rays occurs.

3.14 Bede Spectrum Without XOS Optic

This section compares the spectra obtained fronB#ue micro-source (without the
focussing optic) to Planck’s blackbody distributiomhe aim is to show the
continuous spectra from the X-ray source can beodyged by varying the
temperature of the radiating blackbody in the regb 10 K [Kawaii & Ishii 2005].
Figure 3.12 shows the spectrum collected from tledeBmicro-source operated at
40 kV, 0.01 mA using a Si Lithium (SiLi) detectddue to the high flux, a 50 um
aluminium (Al) foil was used to attenuate the Xsand reduce the ‘dead time’ of the
detector. Using equation 3.34, the temperaturenpatex T, was set to approximately
3 x 10 K (~ 40 kV) as a starting point to the fit. ThecBaracteristic X-rays were
modelled using Gaussian models with 3 degreeseafdtsm (intensity, FWHM and
energy). The ratio of CudCu Kp X-rays was expected to be 1:0.17 [Krause 1979].

I I
——- 40 kV - Experimental
| + 40kV - Calculated U
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Figure 3.12 Comparison of calculated and observed spec#@ &V operating

voltage, accompanied with experimeatdnuation factors
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The model is in good agreement with the experinletiéda from 15 — 40 keV.
However, the attenuation at lower energies is St and all 3 attenuation factors
must be taken into account to reach a reasonabéemgnt. A least squares fit was
applied to the calculated model and the experimelatia with refineable parameters
of air gap between sample and detector (z 5 mmajniaium thickness (+ 1 um) and
the temperature of the blackbody, T (+ 0.1 ¥ K{. Figure 3.13 shows the final fit
between the calculated and experimental data, densg all attenuation factors. A
poor agreement was still noticed at lower X-rayrgies. It was expected that some of
the generated X-rays were absorbed within the antsddf, resulting in higher
attenuation at lower energies. Nevertheless, thelteeshow that Planck’s blackbody

distribution can be used to reproduce the contisd6uay spectra.
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Figure 3.13 Comparison of calculated and observed spec#@ &V for (a)
continuous X-rays and (b) characteriXtiays

3.15 X-ray Polycapillary Optic

This section presents a brief overview of the nminciples of polycapillary optics.
Various types of polycapillary optics exist for use different applications
[McDonald 1996]. This section describes the pritespof optics designed for XRD
applications, the polycapillary collimating opti€olycapillary optics consists of
thousands of hollow glass capillary tubes. The lyighvergent X-rays produced from
the X-ray source are collected by the entrance ovindf the optic and guided down
the capillary tube by total external reflectionnfgar to how fibre optics transmit
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light). The X-ray photons are reflected due to diféerence in refractive indices of
the 2 materials (glass and air). When an X-ray @mehters the optic with an angle of
incidence ¢;) smaller than the critical anglé.) of the reflecting material (glass in the
XOS optic), it undergoes total external reflectidarays satisfying this condition are
effectively transported down the tube undergoindtipie reflections in order to exit
the optic. X-rays leaving the output are transfainmo a quasi-parallel beam of low
divergent X-rays focused into a small spot. Thaaai angle is energy dependant and
for glass capillary tubes is given by the exprassio

32

6, (mrad) = ————— .
(mrad) EnergykeV)

(3.38)
The divergence of the output beam is determinetivbyfactors. The maximum angle
at which an X-ray of a given energy can exit théojs ¢.. However, this assumes
the capillary that has transported the X-ray idquly straight. Minor defects in the
capillary axis can also increase or decrease thgleanf the emitted X-ray
[Padiyar et al. 2000]. For polycapillary X-ray apstj the divergence at Cwlenergies
is usually ~ 3.5 mrad [Misture & Hailer 2000], ao@/n in figure 3.14.

0.8

0.7

FWHM = 3.5 mrad

Counts

Divergence (mrad)

Figure 3.14 Divergence of Cu K X-rays from a polycapillary collimating optic,
which resembles a Gaussian distributgh a FWHM of 3.5 mrad
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The advantages of X-ray polycapillary collimatingtios are:

» Increased intensity gain over sample (x 10 — 106a aesulting in reduced

data collection times [Yiming & Gibson 2002],
= sample is irradiated with a quasi-parallel beam,
= X-rays are captured over large collection angl2@9,
» transmission efficiency is as high as 30% at Guelergies (~ 8 keV),
* |ow divergence ( <4 mrad), and

= suppression of high energy continuous X-rays reggultin a more

monochromatic beam.

3.15.1 XOS Polycapillary Optic

Figure 3.15 shows an image of the X-ray beam prediuxy the XOS polycapillary
optic coupled with the Bede micro-source. The imags taken using a dental CCD

38-10 (e2v technologies).
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Figure 3.15 Energy distribution of X-ray beam produced frof®< optic
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The energy distribution of the focused beam reseslal 3-dimensional Gaussian
shape. The apex of the focussed beam represerdseth®f highest intensity and was
utilised for sample irradiation. The alignment bé tX-ray beam with the pinhole and
sample is discussed in Section 4.9. The focussath bveas approximately 1 mm in
diameter at a distance of 10 cm from the optic otytwith a FWHM divergence of
3.5 mrad. The application of the optic yields ayvelifferent spectrum to that

presented in Section 3.14, which is now discussed.

3.15.2 X-ray Optic Spectra

In Section 3.14 the continuous spectrum from thdeBmicro-source was shown to
resemble a blackbody curve with the tube voltageesponding to the temperature of
the radiating blackbody. This was taken without theesence of the XOS
polycapillary focusing optic. The optic was vital the project as it allowed a high
flux of X-rays to be focused onto a small surfaceaaof the sample with very low
divergence. The optic not only focused the highi)etent beam of X-rays produced
from the source but also modified the spectrum amobir of XRD applications
[Misture & Hailer 2000]. Spectra from the sourceraveollected using a SiLi detector
and are shown in figure 3.16 for varying tube wvgdts All spectra were collected at
0.01 mA using a 50 pm beam.
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Figure 3.16 (a) Continuous and (b) characteristic X-ray sggegroduced by XOS
polycapillary optic with increasing wiboltage

One main alteration is seen in the spectra withXfray optic in comparison to the

normal blackbody spectrum. X-rays greater than @pprately 10 keV are highly
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attenuated by the optic. As shown in equation 388 critical angle for total external
reflection decreases with increasing X-ray eneidye probability of an X-ray being
successfully guided through the optic is much higbe lower energy X-rays, which
results in another advantage of using polycapillaojlimating optics for XRD
applications. One source of noise in a diffractpattern is related to the ratio of
characteristic X-rays to continuous X-rays. Witle thse of polycapillary focusing
optics, applying a high voltage to the X-ray souce@ increase the intensity of the
characteristic radiation whilst reducing the numbérhigh energy bremsstrahlung

X-rays generated. This feature of the optic proxary useful for XRD.

Similar to the spectra without the optic, the isign of the characteristic X-rays is
directly related to V/V¥. Since V/\k is less than 5 at maximum tube voltage, the
intensity of the characteristic X-rays is strongast40 kV. A summary of fluxes

produced by the optic at different tube voltagesuismmarised in table 3.1.

3.15.3 Monochromated X-ray Spectra

As shown in figure 3.16, when operated at 40 kV Xi@S optic almost completely
suppressed higher energy bremsstrahlung photoméegrihan 10 keV. The perfect
spectrum for XRD experiments would simply contaim Ko X-rays without Cu g
and continuous X-rays. A 15 um sheet of nickel (M&s used to reduce the Cf kO

Cu Ka ratio and also reduce lower energy bremsstrahKs#ngys. The use of a filter
would also reduce the flux of CuoKX-rays, however as the flux produced from the
source was so high, the reduction of noise thrangbmplete monochromation was

more important.

The absorption of the Cudkand Cu K characteristic X-rays through the 15 pm Ni
filter is calculated in Section 4.7. Figure 3.10whk the resulting spectrum with the
use of the Ni filter. With the application of theD$ optic and the Ni filter, almost all
continuous X-rays have been eliminated from thectspm. Without the filter, the
continuous X-rays accounted for 16% of the totactum flux. With the Ni filter,
this was reduced to less than 6%. The Cpi X-rays have been successfully
eliminated to 1% of the total spectrum allowing the Ko X-rays to dominate the
spectrum at 93%. A summary of all fluxes is givenable 3.1.
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Figure 3.17 Reduction of (a) continuous and (b) characteriXtiray flux by 15 um
Ni filter and 180 mm air gap betweeniopnd sample at 40 kV, 2 mA

The calculations shown in equation 3.39 and 3.4ffico the thickness of the Ni
filter to be 15 pm. The Cudand Cu K8 X-rays were expected to be reduced to 52%
and 2% respectively (see Section 4.7), which agnétbsthe calculations.

IntegratedntensitywithFilter) _ 140828 _

CuKa —— : = =51.78% (3.39)
IntegratedntensitywithoutFilter) 271968

Integratedntensity(withFilter) _ 830

—— ; = =197% (3.40)
Integratedntensity(withoutFilter) 41958

ukg

Assuming a linear increase in intensity with tuherent, table 3.1 summarises the

flux of X-rays at 2 mA for different tube voltages.

Tube Voltage (kV) | Spot Size (pm) CuKa CuKp Continuous Total
10 50 1.04 x10° | 3.2 x10° 3.76 x10° | 5.12 x10°
15 50 3.34x10* | 5.6 x10° 2.82 x10* | 6.72 x10*
20 50 1.82 x10° | 2.84 x10* 1.04 x10° | 3.14 x10°
30 50 5.11 x10° 8 x10* 2.23x10° | 8.14 x10°
40 50 5.92 x10° | 1.54 x10° 1.82 x10° | 9.28 x10°

40 + 15 pm Ni filter 50 3.35x10° | 3.6 x10° 2.1 x10* 3.6 x10°
40 100 1.18 x10° | 3.08 x10° | 3.64 x10° | 1.86 x10°
40 150 1.78 x10° | 4.62x10° | 5.46x10° | 2.78 x10°

Table 3.1 Summary of flux produced in a 50 um spot, at 2 forAdifferent
operating voltages. All fluxes in counts/s
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The X-ray flux produced by the micro-source at 80with the XOS polycapillary
collimating optic has been documented elsewherebd@i & Gibson 2002].
According to the results published in this papke micro-source produces a flux of
1.2 x 1§ counts/s in a 1.5 mm beam. Assuming a Gaussiaribdigon of the beam,
where 1.5 mm represents the width, the flux contained within a 50 um spot is
~ 8 x 16 counts/s. This is ~ 1 order of magnitude largenttre flux calculation of
9.2 x 1§ counts/s shown in table 3.1. Since the resultki;gaper were published by
the manufacturers of the optic, XOS, it was expkdteat the X-ray flux was not
perfectly linear with respect to tube current, anbrs were caused from multiplying
the spectra collected at 0.01 mA by a factor of @0@btain the flux at 2 mA).

3.16 Background Spectra

3.16.1 XRF

Figure 3.18 shows a background XRF spectrum celiectinder the normal
experimental arrangement. The background spectmejnesents X-rays scattered
from an empty sample holder and other parts ofdb#ity. Table 3.2 summarises the
standard operating conditions used for combined XD analysis. Unless
otherwise stated, all spectra presented in thsgheere collected using the operating
conditions listed in Table 3.2.

Parameter Value Unit
X-ray tube voltage 40 kv
X-ray tube current 2 mA

Mylar thickness 20 gm
Filtration 15 um Ni
R ss 180 mm
Rsd 120 mm
6inc 4 ©26
P ob 100 pm
CCD exposure time 1 S
Number of exposures 1000 - 2000
CCD readout time 1.6 S
CCD operating mode NIMO
lq 1 e plpls
ORrN 7.4 e r.m.s
Image area 256 x 1040 [pixels

Table 3.2 Summary of standard operating conditions useddarbined XRD/XRF

analysis. NIMO refers to ‘non-inverted maxjeeration’
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Figure 3.18 Background XRF spectrum collected at 40 kV, 2 mAa) linear

intensity scale and (b) log intensitylsca

The spectrum shows the presence of 2 strong Cuell shissions from the Bede
micro-source. The data was collected without tlesg@nce of the Ni filter to increase
the incident flux. These characteristic X-rays hdesn generated through elastic
scattering from the sample holder, air and othetspa the test facility. The spectrum

also shows a Cudescape peak with an intensity of ~ 0.01 of thenn@ai Ko peak.

The isolated continuous X-rays seen between 4 k&\5in the background spectrum
can be seen in the incident spectrum shown indigut6. Two Argon (Ar) K& and
KB peaks are also noticed in the background spectwimch originate from the
108 mm of air between the sample holder and CC@»ArTable 3.3 lists the main

components of air along with the fluorescence yaltheir K shell emissions.

Component [Volume (%) |Symbol o, (eV) | KB, (eV) | K shell Yield
Nitrogen 78.084 N 392 - 0.004
Oxygen 20.947 ©) 523 - 0.006

Argon 0.934 Ar 2957 3192 0.115

Table 3.3 Elemental composition of air with corresponditguacteristic K shell

emission energies and fluorescence yield

The flux incident on the sample with an X-ray powé&B80 W, within a 50 um beam,
was 9.28 x 1Dcounts/s (a ‘count’ represents a single X-ray ew#nany energy).

With a fluorescent yield of 0.004 and 0.006 for NdaO respectively, one would
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expect a large number of characteristic X-rays ¢o dmitted from the sample.
Although this is true, these X-rays experience se\gtenuation from air prior to
detection by the CCD. Consequently, elements witla@mic number Z, below 13
(such as N and O) are very difficult to detect.haligh the volume of Ar (Z = 18) in
air is much smaller than N and O, the transmissioAr Ko X-rays through 108 mm
of air is sufficient to allow detection. Any X-raygith an energy greater than the K

absorption edge of Ar (3203 eV) can cause K shmissions in the Ar atom.

3.16.2 XRD

The background pattern produced in an XRPD pattelstes to the angula24)
scattering of Cu K X-rays. Equation 6.2 can be used to calculatdehgth a signal
X-ray must travel to escape the sample. This egudtighlights that the path length
of an emitted photon is inversely proportionallie emission anglé, (with respect to
the sample holder and2vith respect to the incident beam axis). Therefsignal
X-rays must travel longer path lengths to escape shmple at lower ®2angles,
resulting in increased attenuation. The total atéion depends on the energy of the
signal X-rays generated in the sample and the ctarstics of the sample (i.e.

thickness and linear attenuation coefficient).

Section 6.2.1 outlines the attenuation of signakys from 0.1 — 10 keV through a
basalt powder for varying emission angles. Figu 3hows the XRD scattering
profile of the energy discriminated and the combiX&kD/XRF data of peridotite, a
common igneous rock found on Earths mantle, conmgrisf the minerals olivine and
pyroxene. The reason why the energy discriminatt#fchction pattern in figure 3.19
has a linear scattering profile is because Gu(8047 eV) X-rays experience very
little attenuation in the peridotite sample. If t&€D images are radially integrated
without energy discriminated data (combined XRD/XRREhen the expected
scattering profile is seen at low2# angles. A reduction in scattering from ~ 0° — 30°
is noticed due to increased attenuation of lowargyn X-rays (<< 8047 eV). The
energy discriminated data results in a higher Sati® in comparison to the raw data,
which highlights the advantage of using energy rdisoating detectors for XRD
analysis.
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Figure 3.19 Radial integration of energy discriminated (Cu &ents only) and raw
data (combined XRD/XRF) for a peridop@vder sample

3.17 Discussion

This chapter has provided an overview of the uwdegl principles of scientific
CCDs. The operation and structure of the CCD ha ltbscussed as well as the
processes of charge generation, collection, transfel measurement. The noise
sources, which limit the performance of the detediar X-ray spectroscopy
applications, have also been presented. Differ&iD @rchitectures for increased QE

in the soft X-ray range have also been reviewed.

The process of X-ray generation by the Bede miowree has been outlined using
relevant theory and spectra have been collectetnywsiSiLi detector. This chapter
also introduced the concept of polycapillary codimg optics, which focus a highly
divergent beam of X-rays into a small beam of lowethent quasi-parallel X-rays. It
was shown that with the use of a 15 um Ni filted #ime Bede micro-source operated
at 40 kV, the spectrum incident on the sample i@a®st an entirely monochromatic
(93%) beam of Cu K X-rays. The incident beam irradiating the sampées wdeal for
XRD applications and the large flux produced endaréigh throughput of XRF data.
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Chapter 4 : The CCD-Array and Test Facility

4.1 Introduction

This chapter describes the design of the detedtitir for this thesis work. The initial
section describes the design and main building Kslaaf the CCD-Array, which
includes the headboard electronics and X-ray winddtermal results are also
presented which describe the cooling of the CChxsgus TEC. The heat loads inside
the CCD-Array during TEC cooling are determinedotlgh calculations and
confirmed with measurements. Thermal simulations ased to provide a more
accurate temperature profile across the shapalC&d assembly. The ability of the
test facility to dissipate heat through liquid aaglis also presented. The layout of the
CCDs inside the detector was based on a preciatylated geometry with respect to
the sample. SRMs from the National Institute ofn8ds and Technology (NIST)
were used to confirm the spatial geometry of theDECANy inaccuracies caused
from misalignments were identified and correctelde DBther components in the test
facility are also discussed with particular empbasin the collimation and

monochromation stages.

4.2 The CCD-Array

The CCD-Array was developed to be capable of semelbusly collecting combined
XRD/XRF data from powdered rock samples. Initiadtiteg was conducted in a
laboratory environment, using a specially desigmesti facility. The key feature of the
CCD-Array was the use of 4 CCDs in a curved arraregg. The CCDs lie on the
edge of a 120 mm arc, where the centre point ieesgmted by the point of sample
irradiation on the sample holder. The geometry sash that the point of tangency
was the central pixel on each of the CCDs. The gdgnof the CCD-Array design is

discussed further in Section 4.5.
The design requirements of the CCD-Array can bensansed as follows:

= The CCDs would lie along the curvature of a 120 oirdle resulting in very
high spatial resolution. For XRD applications wiss intense resolution

requirements, the CCD image would be binned togediata collection times.
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» The CCD-Array would provide an angular coveragebroximately 60° @

ranging from ~ 4 — 64° for Cudradiation.

= A single TEC would be used to provide cooling tb4alCCDs to reduce the
size and power requirements of the detector.

= A material of very high thermal conductivity andwiathermal expansion
would be used to couple the CCDs to the TEC.

= AIMO CCDs would be used to relax cooling requiretsesit the expense of
depletion depth. Reducing power requirements wadgalrfor portability.

= Temperature sensors would be strategically glueitiédCCDs and Shapal to

perform thermal tests.

= The CCD-Array would require high precision manuiigictg (2 — 3 decimal
places) to ensure accurate spatial calibrationhef detector for qualitative

XRD analysis.

» The test facility would incorporate liquid cooling absorb heat generated by

the CCD-Array, X-ray source and coolant pipes.
» Headboard electronics would form part of the detefcir portability.

» The detection of characteristic X-rays from 1 —e¥/kwas crucial for accurate
chemical/elemental analysis of rocks, therefore ¢hesen X-ray window

would allow a high transmission of X-rays from 2 keV.

= |deally, the CCD-Array would be opaque to visidtht. The only leakage of
light into the detector would be caused from thea}(-window. The thickness
of the X-ray window would be carefully selected &achieve reasonable
opacity, whilst maintaining a high transmissionXefays from 1 — 2 keV. For
flexibility, a second sheet of the X-ray window @@l could be used to make

the CCD-Array fully lightproof at the expense ofrXy transmission.

The building blocks of the detector are labelled- B in figure 4.1 and are now

described.
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Figure 4.1 Individual components of the CCD-Array
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. Headboard Electronics (1)

The headboard contained 4 connections to the feeddh pins located on the back
of the base plate (feature 2 in figure 4.1). Eaththe feed through connectors
comprised of 14 connections that allowed the headbto be pushed through the
feed through pins and fixed onto the base platgurgi 4.2 shows the orientation of
the CCD30-11 in relation to the headboard (reaw)id he individual feed through

connectors were labelled X2, X3, X4 and X5.

X2 pmmm X3
sl . " = e
mini D-type L. . B2 H
connector Pu:t ol e w e
e
v s mmE S CCD30-11
L 5 = . Pin functions
[ 52 [ I'ne N.C
o Il = m ® I
o =L . - - Vog : Qutput gate voltage
T = * V,s © Output voltage
(o 'Rz i
| m = | Reg2 Vo Vaq : Output drain voltage
|re3 Ved V. : Reset drain voltage
o . Va Vs - Substrate voltage
i Vyy : Diode drain voltage
V,
o Vsq: Spare gate voltage
[ L 1< - Image clock pulse
[2 Ve ZR: Reset pulse
[iga Var | R : Readout clock pulse
N.C : No connection
B ne
Vour1 l"'.
out 1n"e :
Vour 2 5% : :
=y
Vour 3 :' .
Vour4 [ I.‘.

Figure 4.2 Schematic of the CCD-Array headboard electrofmear view)

All 4 CCDs were glued to the Shapal ceramic with pi(coloured red) located at the
bottom left (looking from the back of the detectobhe mini D-type connector
provided all necessary sequencing and bias voltagbgh were supplied by the
CCD drive electronics. The signals in the feed uigto connectors were placed
strategically to align with the CCD pins and mirseiwiring. Table 4.1 summarises

the function of each pin of the 4 feed through @mtors.
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X2 X3 X4 X5
Pin # Function Pin # Function Pin # Function Pin # Function

1 N.C 1 N.C 1 N.C 1 N.C

2 103 2 Gnd 2 S@3 2 Gnd

3 102 3 Vad 3 S@2 3 Vg

4 191 4 Vss 4 S@1 4 Vss

5 Vss 5 Vig 5 Vss 5 Vig

6 IR 6 Vgl 6 IR 6 Vog 2

7 R@3 7 Vos 1 7 R@3 7 Vos 3

8 R@2 8 Vog 8 R@2 8 Vog

9 R@1 9 Vos 2 9 R@1 9 Vos 4
10 N.C 10 N.C 10 N.C 10 N.C
11 TEC (-) 11 TEC (+) 11 PRT 1 (+) 11 PRT 3 (+)
12 TEC (-) 12 TEC (+) 12 PRT 1 (-) 12 PRT 3 (-)
13 TEC (-) 13 TEC (+) 13 PRT 2 (+) 13 PRT 4 (+)
14 TEC (-) 14 TEC (+) 14 PRT 2 (-) 14 PRT 4 (-)

Table 4.1 Pin functions of feed through connectors

The CCDs were sequenced simultaneously but reathdependently at ~ 165 kHz
through 4 outputs labelledoyr 1 — 4, as shown in figure 4.2. The sensitivitythod
on-chip amplifier of the CCD30-11 was 1.5 pV/€he output voltage from the CCD
was further amplified by the headboard by a faofdt1 to allow the charge packet to
be detected by an ADC. A CuoKX-ray therefore produced an output voltage from
the headboard of ~ 36 mV. Due to the high curregquired by the TEC (~ 6 A), 4
feed through pins were used for each TEC termifaur platinum resistive
thermometers (PRTs) were used to monitor the teatyer inside the CCD-Array

during operation.

. Copper Base Plate (2)

The copper base plate was zinc plated to prevenvsion and all other components
were either glued or bolted to the base plate. TEB€ was centrally glued to the base
plate using Hysol, a special non out-gassing ghug-gassing involves the release of
gases that are trapped inside the pores or cracksnoaterial which contaminate

sensitive equipment in a vacuum). In order to dbsbe heat generated by the hot
side of the TEC, a liquid cooling channel was idtroed along the outer edges of the
base plate. Figure 4.3 shows the direction of ogodit the rear of the base plate. The
location of the headboard is highlighted in gread was designed to slot inside the

rear of the base plate.
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Figure 4.3 Copper base plate of the CCD-Array outlining theection of cooling
and location of headboard electronicsdiiensions in mm)

. Feed Through Pins (3)

Four electrical feed through pins were glued irocessed slots at the rear of the base
plate. Each of the feed through connectors condaiepins with a 2 A rating. The
feed through pins provided the interface betweem @CDs inside the vacuum

and the headboard electronics at standard atmospessure.

. TEC (4)

The TEC was chosen using Melcor's Thermoelectriolaro selection software
[Aztec 2005]. Since the heat sink for the TEC wadsjad cooled copper base plate,
the thermal resistance of the heat sink was exgdotde very low. The heat loads
inside the CCD-Array chamber were predicted to fiy@r@ximately 4 — 5 W and the
cold side temperaturk.,, was set to -30 °C. The TEC chosen for the apjdicavas a
3-stage 80 W TEC (3CP 085 065-71-31-17). The TEG vapable of a maximum
temperature differentiad Tmax (Th — T¢) of 97 °C and maximum heat pumping capacity
of 15.5 W. The temperature of the hot side of tHeCT(T,) was not expected to
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increase more than 5 °C above the ambient temper&t20 °C) at full operating
power. The theoretical maximurf, was therefore ~ -70 °C with no heat loads.
Detailed calculations regarding the actual heatidoacident on the cold side of the
TEC Q) are presented in Section 4.3.

. Shapal Ceramic (5)

A special ceramic known as Shapal was chosen tduobrneat from the CCDs to the
TEC, due to its very high thermal conductivity (3/m K) and low thermal
expansion (4.4 x 16/ °C). The curvature of the 4 CCDs was defined bg t
geometry of the Shapal ceramic, as shown in figude The conduction of heat is
inversely proportional to length (see equation Atié@refore the length of the Shapal

was minimised and designed to cover only half oDCICand CCD 4.

<+—— Symmetrice —»

Reduction in shapal lenc

Figure 4.4 Geometry and symmetry of Shapal ceramic and 4 EEI1s

. CCD30-11 (6)

The CCDs supplied by e2v for the CCD-Array were |IGARMMO CCD30-11s. The
CCD30-11 is an ideal X-ray spectroscopy detect@v iechnologies 2007]. Leakage
current of less than I @/p/s can be achieved at -20 °C, combined withnareadout
noise of ~ 5 er.m.s.at ~150 kHz readout speed. The CCD30-11 contaih848
(columns) x 256 (rows) image area (16 pre-scan) {@6 pm)?2 pixels allowing very

high spatial resolution for XRD experiments.

. Chamber Front (7)

The front of the chamber was made from aluminiumh was designed with the same

120 mm curvature as the CCDs to minimise instrunvehime. The chamber front
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was bolted onto the base plate with 10 M4 boltd.2Anch flexible vacuum pipe was
glued into a 9.2 mm hole on the chamber front, Whionnected the CCD-Array to a
vacuum pump. Approximately 30 — 45 seconds wasireduo create a vacuum
of ~ 3 x 10° mbar inside the CCD-Array. A 2.3 mm deep recessethnel was also
introduced around the backside of the chamber tmramodate an O-ring seal,

ensuring the array was airtight.

. Chamber Lid (8)

The window on the chamber lid was designed with same width as the imaging
area of the CCD30-11 (6.7 mm). The edges of thelevinwere rounded to reduce the

stress imposed on the X-ray window under vacuum.

. X-ray Window (9)

The X-ray window consisted of a 20 um thick sheét aluminised Mylar
(Polyethylene Terephthalate). The Mylar sheet wlasdyto the chamber lid and a
vacuum test was performed to ensure the Mylar weuktain a vacuum in the range
of 10° - 10° mbar. This test was performed prior to gluing tHeD8 to the Shapal,
since implosion of the X-ray window under vacuumldadestroy the CCDs.

The main advantage of Mylar as an X-ray window waes high transmission of
X-rays from 1 — 10 keV (see figure 6.3). This waklvin the detection of X-rays
from 1 - 2 keV which are commonly found in rockgmely Na K. (1041 eV),
Mg Ka (1254 eV), Al ku (1487 eV) and Si K (1740 eV). Another important
function of the Mylar was to block visible light teming the CCD-Array. One sheet of
Mylar (20 um) was unable to make the detector fligfistproof. To make the device
fully portable and lightproof, 2 sheets of Mylar maequired, however, this was at
the expense of X-ray transmission. To prevent litgakage when testing the
CCD-Array using a single 20 um sheet, the CCD-Anas placed in a lightproof
box. An initial concern with the design of the date was implosion of the Mylar
X-ray window under vacuum, which could damage tl@&D8. The deflection of the

Mylar window Wy, can be calculated as [Leonhardt & Mapes 1993]:

40 033
—_ pwaL
W, =K _| —— , 4.1
df c[ Ymtw J ( )
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whereK; is a constant which has a value of 0.36 for reqitar windowsp, is the
pressure applied to the window (Pa),is the length of the short side of the window
(m), Ym is Young’'s Modulus and,, is the thickness of the window (m). Using
equation 4.1, the length of deflection of the Mylamdow under vacuum was
calculated to be 0.654 mm or 654 um. This was basedn applied pressure of
1 x 1¢ Pa, which represents the difference in presswidérand outside the vacuum

(~ 1 bar). The stress on the my&&ican be expressed as [Timeoshenko 1959]:

s=e{vm(%j } , (4.2)

where G is a geometric constant with a value ofi @@ rectangular windows and
0.27 for circular windows. Mylar has as a tenstiersgth of 190 x 1DPa. Using
equation 4.2 it can be calculated that the mininthiokness of Mylar required to
sustain a vacuum of ~ 1 x @nbar inside the CCD-Array is ~ 2.5 pm. The actual
thickness used (20 um) exceeds this calculatioa factor of 8, due to the high risk
of CCD damage assuming window failure. At the tiofewriting this thesis, the
Mylar X-ray window had survived 25 months under mam without any signs of

material degradation or fatigue.

4.3 CCD-Array Thermal Characterisation

The CCD30-11 detectors used in constructing the @@By operated using AIMO,
therefore produced dark current of ~"Ipgo/s at -20 °C. The target temperature of the
CCDs was therefore -20 °C, although it is showrSéction 6.4 that the CCDs can
perform accurate combined XRD/XRF analysis at mhigher temperatures. In order
to measure temperatures, 5 PRTs were glued at fispdacations inside the

CCD-Array chamber. Theses locations were:

e Copper Base plate A PRT was glued ~ 5 mm from the TEC on the bdate o

estimaterly,.

* Shapal Ceramic 2 PRTs were glued to the Shapal ceramic. Onegiuasl to the
base of the Shapal and was used to medsuihe second PRT was glued to the

edge of the Shapal. This was to monitor the ine@astemperature across the
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Shapal ceramic. Since the properties of the Shapad symmetrical, only 2 PRTs

were needed for the thermal test.

* CCDs Due to the symmetry of the Shapal, the propefgeposed surface area,
temperature, dark current) of CCD 1 and CCD 4 wdsmntical, as were the
properties of CCD 2 and CCD 3. One PRT was gluethéoceramic of CCD 1

and a second was glued to the ceramic of CCD 2.

4.3.1 CCD Cooling: Vacuum vs. Nitrogen Gas Environm  ent

Two environments inside the CCD chamber were censdifor the cooling process.
One method involved filling the CCD chamber wittrogen gas (B and the second
method involved creating a vacuum (~>1fbar) inside the CCD chamber. Both
methods ensured the removal of water vapour inathehich would freeze at low
temperatures to form ice. The preferred methodctmling was to use Nas this
would not cause any stress on the Mylar X-ray wimdbhe main heat loads from the
N2 and vacuum experiments were convective and radidteat loads respectively.
The amount of heat transferred to an object thraaglative heat transfér,q, can

be expressed as [Young 1992]:
QuaaW) = e, AT -T,%) (4.3)

wheree is the emissivity of the body emitting the radiati(0 — 1),0s is Stefan’s
constant (5.67 x IO W/m2 K%, A is the surface area of the body receiving the
radiation (m?),Ta is the temperature (°C) of the body receivingrdmiation andlr is

the temperature (°C) of the radiating body (a warwigect radiates heat through
electromagnetic radiation to a colder object). €hassivity of the CCD ceramic was
found to be 0.8 [The Engineering Toolbox 2005] #m&l emissivity of the Shapal was
expected to be 0.85 [Precision Ceramics 2007].

The amount of heat transferred to a body througivective heat transfe&p.,, can be

expressed as [Young 1992]:
ch(W) = htcA(Tamb _TA)’ (44)

whereh is the heat transfer coefficient afgh, is the ambient temperature (°C). The

value ofhy is between 10 — 30 for normal convection and gretitan 30 for forced
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convection. The value df. for N, was estimated to be ~ 10. Table 4.2 summarises

the calculated radiative and convective heat loads.

CCD1 CCD2 CCD3 CCD4 Shapal Total

Surface area (m2) | 1.6 x 10°|1.46 x 10°| 1.46 x 10°| 1.6 x 10°| 2.07 x 107 |8.26 x 10
Q~rag (W) 0.294 0.280 0.280 0.294 0.529 1.677
Q. (W) 0.898 0.878 0.878 0.898 1.720 5.272

Table 4.2 Summary of radiative/convective heat loads on €@bd Shapal ceramic

As shown in table 4.2, the amount of heat tranfan convection far exceeds the
radiative heat transfer. The effect of radiativathieansfer was negligible in the; N
experiment as the temperature of theadd chamber walls was very similar. Based
on the calculations shown in table 4.2, the pertoroe of the TEC under vacuum was
expected to be much better than with Nigure 4.5 shows the response of the various

PRTSs with respect to increasing TEC power.

I |
—<— Coolant
Base Plate
—— Shapal Base(N)
—— CCD 2,3(N) M
Shapal Edge(N)
—— CCD1,4(N)
—k— Shapal Base(V) H
Shapal Edge(V)
—=— CCD 2,3(V)
—— CCD1,4(V) H

Temperature (degrees C)

50 60 70

|
40
TEC Power (W)

20

80

Figure 4.5 CCD-Array thermal results inJ\and vacuum cooling environments

Both methods showed a similar increase in the teatywe of the copper base which

peaked at approximately 20 °C at full TEC powegufe 4.5 highlights the increased
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convective heat load on the CCDs and Shapal asgaminlg the N cooling method.
The experimental results and heat load calculateanphasised the need to operate
the detector under vacuum during cooling. For fmlitg, the CCD-Array could also
be sealed once under vacuum. The results also dti@ntion to the high thermal
conductivity of the Shapal ceramic (90 W/m K). Tiherease in temperature from the
centre of the Shapal ceramic to the edge, was foare only 3 °C at full operating
power (when under vacuum). A similar increase mgerature was also noticed with
the CCDs.

The relationship betwee@. and T, at 6 A operating current can be approximated

using the expression [Aztec 2005]:

Q.(W)=(0.1598xT,)+11.507. (4.5)

The Q. for the radiative and convective experiments wasutated to be 1.695 W and
5.43 W respectively, using equation 4.5. The exgzkuhlues of). based ol are in
very close agreement with the calculations outlinedable 4.2. The calculations
highlight that the transfer of radiative heat beswehamber walls and CCDs/Shapal
is close to 100%. This was to be expected sinceagsembly was inside a vacuum
and there is no attenuation of the electromagnetiwes transferring the heat.
Equation 4.5 also confirms the value of 10 for lleat transfer coefficient of INwas

a very good approximation.

4.3.1.1 Thermal Simulations

A thermal modelling program was used to determin@axe accurate temperature
profile of the CCDs and Shapal, since the PRTs prdyided the temperature profile
at 4 distinct locations. The CCD ceramic of the GOEL1 was constructed from
alumina (AbOs3) as opposed to aluminium nitride (AIN), which ised by e2v for

CCDs that require higher precession flatness [P2@d5]. Table 4.3 lists the

properties of the Shapal and CCD ceramic usedaithulations.

Parameter Shapal CCDs (Al ,05)
Specific heat (J/Kg K) 790 880
Density (g/cm®) 2.9 3.69
Thermal conductivity (W/m K) 90 28

Table 4.3 Properties of Shapal and CCD ceramic used fanthksimulation
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Th was calculated to be + 25 °C [Aztec 2005] with THeC operated at 6 A. The
theoretical temperature df; without any heat loads was approximately — 70 °C
(25 °C —4Thay. Radiative and convective heat loads were addetié CCDs and
Shapal assembly and the temperature profiles weretoned in steady state (separate
simulations). The resulting temperature profildhed CCD and Shapal assembly after

radiative heat loads is shown in figure 4.6.

e,

<]
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2
i)

Ty

-620 -61.2 -604 -596 -588 -579 -57.1 -56.3 -555
L

Figure 4.6 Resulting temperature profile of CCD-Array aftadiative heat loads

Results from the thermal simulations are showrabiet 4.4, compared with the PRT

measurements shown in figure 4.5.

Vacuum Nitrogen
Expected | Simulated| Expected | Simulated
Shapal base () -61.4 -62.1 -38.0 -43.3
Shapal edge () -57.4 -58.1 -25.8 -29.8
CCD 1 () -54.7 -55.5 -18.1 -22.9
CCD 2 () -58.4 -58.0 -29.1 -34.2

Table 4.4 Comparison between simulated and experimentapeeatures of shapal

and CCDs at steady state

For the vacuum environment, a good agreement was $etween the PRT
measurements and the simulated temperature profile errors of < 2%. An

important result obtained from the thermal simwolasi was the temperature of the
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bottom CCD ceramic packaging, or Si temperaturexiMam temperature deviations
across the Si imaging area were calculated to be &C for all 4 CCDs. This was not
expected to cause measurable variations in daremuacross the image area, as the
dark current was < 1" @/p/s at temperatures < -20 °C. The results atsdiren the
advantage in design of reducing the length of tiegpal ceramic (covers only half of
CCD 1 and CCD 4), as this increased the condudtitreat, whilst causing negligible
effects on the dark current.

Errors of ~ 14% were recorded for the Bnvironment simulation, however both
experimental measurements and calculations condirtim&t creating a vacuum inside
the CCD-Array was more conducive to CCD coolingyufe 4.21 shows thE; vs. Q.
performance of the TEC, displaying the final meaments foilQraqandQ..

4.3.2 Thermal Performance under Normal Operation

When the CCDs were wired to the feed through cawngcand the electrical
headboard was connected, a very large drop in tdgrerformance was recorded on
all PRTs. Power dissipated from the CCDs during@ien also caused an increase in
temperature of the CCDs. The magnitude and effetfteoheat loads from electrical

wiring and CCD power dissipation are now described.

4.3.2.1 Electrical Wiring

Since the temperature of the feed through pinsceasparable to the temperature of
the vacuum base (~ 19 °C), heat was conducted thenfeed through pins to the
CCDs. The amount of heat conducted through a nat€)i,q, can be expressed as
[Young 1992]:

and (W) = kt A{TWL;TBJ ! (46)

wherek; is the thermal conductivity of the material (W/n), K& is the cross sectional
area of the conducting material (mF)y is the temperature of the body where heat is
being conducted from (°C)Tg is temperature of the body where heat is being
conducted (°C) andl,, is the length of the conducting material (m). Teédectrical
wiring consisted of 0.5 mm diameter copper and & HNsulating material. The

thermal conductivity of PVC (0.19 W/m K) is insificant in comparison to that of
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copper (400 W/m K) and was therefore not consideredhe calculations. The
average length of the wires was calculated to h@oxmately 62 mm by direct
measurement. Using equation 4.6, the total hedtdoaeach CCD pin was calculated
to be 0.104 W and on the total array was approxatyp&.9 W (0.104 W x 29 wires).

4.3.2.2 Active CCD load

During data collection, all 4 CCDs were integrated read out continuously. Power
was dissipated by all 4 CCDs during this process@mverted to heat. This section
estimates the heat dissipation from each CCD dwpagation.

. Parallel Clocking Power Dissipation

The time take ¢, to charge a capacitor is expressedigss Rep x Cep, WhereRg, is
the resistance}) andCg, is the capacitance (F) of the capacitor. Therefthre time
takenr,, to charge a CCD pixel is the multiplication oétblectrode series resistance
(Ro) and the capacitance of each 3-phase p@gl For the CCD30-11R; is ~ 23Q
andC, is ~ 8 nF [Burt 2006], thereforg equates to 0.18 ps (5.4 MHz). The parallel
clocking power dissipation in the CCD can be exgpedsas [Jorden et al. 2003]:

Prco =%{ﬁxcpv2fnj, @)

T r

whereV is amplitude of the clock swing (12 \),is the pixel transfer time (13 pg),
is the time taken to transfer all rows to the damgister (256 %;), fi is the pixel
transfer frequency andly is the total time between readout cycles (1.61Us)ng

equation 4.7Ppcp Was calculated to be ~ 0.01 mW.

. Serial Clocking Power Dissipation

The serial clocking power dissipation can also &lewdated using equation 4.7 where
7p IS 0.92 seconds; is 6 ps,fy is 165 kHz,C, is 40 pF,T, is 1.6 seconds anbr is

2.6 seconds. The serial clock power dissipaBesh, was calculated to be ~ 0.37 mW.

The total clocking power dissipatid®tp, for the CCD-Array was, 4 XPbcp + Pscp)
which equates to 1.52 mW. Singe>> 1, the power dissipated by clocking the CCD
is negligible. The effect of power dissipation tiigh clocking is insignificant unless
the CCD is being readout at TV rates (MHz).
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. Output Amplifier Power Dissipation

The power dissipated in the load resistor can Ipeemsed a¥ys X |, whereVyg is the
potential difference across the 1@ koad resistor and is the current flow from
source to drain (~ 5 mA). This results in a totaler dissipation in the load resistor
of ~ 25 mW. However, the load resistors for the@D30-11s were located off-chip,
therefore this was not considered as a heat lohd.dutput node FET also draws
current [McFee 2000] resulting in a power dissipatiPrer, expressed as,
(Moa— Vog) % |, which equates to ~ 75 mW. For all 4 CCD30-11 otgpPrer was

~ 300 mW. The total power dissipation by the 4 CQRsp, was the combination of
Pcp andPret, which was a total of 301.52 mW.

Figure 4.7 shows the steady state temperaturd 8Rals at full TEC power with all

passive (radiative - chamber walls, conductiveeeteical wiring) and active (CCD)

heat loads.
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Figure 4.7. Temperature profile of CCDs and Shapal undemaboperation

This represents the temperature profile of the GGy under standard operating

conditions. The total value 6. was a combination @rag Qcng aNdQccp Which was
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~ 4.8 W. This value was based on calculations usqtions listed in Section 4.3.1.
The final value ofT; under normal operation was ~ -47.5 °C. By usinga¢ign 4.5,
the expected value @, equates to 4.316 W, which is in very good agred¢msith
the calculated value.

The difference in temperature between CCDs 1 & 4 &CDs 2 & 3 was

approximately 5 °C, however this amounts to a diffiee in dark current of less than
1 € pl/p/s (see figure 6.19). Figure 4.21 summarisep#rformance of the TEC with
the different heat loads discussed in Section I8 normal operation of the

CCD-Array is represented &rad+ Qcnd + QccpWith T equal to -45 °C.

4.3.3 Heat Dissipation by Liquid Cooling
The heat generated by the CCD-Array and other festof the test facility was

absorbed by a re-circulating coolant, known as HeXhe total heat load from the
backside of the TEQ,, can be expressed as:

Qh = Qc +VTEC X ITEC’ (48)

whereVrec X Itecis the operating power of the TEC. The total heatlQy, from the
CCD-Array under normal operating conditions wass-V%. The test facility consisted
of 2 other heat loads, which originated from thel®enicro-source(x.ray) and the
coolant pipesQ@p). The normal operating power of the Bede microrsewas 80 W,
99% of which was converted to heat. The coolanepivere manufactured from
Polyurethane, which is an exceptionally good insulavith a thermal conductivity of
0.02 W/m K [Young 1992]. Although the thermal contivity of the polyutherane
was very low, the coolant was required to flow tlglo approximately 6.5 m to
complete 1 cycle. Due to the large length of pipitige heat conducted from the
ambient air (~ 22 °C) to the coolant (15 °C) wakwated over the 6.5 m coolant
flow distance. Using equation 4.6, the total heatllfrom the pipes was calculated to

be 7.5 W. The total heat from the entire faci@y, can be expressed as:
Qr(W)=Q, +Qy oy + Q5. (4.9)

This results in a total heat load of ~ 140 W thaisvabsorbed by the coolant. The
ability of the coolant to absor®; depended on the flow rafe: (cnt/s), and the
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specific heat capacity of the coola§, (J/Kg K). The value oF¢c was adjusted using
a pressure gauge in the chiller, which was facsatyto 650 mL/min or 10.8 cits.
The heat required1Q) to increase the temperatur£l} of a unit quantity of mass of a
substancens, with a specific heat capacif§y by 1 °C can be calculated using the
expression:

_m xS, xAT

AQ (4.10)

th><

The Hexid solution used to absorb heat from theé feslity had a specific heat
capacity of 3780 J/Kg K and a density of 1.02 glchhe volume and mass of Hexid
inside the total facility was calculated to be 58°@nd 0.051 kg respectively. The
time takent,, for the Hexid solution to complete 1 cycle thrbube facility at a flow
rate of 10.8 crifs was 4.6 seconds. The increase in temperatutediexid solution
after 1 complete cycle was calculated to be 3.36Si@g equation 4.10, wher) is
140 W (the total heat load in the test facility).

The maximum heat that can be absorbed by the do@lan (W), for a given coolant
temperaturdex(°C), can be approximated using the expression:

QuexW) =T7T,,,, + 300. (4.11)

The expression is a valid approximation betweerrdinges -25 °C Jyex < +25 °C.
By using equation 4.11, it can be calculated tha eoolant temperature of 15 °C,
the maximum heat load that can be absorbed is YWL0Qyex Was set to the dew point
of water (typically 15 °C in the laboratory) to pemt water condensing on the coolant
pipes, as electrical wiring was widespread acriosddst facility.

By re-arranging equation 4.10, the maximum increaséemperature AT) of the
Hexid was calculated to be ~ 10 °C, whel®@ represents the maximum allowable
heat load (400 W) at 15 °C. Since the increasemiperature of the Hexid was only
3.36 °C Fc = 10.8 cnis), Fc was reduced allowing a larger increase in the
temperature of the Hexid. Figure 4.8 shows the mumn flow rate required to ensure
AT <10 °C.
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Figure 4.8 Minimum coolant flow rate required to dissipattOIWV

4.4 CCD-Array Portability

In order to determine the suitability of the CCDrdy as a portable instrument, an air
leak test was performed to monitor the increaspressure inside the CCD-Array,
when unassisted by a vacuum pump. In order totesdtze CCD-Array from the

vacuum pump, a valve was placed between the twogakith a gauge to monitor the
increase in pressure inside the CCD-Array. FiguBeshows the phase diagram of
water with respect to temperature (°C) and presgmiears). The diagram also
indicates the increase in pressure inside the CiE&rat given time after switching

off the vacuum pump.

The results show that when operating at the coloestible CCD temperature (-40 °C
for CCD 2 and CCD 3 at full TEC power), the CCD-@yrcan only operate for 20
minutes, however, it is shown in Section 6.4, thatperformance of the CCD30-11 is
very similar at -10 °C when operating under AIMefefore, the CCD-Array can be
used remotely at -10 °C for 180 hours (> 7 daysimBined XRD/XRF data for
typical samples is usually collected over a penb8 hours. Assuming the CCDs are
operated at -10 °C, the CCD-Array can analyse 60esamples, before the danger of
water vapour freezing on the CCDs and causingretattiamage.
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Figure 4.9 Phase diagram of water with respect to tempezaumd pressure. The
times represent the maximum period ovieickvthe CCD-Array can be

cooled at a given temperature

4.5 CCD-Array Angular Geometry

The performance of the CCD-Array as an XRD deteatas dependant on 2 criteria.
The CCD-Array was required to determine the exasitipn of diffracted X-rays and
recognise these events as XRD data. The accuradgtefmining peak positions was
related to both the angular coverage and angusatuton. This section explains the
designed geometry of the CCD-Array, outlining tlaécalations performed in thef2

angular calibration of each of the CCDs.

4.5.1 CCD Angular Range

As previously mentioned, the CCDs were designedlet@long the curvature of a
120 mm circle, where the centre point was the poirdample irradiation. Since the
CCDs were rectangular, the centre of each of th®<&presented the point of
tangency. Figure 4.10 shows the geometry of CCIhd. @CD 2 in relation to the
sample holder. The angle of each of the CCDs iaticel to the sample was
determined by the design of the Shapal ceramiceSime distance between the CCDs

and the sample holder was identical, all 4 CCDsped the same angular range. This
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can be understood by visualising CCD 1 in figur&04being rotated around the
120 mm radius circle. The angular positioning af tBCD changes but the angular

coverage (2) remains the same.

CCD ceramic
packaging

120 mm radius circle

\ point of sample
irradiation

2 Theta

incident beam axis

Figure 4.10 Geometry of CCD 1 and CCD 2 in relation to thengke holder (all

dimensions in mm)

The length of the CCD30-11 was 32.89 mm with angimg area of 26.6 mm. Figure
4.10 shows the centre of the imaging area formingglat angle with the sample
holder at a distance of 120 mm. The angular coweodg can be expressed as:

6= tan‘l(@ mmj : (4.12)
120

The total angular coveragedj2of each of the 4 CCDs was therefore 12.65°. Sihee
CCD imaging area did not lie perfectly on the 12@ wmircle due to their rectangular
shape, this caused a variation in resolution adles<CD, which is shown in figure

4.11. The spatial resolution improved away from teatre of the CCDs, as pixels
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toward the edges were further away from the sar(pl@20 mm). However, this
variation in spatial resolution was calculated é0(b00015° and was not expected to

cause any errors in qualitative analysis.

0.0124 1 T
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} variation in spatial © e _ : : 5
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Figure 4.11 Variation in spatial resolution across each CQBL3

With the angular coverage of the CCDs calculatkd, ext stage was to determine
the angular position of each of the CCDs, alondhwlite position of the CCD gaps.
These gaps represented the distance between e @D imaging areas.

4.5.2 Angular Position
For the CCDs to satisfy the 120 mm geometry withgample holder, the CCD-Array

was tilted at the correct anglB)(and lifted to the correct heigh€), as shown in

figure 4.12. The height of the base determineddier and upper angular coverage
limits of the CCD-Array. The angle of the inclirati block was determined as
follows. The angle required by CCD 1 to cover agudar range beginning at ~ 4.5°
260 was 83.20°. The angle between CCD 1 and bottotheoCCD-Array was 66.30°.

The angle of the inclination block, B, was theref@0.50° (180° - (83.2° + 66.30°)).
The height of the CCD-Array holder (C) was constedi by the height of the sample
holder (184.5 mm) and was determined to be 65.57 iim distance between the
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CCD-Array and sample holder was adjustable thraghpivot screws indicated in
figure 4.12.

Spatial dead zones

point of sample
irradiation

incident beam

832"

\ pivot screws

Base

Figure 4.12 Geometry of entire CCD-Array assembly in relatiorsample holder

Based on the geometrical calculations, the CCD3Arcmverage ranged from
4.48° - 63.95° with 3 gaps in angular coverage. ahgular coverage of each gap
was 2.96°. The exact angular position of each C&IDGCD gap is listed in table 4.5.

CCD1 | Gapl | CCD2 | Gap2 | CCD3 | Gap3 | CCD4
Bottom Position (2 6) 4.48 17.14 | 20.09 | 32.74 | 35.69 [ 48.35 | 51.30
Top Position (2 6) 17.13 | 20.08 | 32.73 | 35.68 | 48.34 | 51.29 | 63.95

Table 4.5 Angular coverage of CCD-Array active area andsgap

The presence of 3 gaps in angular coverage car gaak loss in XRD experiments.
The detector designed for this thesis was builh gsototype instrument. In Section
7.2, improvements to the CCD-Array design are priese which includes a very

large reduction in angular ‘dead zones’. The manprovement is that the CCD
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ceramic packaging in the"2generation instrument will be laser cut to alldve t

imaging areas on each of the CCDs to almost tonehamother. This will reduce the
angular coverage of the gaps from 2.96° to ~ 0&¥ice the standard width (£ 3
standard deviations) of diffraction peaks undemmadroperating conditions is greater
than 0.2°, the complete loss of diffraction peale tb gaps in angular coverage will
be eliminated. For this reason, if an XRD peak Veasited in one of the gaps, the
CCD-Array was simply moved along the curvaturehaf 120 mm measuring circle to
bring the XRD peak into coverage. The effect of ggap angular coverage is not

discussed in this thesis, as this was an onlysareisith the prototype instrument.

4.5.3 Spatial Resolution

The CCD30-11 consisted of 1040 (columns) x 256 ¢jopixels. The 256 pixels
(6.7 mm) determined the fraction of the diffractiong collected by the CCDs. The
spatial resolution of the detector was definedH®yriumber of pixels intercepting the
12.65° angular coverage. This was represented &yl@40 pixels in the vertical
direction that included 16 over-scan pixels. Thatigh resolution was therefore
approximately 0.012° (12.65°/1024).

With the benefit of CCD binning, faster readout éencould be achieved at the
expense of spatial resolution. Table 4.6 listsréalout times and spatial resolution of
different CCD binning modes. The total readout 8nireclude a 1 s CCD exposure

time at a readout speed of 165 kHz per pixel.

Binning Mode Pixels (v) | Pixels (h) | Spatial Resolution (9 Readout Time (s)
1x1 1024 256 0.012 2.6
2x2 512 128 0.024 1.4
4 x4 256 64 0.049 1.2
8 x8 128 32 0.099 1.1

Table 4.6 Readout time and spatial resolution of differ@@D binning modes

For XRD experiments with less resolution requiretagi€CD binning has various
advantages. Data collection times are greatly redlwnenen collecting a large number
of exposures. For example, collecting 2000 expasafd s each can be achieved in 1
hour and 26 minutes in full resolution mode. Withx22 binning the total data

collection time is reduced to approximately 46 nb@su
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4.6 Confirmation of CCD-Array Spatial Geometry Usin g NIST SRMs

This section investigates the accuracy of the desiggeometry using NIST SRMs.
Using SRMs, any inaccuracies in the designed gagmehich may have occurred
during assembly of the CCD-Array could be identifi¢he intensities of peaks across
all 4 CCDs were also investigated in order to detee any varying QE problems. A
variation in QE across a CCD would cause errosloulating the relative intensities

of diffraction rings.

4.6.1 Spatial Calibration — SRM 660a/SRM 675

In order to perform accurate XRD analysis and exphe high spatial resolution of
the CCD-Array, it was essential to confirm the aecy of the designeddyeometry.
For the spatial calibration of the detector, SRM&@lanthanum hexaboride powder)
was used. This powder consisted of peaks startiogn f21°, which allowed the
calibration of CCDs 2 — 4. CCD 1, which covers amgwar range from 4.48° to
17.13°, was calibrated using a separate low angRM S675, known as
fluorophlogopite mica powder. Figure 4.13 shows X¥RD patterns collected from

both powders. The CCD was exposed for 1 s and &&p0Osures were collected.
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Figure 4.13 Spatial calibration of CCD-Array using SRM 660al&5RM 675
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The initial XRD pattern, without altering the geadmnyecontained errors of ~ 0.07° and
was approximately 5 — 6 pixels misaligned. Using pivot screws, the geometry was
aligned as best as possible with SRM 660a and SIRBA Bhe errors on all 7 peaks
were then calculated and are shown in table 4.@. gdak positions were calculated
by fitting the experimental peaks with Gaussianglel® and refining the position of

the mean to find the best least squared fit.

Peak CCD SRM 26 NIST () |26 CCD-Array () | Error (9
Pkl 1 675 8.8530 8.8612 -0.008
Pk2 2 660a 21.3578 21.3614 -0.004
Pk3 2 660a 30.3847 30.3968 -0.012
Pk4 3 660a 37.4417 37.4382 0.003
Pk5 3 660a 43.5064 43.4954 0.011
Pk6 4 660a 53.9886 53.9786 0.010
Pk7 4 660a 63.2183 63.2291 -0.011

Table 4.7 Summary of CCD-Array spatial calibration errossng NIST SRMs

The largest recorded error was 0.012°, located @D Q. This represents a
misalignment of approximately 1 pixel. These mim@ccuracies can be attributed to
gluing and manufacturing imperfections. The magtetwof these errors was not
expected to influence qualitative XRD analysis, réfh@re no offsets were

implemented during the post-processing stage.

4.6.2 Intensity Calibration - SRM 674b

For quantitative analysis, the intensity of XRD k&# the crucial parameter. It was
therefore essential to ensure that the QE respoinsach of the CCDs was identical
(identical QEs were expected since all CCDs werd8E11s with an identical
resistivity, biased to the same potential). Thisswavestigated by collecting
diffraction data from NIST SRM 674b.

Various factors can affect the intensity of an obseé diffraction ring, the most
important of which is sample quality. The samplalgy can severely affect the
measured line intensity through processes such ragerped orientation and
absorption. The key feature of the SRM 674b séhas it eliminates these effects,

which ensures any intensity discrepancies can tibwed to instrumental errors.
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This will highlight any intensity errors across t8€D-Array and isolate problematic
CCDs. The 4 powders contained within the SRM 67dbase zinc oxide (ZnO),
titanium dioxide (TiQ), chromium (lIl) oxide (CsO3) and ceric oxide (Cefp XRD

patterns from all 4 samples were collected usirgg@CD-Array and scaled to 100

according to the intensity of the largest peak.

Since some peaks were located in between CCD gaps@peaks were present on
CCD 1, for certain samples the CCD-Array was mosatuhg the curvature of the
120 mm measuring circle to detect specific peakss Was achieved by increasing
the height and angle of the CCD-Array base andnatibn block respectively, with
the use of angled blocks. The intensity errors veateulated by fitting the observed
peaks with Gaussian models and comparing the peahthintensity with the
expected peak heights. A minimum of 10,000 counés wetected in each peak
resulting in counting errors of 2%, at a 95% coaffice level. The average error (%)
was calculated for each CCD using all 4 SRMs artidtisd in table 4.8.

SRM CCDL1 error (£ %) | CCD2 error (£ %) | CCD3 error (+ %) | CCD4 error (+ %)
Zn0O 8.43 4.20 9.92 16.12
TiO2 6.75 1.30 8.00 13.39
Cr203 6.84 0.45 6.77 15.60
Ce02 6.23 2.83 8.62 16.86
Average Error 7.06 2.20 8.33 15.49

Table 4.8 Summary of intensity calibration errors using NISRM 674b

CCD 4 displayed the largest errors with an avernaggmsity error of + 15.49%. These
errors were then taken into account during postgssing of the XRD data and XRD
patterns from the 4 SRMs were collected again. reigul4 shows the reduction in

intensity errors after the calibration from 45 =83 2.

As can be seen from figure 4.14, a much bettereageat was reached between the
observed and expected intensities after the intoolu of the error offsets. Average
errors on CCD 4 were reduced from 15.49% to 2.47ke 3 other CCDs showed
similar improvements and maximum intensity errang tb instrumental effects were
determined to be 3.2%.
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Figure 4.14 XRD intensity errors before and after calibratfoom 45 — 63.95° 2

4.7 The Test Facility

A purpose built test facility was created for tegtthe CCD-Array. Figure 4.15 shows

an image of the test facility with all major comgoits labelled 1 — 8.

Figure 4.15 Image of the test facility including CCD-Array
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The equipment shown in figure 4.15 was encloseidéna radiation safety enclosure
that is not shown, but is represented as featureh8.test facility was designed to
operate in the following manner. The Bede microrsey1) produced a very small
(~ 1 mm) beam of focussed X-rays that containet loontinuous and characteristic
Cu X-rays. A stainless steel X-ray collimator penfied X-ray monochromation (3a)
through a 15 um Ni filter and collimated (3b) thieedt X-ray beam to less than
150 um. Samples were ground into very fine powdess than 10 um) and spread
across the entire sample holder surface (4). A be&roollimated low divergent

X-rays irradiated the sample at an incident andl&o Diffracted and fluoresced

X-rays were collected by the CCD-Array (5) whichswaperated in single photon
counting mode. The CCD-Array holder (6) was desigteeallow the CCD-Array to

form a precise geometry with the sample holder.XAray beam stop (8) prevented
the direct X-ray beam from escaping through thea)X-enclosure. The X-ray safety
enclosure (9) contained sliding doors with magnatierlocks, which prevented the
X-ray shutter from opening whilst the doors werempSliding doors allowed easy
access to the equipment for changing samples asitingpthe CCD-Array. When a

single sheet of Mylar was used as an X-ray windbe,equipment was covered using
a lightproof box made from Al. An explanation ottindividual components of the

test facility is now described.

. Bede Micro-source (1)

The Bede micro-source consists of a conventionaiayX-tube coupled with a
polycapillary focusing optic. Electrons were gemedawithin the X-ray head though
thermionic emission and an electron gun accelertttedelectrons towards a Cu
anode. An electronically controlled shutter protatithe emission of X-rays through
the optic. The shutter consisted of a 3 mm piecéunfsten, which was powered
using a 12 V solenoid and controlled using softwarg¢he X-ray controller head.
When the shutter was opened, a rectangular 5 menrhoVed into position in front of
the Cu anode and allowed the generated X-rays tooblected and emitted by the

optic.

. Bede Micro-source Holder (2)

The holder for the Bede micro-source was manufadtufrom 10 mm thick

aluminium to support the weight of the X-ray head8(kg). The micro-source was
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bolted to the holder using two 6 mm bolts. The boldas designed with a 4° angle of
incidence (86° from the optics table) that enaldedeflective geometry for XRD

experiments.

. Stainless Steel Collimator (3)

In order to optimise the angular resolution of KRD experiments, a very small
focussed beam of X-rays was used to irradiate dhgpke. The direct output from the
Bede micro-source was a 1 mm circular beam of nantis X-rays with 2 strong
Cu Ka and Cu K characteristic X-rays. The aim of the monochrooraprocess was
to isolate the strongest characteristic emissiothenspectrum (Cu & X-rays). The

collimation stage reduced the 1 mm beam of the Bedeo-source to a small spot

(less than 150 um in diameter).

. Collimation (3a)

A 25 mm square sheet of 0.1 mm thick tungsten gas @or the collimation process.
Circular discs with a 2 mm diameter were laserfiarn the W sheet by Micrometrics
Itd. Pinholes were cut centrally into the discshwiairious diameters (50, 80, 100, and
150 um). Figure 4.16 (a) shows a scanning eleatrmnoscope (SEM) image of an

80 um pinhole in the tungsten disc.
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Figure 4.16(a): SEM image of 2 mm wide tungsten disc with8@yum pinhole and
the (b) comparison of a 50 um and 150ipoident beam on the FWHM
and intensity of 2 CaGA&RD peaks
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Larger pinholes transmit a higher flux of X-rayd@mthe sample but cause a decrease
in the angular resolution of diffraction peaks. PORD applications with high
resolution requirements, smaller pinholes were (sayl 50, 80 um) at the expense of
X-ray flux. Consequently, such experiments reqummgger total exposure times to
achieve similar SNR as larger pinholes. Figure 44)6shows a comparison of a
50 um and 150 pum incident beam on the intensity rasdlution of 2 XRD peaks.
The expected resolutions of the peaks are also rshavich were calculated using

equation 2.14.

Notches were laser cut into the outer circumfereatehe discs to identify the
different sizes. The tungsten sheets were placedeafront of the collimator using
specially designed copper holders. A 0.5 mm hole dulled through the copper
holder to allow transmission of the main beam. Toepper holders were inserted into
the collimator in the locations labelled 3a andr8hgure 4.15. Figure 4.17 shows the

dimensions of the copper holder.
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Figure 4.17 Schematic of Cu holders inserted into collimatoprovide

monochromation and collimation (all dms&ns in mm)

Figure 4.17 shows the 150 um deep recessed circalar(2 mm wide) which was
designed to allow gluing of tungsten/Ni discs. Thepper holders used for
collimation were placed at the front of the colliorato minimise divergence of the

main beam prior to sample irradiation.
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Monochromation (3b)

Circular discs were also cut out of a 15 um thigksheet and glued into the recessed

holes in the copper holder. The Bede micro-sourcedyced characteristic
Cu Ka (8047 eV) and Cu K (8904 eV) X-rays. The Ni filter was used to redtive
Cu KB to Cu Ku ratio. Figure 4.18 shows the transmission of Xsraigm 6 — 10 keV

through the 15 pum Ni filter. The location of theaksorption edge of Ni is located

between the Cu & and Cu K energies at 8107 eV, causing a large drop in

transmission of X-rays greater than 8107 eV. Usiggation 3.21, the transmission of

the 2 characteristic X-rays through the filter wakculated as:

Transmission

| - x x
I_x (CuKa) =€ (492)x (892)(00019 — 352

(]

:_x (CUKp) = o (286%(892)x(00019 — )9
(o]

(4.13)

(4.14)
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Figure 4.18 Transmission of X-rays from 6 — 10 keV through5aum Ni filter
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Since the CCD30-11 can perform single photon cogni@asily distinguishing Cud
and Cu K3 X-ray peaks), XRD analysis can also be performidout the use of a Ni
filter. By focusing the raw spectrum produced bg thptic onto the sample, both
Cu Ko and Cu K X-rays will be diffracted. The@position of the diffracted Cu K
and Cu K3 X-rays will differ however, based on equation Ebr samples with many
peaks, overlapping of Cuckand Cu 8 XRD peaks is inevitable. If the diffraction
efficiency of the sample is low, the probability tie 2 characteristic X-rays
interacting is also low (probability will increaséth binning). The advantage of this
technique is that the incident flux of CwKK-rays is not reduced by almost 50%,
therefore approximately double the amount of diffiea photons are generated from
the sample. However, samples with a high diffracedficiency and a large number
of peaks, will cause some interference betweerchia@acteristic & and K3 peaks
(e.g. a pixel containing a CucKphoton may also detect a Cys ihoton, or a Cu K
photon may be detected in a neighbouring pixeleitnempreventing detection of the
Cu Ka X-ray as an isolated XRD event). Generally, whemg a laboratory X-ray
source with high flux (as used in this project),machromation is used to practically
eliminate diffracted KB X-rays. Where less X-ray flux is available (suck a
radioactive X-ray source), it is more beneficiabjmerate the CCD is photon counting

mode to discriminate the intended K-rays and reject K X-rays.

. Powder Sample Holder (4)

The powder samples were placed on top of a 13.6diameter zero background
mount (ZBM), which was glued to a sample holdere ®BM eliminated background
scattering from the sample holder when analysingipsas with a small linear
attenuation coefficient (e.g. organics). Samplesewgrinded using a mortar and
pestle to 1 — 10 um grains. The sample holder vessgded on top of a d.c. motor
(20 r.p.m.) which allowed sample rotation duringadeollection to reduce preferred
orientation. The sample holder was fixed to theabmard through an XYZ
translator, which allowed easy calibration of tlaenple with the incident beam. The

geometry of the sample irradiation process has Hesmnissed in section 2.1.

. Optics Table (7)

The optics table contained a pitch of 25 mm tovakd@mmponents of the test facility to

be easily translated.
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. Lead Beam Stop (8)

The lead beam stop consisted of 2.5 mm of lead éRAblosed between two 2 mm
thick steel plates. The beam stop attenuated the beam to acceptable background

levels.

. Radiation Safety Enclosure (9)

The equipment shown in figure 4.15 was containsdiaa radiation safety enclosure
with magnetic interlocking doors. The interlockidgors prevented the possibility of
X-ray emission whilst doors were open. Sliding $@erent doors allowed easy and
safe access to the test facility for changing sampind pinholes. The doors were
equivalent to 2.3 mm of Pb, ensuring any scatteedys from the source would be

contained within the enclosure.

4.8 Experimental Arrangement

Figure 4.19 shows the experimental arrangemeriiteofest facility.
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Figure 4.19 Experimental arrangement of test facility
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The CCDs were controlled usin§f party CCD drive and readout electronics (XCAM
Itd.). An oscilloscope was used to confirm valid @Giasing, clock waveforms and
CCD outputs. Each of the 4 CCD outputs were reashalividually and the resulting
images were displayed on a laptop via a high-sp#e# interface. Outputs from the
PRTs were connected to a temperature sensor. T@eahl motorised sample holder
were powered using a D.C. power supply. A 12-ingleuum pipe connected the
CCD-Array to a vacuum pump, which maintained a sues of ~ 16 mbar inside the
CCD-Array during cooling. A water chiller providesoling to both the CCD-Array
and the X-ray source at a flow rate of approximaéd0 mL/min. A flow rate meter
ensured a minimum flow rate of 300 mL/min passedubh the X-ray head. If the
flow rate dropped below this threshold, a signakwant to the X-ray controller to
suppress the generation of X-rays. The emissiof@ys was also controlled by the
magnetic door interlocks of the radiation safetglesure. An emergency footswitch
allowed users to immediately place the X-ray systestandby in case of emergency.

The operation of the X-ray source was controlladgisoftware.

4.9 Experimental Alignment

The alignment of the system was performed in séviedividual stages. The

sequence of alignment steps are summarised below:
micro-source — X-ray optic — collimator — pinhole — sample— detector

The first 3 stages in the alignment procedure wewlimaging the X-ray beam from
the micro-source using a dental CCD (e2v’'s CCD3B-The CCD was fixed to the
optics breadboard and centrally aligned with theraasource optic. The first step was
the alignment between the X-ray shutter within riiero-source and the X-ray optic.
This involved adjusting the XYZ position of the @pin relation to the X-ray shutter.
The position of the optic was varied until the nmaxim intensity was seen in the
beam. The next stage was to align the collimaith the X-ray optic. Any pinholes
were removed from the collimator during this praceBhe collimator was centrally
aligned with the optic and tilted 4° (initially bsye) to allow the focused ~ 1 mm
beam to travel through the collimator. This resigjtbeam was imaged by the dental
CCD. The angle and position of the collimator wdgusted using XYZ translation
stages (1 um sensitivity) until the X-ray beam wahtralised in the ~ 5 mm
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collimator outlet. Next, the dental CCD image wasalgsed and the pixel location of
peak intensity was noted. This was always approtdélyan the centre of the X-ray
beam as the energy distribution resembled a 3-diroral Gaussian shape. With the
pixel location of peak intensity noted, the reqdineinhole was placed into the
collimator using the copper holder. The positiortted collimator was adjusted until
the noted pixel location (of maximum intensity) wantralised in the pinhole. This
ensured the beam produced from the collimation gg®acontained the maximum
possible flux. The penultimate stage in the aligntm@ocess involved aligning the
pinhole with the powder sample. This was achievéd the use of very bright light
emitting diode (LED). The LED was placed betweesa Xiray optic and collimator
which allowed the intense beam of light to passtineugh the pinhole and illuminate
the powder grains. The sample holder was adjusted XYZ translation stages until
the incident beam was centralised in sample holtiee. final stage of alignment was
between the axis of the X-ray beam and the cerftrhed CCDs. This alignment
procedure was completed during post processingeofCICD images through the use
software. Once the alignment procedure was conthlesamples were simply

interchanged and the facility remained entirelgradid and calibrated.

4.10 Discussion

This chapter has described the design and chasatten of the CCD-Array. The
CCD-Array was designed to collect combined XRD/X&dta from powdered rocks
samples. A large 12 cm distance between the saampleletector allowed very high
spatial resolution of 0.012° and the use of 4 C@iwided large angular coverage
from 4.48° - 63.95° @ The detector was designed for portability witk tise of a
single TEC for CCD cooling and on-board CCD headth@dectronics. Calculations
have been outlined which determined that only 215 of Mylar was required to
sustain the stress (~2Pa) induced from creating a pressure of = frfbars inside
the CCD-Array. The actual thickness used (20 pumgeeds this requirement by a
factor of 8 due to the high risk of CCD damage pastow failure.

Thermal studies were performed on the CCD-Arrajiring the ability of the TEC to
cool the CCDs with heat loads of ~ 4.5 W. Calcolaé, measurements and thermal
simulations revealed that operating the CCDs withiwacuum as opposed to N
resulted in a reduced heat load on the cold sideefTEC. Additional heat loads in
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the form of conduction from electrical wiring andat dissipation from the CCDs,
further reduced the TECs cooling performance. Thmgdst heat load in the
CCD-Array was generated from the 0.52 mm thicktellesd wiring. This was one of
the major design flaws with the CCD-Array, as stlibk wiring was not required for
electrical purposes. The maximum current drawnhegy@CD30-11 during operation
was byV,q, in the range of 5 — 10 mA. A current of 5 — 10 rod@n be achieved with
0.05 mm wiring. Approximately 29 wires allowed thansfer of heat from the copper
base to the CCDs during operation. Figure 4.20 shit reduction in heat transfer

achieved with smaller diameter wiring.

Heat load (W)

[[—— 0.52 mm diameter | . ................ L 0.001 Wi
| —=— 0.1 mmdiameter | ....ioi T — G S WU -
0.05 mm diameter | - ' '
10 i i i i
1 10 30 60 90

Wire length (mm)

Figure 4.2Q Reduced conductive heat load from thinner elealtmviring

The total heat load on the CCDs from the electrgeahg in the current configuration
was ~ 2.9 W (29 wires x 0.104 W). By using 0.05 rimck wiring, this total heat
load can be reduced to ~ 0.029 W. This represesignéficant decrease Qcng With
Q. reduced to 1.6 WI. would be approximately -62 °C as opposed to -45FiQure
4.21 shows the performance of the TEG \(s. Qc) with the use of 0.05 mm wiring
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(dashed red line) along with other heat loads winalie been described in Section
4.3.
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Figure 4.21 T, vs. Q. performance of TEC with different heat loads

Explanation of the CCD-Array’s geometry with resptcthe sample holder has also
been discussed in this chapter. The calibratiosach CCD in the spatial domain has
been calculated and these calculations have bediirmed with the use of SRMs

from NIST. Minor inaccuracies in the spatial cadition of the detector have been
identified to be approximately 1 pixel (0.012°).tdnsity errors have also been
identified and corrected with maximum instrumerabrs in peak intensity expected
to be less than 3.2% (assuming at least 10,00@adiéfd counts). The test facility

designed for testing the CCD-Array has also besoudised with particular emphasis
on the monochromation and collimation process. Tbkg&t chapter describes the

process of collecting, analysing and modelling XRRRF data using CCDs.
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Chapter 5 : Data Collection, Analysis and Modelling

5.1 Introduction

The key feature in the collection of combined XRBAX data is the ability of the
CCD to collect isolated X-rays, or X-rays contairveithin a single pixel. The major
factor dictating the amount of isolated events deté by a CCD is the depletion
depth. Depletion depth is dependant on the biasomglitions of the CCD, but more
importantly on the resistivity of the p-type epit@xegion. The initial section of this
chapter aims to confirm the resistivity of the C@BRL devices that make up the
CCD-Array. CCDs are very popular detectors for X&falysis, but the use of CCDs
for XRD analysis is still a relatively new techney(last decade). Therefore, the focus
of this chapter is based on XRD data collectiorglysis and modelling. Different
data collection techniques are highlighted, inalgdmethods of reducing noise in
XRD patterns. An investigation is also carried aat determine the best CCD
architecture for collecting XRD data, namely fratrensfer or full frame. The final
section of this chapter is concerned with the miodgebf XRD data using CCDs. The
model allows users to calculate optimised CCD ewposimes, total incident X-ray
events, background noise, event statistics and 6@bing effects. The operation of
the model is explained and agreement between th@latied and experimental data is
highlighted.

5.2 CCD30-11 Depletion Depth Measurements

5.2.1 X-ray Events in CCD Detectors

Once a positive voltage is applied to the surfdeetde, a depletion region forms
underneath the Sidayer with a finite depth. If X-rays interact ingfCCD depletion
region, the resulting charge cloud is quickly swepty by the strong electric field to
the nearest potential well. These X-ray eventsuatelly confined to a single pixel
and are known as isolated or single pixel eventsay$ that ionise underneath the
depletion layer where no electric field is preseiiffuse into neighbouring pixels and
cause split events. Figure 5.1 (a) shows the 3+uineal Gaussian distribution of
electrons contained within the charge cloud. Thgitided value of each pixel is
determined by calculating the fraction of the cleactpud in each pixel, as shown in
figure 5.1 (b).
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Figure 5.1 (a): Charge clouds produced at different X-rayisanon depths and (b)

corresponding digitised pixel values

To identify distinct X-ray energies, only isolatedents are used in the data collection

stage. The calibration of the X-ray spectrum isregped as:

E —-ra
Cal(eV/ADC) = —"2 (5.1)

x=ray — Mnoise '
wherery.rayis the mean digitised value of the X-ray peakise is the digitised value
of the noise mean arf..y is the energy of the X-ray peak in eV. The numbler o
electrons per digitised value can be calculateditygling Cal by w, which represents
the average amount of energy (eV) needed to ceeategle electron hole pair in Si.
This value is temperature dependant and is appairiyn3.74 at -100 °C and 3.67 at
+25 °C [Groom 2004].

The presence of isolated events in the CCD imadetsrmined as follows. The mean
position of the noise peak s, IS identified and accurately fitted using a Gaarss
distribution. The noise threshold is set to anynéven the image that are 3o¥oise
greater thamise Whereonoise represents the standard deviation of the noise. geak
pixel with an intensity greater than the noise shd (noise +30noisd iS considered as
an ‘event’. Isolated events must have an energgtgrehan the noise threshold, with
4 neighbouring pixels below the noise threshol@ (sgure 5.23).
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X-ray ionisation in Si causes the formation of decgon-hole cloud, the size of
which is based on the energy of the incoming X-aag the absorption depth, A
simulation was designed to determine the ratio suflated to split events over
(26 um¥ pixels, with respect to increasing electron-holeud diameter. The
simulation involved randomly distributing 1 x*Iphotons over a 5 x 5 pixel imaging
area (25 pixels) for each electron-hole cloud di@merhe events considered were
isolated events, 2 x 2 and 2 x 1 split events.rékalts of the simulation are shown in
figure 5.2.
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Figure 5.2 Simulation revealing the ratio of isolated toisphents with increasing

electron-hole cloud diameter over (26 fipiyels

As can be seen from figure 5.2, the number of tedlaevents decreases with
increasing cloud diameter until the cloud diame¢aiches the size of the pixel and no
isolated events can occur. It is important to nibit photons collected within the
depletion region of the CCD have very small cloughteters (< 1 um) which will
result in a very high percentage of isolated evelPk®tons absorbed underneath the
CCD depletion layer will form much larger electrbale clouds due to diffusion and
result in a much lower percentage of isolated exehihe probability of 2 x 1 split

events decreases when the electron-hole cloud tBameaches half the pixel size.
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2 x 2 split events become dominant at electron-lotded diameters greater than

approximately half the pixel size.

By 2 x 2 binning the CCD image, an increase inisloéated event efficiency occurs,
since the pixel area is quadrupled whilst the sizehe charge cloud remains the
same. Split events such as those seen in figurgb).are summed to reform the
original X-ray event. Binning causes an increasegh@ SNR as each pixel now
contains 4 times as much signal intensity, whiigt teadout noise remains the same,

however each pixel also contains 4 times as mudhalarent.

5.2.2 Depletion Depth Measurement — X-ray spread ev  ents

The AIMO FI CCD30-11 manufactured by e2v is norpdébricated on 10@.cm
p-type Si with a 25 um epitaxial layer. However, recent years deep depletion
AIMO CCD30-11 devices have also been fabricated @@0 Q.cm p-type Si with a
50 um epitaxial region [Pool 2005]. The CCD30-1Vides used in building the
CCD-Array were expected to be 100cm as opposed to the 1000cm resistivity,

but measurements were required for confirmation.

Depletion depth measurements were made using Xp@ead event analysis. The size
of the electron-hole cloud formed by a particularay is dependant on its energy and
the interaction depth within the Si. By determinithg size of the electron-hole cloud
formed by X-rays of different energies and simulgtihese events over a given pixel
area, the ratio of isolated to split events foriaey X-ray energy can be calculated.
By measuring the ratio of isolated to split evemisthe experimental data and
comparing to the simulated results, depletion degthmates can be made.

5.2.2.1 Isolated Events in the Epitaxial Region

Figure 3.10 shows the small electron-hole cloudgnfmt by X-rays in the depletion
region in comparison to the pixel size (26 fAnfpr a 100Q.cm and 100Q.cm

device. It can be assumed that all events detecttdte depletion region of the CCD
result in single pixel events. Since the electroteltloud radius of X-rays detected in
the depletion region is much smaller than the psiee, this is a fair assumption.
However, since some X-rays will statistically iomign between pixel boundaries,
such events although detected in the depletioronegtan form split events. The

formation of split events in the field free regimmmuch more likely as the charge
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cloud will diffuse before reaching the potentiallhe the CCD. Figure 5.3 highlights
this effect as the number of isolated events imatetli decays when X-rays begin to

ionise in the field free region.

The transmission of monochromatic X-rays throughisSshown for 3 elements in
figure 5.3. The diagram shows the depletion boueddor 100Q2.cm and 100@.cm
devices biased at a 12 V gate voltage and 0 V maibstoltage. The resulting
depletion depth of each of the devices was caledldab be 12 pym and 33 pm
respectively, using equation 3.11.
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Figure 5.3 Transmission of P & K Ka and Ti Ko X-rays in a 12 um and 33 pum
depleted CCD

The simulation begins by generating an interactaindepthz, based on the
transmission plot shown in figure 5.3, with a ramdmcation within the pixel. An
initial cloud radius forms at the depth of interantR, the size of which can be
calculated using equation 3.27. When the X-raysesiin the depletion region
(z < Zy), the size of the charge cloud reaching the n-tppeed channel is a
combination of the initial charge cloud and subsedquspreading in the depletion

region (equation 3.30). If the X-ray interacts le field free regiondy > z < Zg,), the

123



charge cloud diffuses until it reaches the deptebioundary. The extent of the charge
cloud in the field free region (FFR) is calculatesing equation 3.31 and must also
include additional spreading in the depletion ragi¢equation 3.32). Since

X-rays > 4.5 keV were not used for depletion dapgasurements, interactions in the
substrate are ignored. Charge clouds formed inrég®n produce events that are not
confined to 2 x 1 or 2 x 2 split events, but foranger split events and are very
difficult to detect experimentally. Charge from thlectron-hole cloud is also lost due
to recombination in the substrate, therefore tlee®amts cannot be summed to reform
the original X-ray energy. Once the size of thergbacloud reaching the potential
well for a given interaction depth has been caledathe software calculates the
fraction of the charge cloud in each pixel and aebees whether the event is an
isolated or spit event.

The results of the simulation are labelled as dtsd events’ in figure 5.3. Since the
spreading of the charge cloud in the depletion BRR is not related to the X-ray
energy, the ‘isolated events’ curve is a very gapdroximation for all X-rays from
0.1 — 10 keV. The value d® (which is dependant on the X-ray energy) halittl
influence on the curve. The number of isolated &/produced by an X-ray of energy
E, is the number of X-rays absorbed in the epitaxedion multiplied by the
‘isolated events’ curve. AB increases, fewer X-rays are absorbed within thtoapl
region and the number of isolated events decred$esresults from the simulation

are shown in table 5.1 for 8 different elementgnag from 2 — 4.5 keV.

Element eV Epitaxial (simulated) % Depletion (simulated)% Depletion (predicted) %

P Ka 2013 98.57 98.5337 99.9513

S Ka 2307 97.94 97.6328 99.56

Cl Ka 2622 96.822 95.54 97.99

Ar Ka 2957 94.5764 91.3299 94.1918

K Ka 3313 90.4947 84.6834 87.68

Ca Ka 3691 84.2859 75.89 78.94

Sc Ka 4090 76.32 66.1761 69

Ti Ka 4510 67.3821 56.4335 58.99

Table 5.1 Summary of simulated results calculating the g@etage of isolated events

for various characteristicsphotons ranging from 2 — 4.5 keV

As predicted, the number of isolated events agtyathduced in the depletion region

are very similar to the number of events absorlmethé depletion region (listed as
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‘Depletion (predicted)’ in table 5.1). Table 5.1s@loutlines the total number of
isolated events detected in the epitaxial regiogpl&ion depth measurements were
made by comparing the simulated data to experirhéiata. Experimental data was
collected by detecting theokX-ray emissions of the elements listed in table $he
percentage of isolated to split events was theoutsted for each element and
compared to the simulated data. The X-ray flux weakiced to ensure X-ray events
were sparsely populated across the CCD (X-rayscsdilux was reduced according
to samples fluorescence vyield to allow ~ 50 tot@res/s). Results are shown in figure
5.4.

105 T T T T T T
: 100 €).cm Epitaxial - Simulated
——1002.cm Depletion region - Simulated
100 - —£—10000.cm Predicted H

—7—1000.).cm Epitaxial - Simulated
1000 L.cm Depletion Region - Simulated
=+ Experimental measurments M

o0+ T RS ............................................................ -

a5l SR ) W R ........................................................... a

75

Y (TR -

65

Isolated events (%)
[e=]
(]
i
i

60

55

| 1 | | | |
2000 3000 4000 5000 6000 7000 8000
Energy (eV)

Figure 5.4 Comparison between simulated and experimentduatian of depletion
depth using X-ray spread events for 10D EH¥00Q.cm devices

It is evident that the experimental evaluation e tlepletion depth provides a good
match to the 10@.cm resistivity. The measurements aim to highlidjet agreement
between the experimental data and the total isblatents in the epitaxial region
(green curve), as this represents the most acagptesentation of the isolated events
formed inside the CCD. The errors seen in the exytal data were expected to
arise from difficulties in processing experimen@D images for isolated and split

events. The errors between 2 — 3.5 keV appear derestimate the depletion depth.

125



Since lower energy elements have a low fluorescetiwld, the X-ray source was
operated at full power to deliver an appreciabl fbf X-rays. Events in the CCD
image were therefore dominated with elasticallyttecad Cu K& photons, which

caused some interference in detecting the interXiedy events. For additional
confirmation, another technique of determining tesistivity of the devices was

performed by using a much simpler method, whigbrésented in the next section.

5.2.3 Depletion Depth Measurement — CCD30-11 vs. CC D42-10

Additional depletion depth measurements were magaiding e2v's CCD42-10,

which were FI, NIMO and deep depletion (100Dcm Si) devices. Since the
resistivity of these devices was known, QE measargscould be compared between
the CCD30-11 and CCD42-10 devices. As stated iatmu3.11, the depletion depth

can be calculated using the expression:

X, :\/ZESI (VG—avg _Vss) ’ (5.2)
aN,

whereVs.ayg IS the average applied voltage to each pixel [Mu@@07] [Burt 2006].
Figure 5.5 shows the region of each (26 fipijel of the CCD30-11.
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Figure 5.5 Average voltage applied to a single pixel in COH3
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Assuming the pixel is biased so thaf andlg3 are barrier phases, the only regions
experiencing the presence of the positive gateageltare Region 2 and Region 4.
Located beneath Region 1 and 2 is the np junctisiciwhas a potential of ~ 11 V for
the e2v devices discussed here. This also congsbiat the voltage applied to each
pixel. The channel stop regions (Regions 3, 4) aloemperience additional potential,
as no n-type material exists underneath theh@nnel stops. Equation 5.3 represents
the average voltage applied to the top surfacesihgle pixel during integration, the
constants representing the fraction of the pixehdaach region covers.

Region 1 Region 2 Region 3 Region 4
H_J N v J N N J v J
0480V +1V)+ 02412V +1V) + 0180V ) + 00912V) (5.3)

For a 12 V gate voltage appliedl&®?, the average applied voltage to the top surface
of the pixel is 11.88 V. The depletion depth wagedained by comparing the
transmission of Cu & X-rays in the CCD30-11 to that in the CCD42-10tMWA gate
voltage of 12 V and substrate voltage of 7 V, teeldtion depth of the CCD42-10
was calculated to be ~ 22 um. The percentage oK&yhotons absorbed within
22 um of Si is 29%. Given that the CCD30-11 isandard 10Q2.cm device, the
absorption of Cu K X-rays in the depletion region will be ~ 12% wHsased under
the same voltages. This is an increase by a faft@r4, which means for every 100
photons that are detected in the CCD30-11, ~ 24i(beidetected in the CCD42-10.
If the CCD30-11 was in fact deep depletion, theed@bn efficiency of Cu K
photons would be very similar to the CCD42-10.

CCD 2 was exposed to a ZnO diffraction ring locaae®1.7°26 for a total of 1000
frames (1 s exposure each). The average numbereotedetected within the ring
was calculated to be 49.88 Cuw khotons/s. The CCD30-11 was replaced with the
CCD42-10 (with an identical geometry in relation tttee sample) and data was
collected for a similar exposure time. The CCD42ih@ge area was 2 x 2 binned to
simulate (27 unf)pixels, which is a close approximation to the (@6Y pixels of the
CCD30-11. The average number of X-rays was cdiedlto be 137 Cu & counts/s.
This represents an increase by a factor of ~ 2M6ich is acceptably close to the
predicted value of 2.4. This confirms the resiggivof the CCD30-11 devices to be
100Q.cm.
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5.3 Combined XRD/XRF Data Collection

This section discusses the process of collectingbooed XRD/XRF data using
CCDs. The overall aim of the process is to obtamstogram (XRF) containing the
elemental/chemical data and & ¥s. intensity plot (XRD) which can be used to

determine mineralogy.

5.3.1 Single Photon Counting

The use of the single photon counting techniquecdiecting combined XRD/XRF
data using CCDs has been well documented [ReyesMeal. 2000]. The ability of
the CCD to resolve the energy of incident X-raypital FWHM energy resolution
of ~ 130 eV at 5898 eV) as well as determine theceteracting position of X-rays
(typical spatial resolution of 13 — 26 um), makesn ideal detector for XRF and
XRD respectively. Operating a CCD in single photoounting mode involves
integrating the CCD for short periods (0.1 — 2.(as)l taking multiple exposures to
increase the SNR. Exposing the CCD for a short emsures the CCD is not flooded
with X-ray events, thereby aiding the process dkecding single pixel events. By
adjusting the X-ray source flux with respect to fzenple’s diffraction/fluorescence
yield, a target of 250 — 500 events/s is achiew@dss the CCD in full imaging mode
(256 x 1040 pixels). If the charge is confined tsiagle pixel, the software can
determine the energy of the incident X-ray and otiee resulting image has been
generated, the exact pixel location of the isolaeednt. Once all the exposures are
taken, split events from each frame are eliminated all the frames are combined to
form a histogram that contains isolated events .oRigure 5.6 shows the XRF
spectrum collected from sodium chloride (NaCl) pewdising the single photon
counting technique. The data was collected undemalboperating conditions for a

total of 1000 exposures.

The energy resolution of an XRF peak is limitedty readout noise, fano factor and
dark current. Assuming the first two parametersfiae, exposing the CCD for short
periods is ideal since this minimises the dark entrgeneration, thereby improving
the energy resolution. XRD data is extracted frdva taw data through a process

known as energy discrimination, which is now disads
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Figure 5.6 XRF spectrum of NaCl collected using the sindietpn counting

technique

5.3.2 Energy Discrimination

The Bede micro-source produces a 93% monochroresim of Cu kK X-rays when
operated at 40 kV, 2 mA and using a 15 um Ni filt&hen diffraction occurs in the
sample, the entire incident spectrum is diffractetijch is predominantly Cu &
X-rays. When a histogram is generated of all X-rapegdent upon the detector, a
strong Cu K X-ray peak is present. These Cu Events represent X-rays that were
diffracted from the sample and collected by the CCD Ko X-rays are also detected
by the CCD through elastic scattering, which catisesackground noise in the XRD
pattern. A Gaussian fit is applied to the Cu peak and events within 3 standard
deviations of the mean are registered as diffraatiata (99.7% of all Cu &events).

In order to extract the XRD information from the B@nage, only isolated Cu &K
X-rays are collected in each CCD frame. This precés known as energy
discrimination. Energy discrimination is applied éach CCD exposure and all
exposures are accumulated. The resulting imageaic@nsingle or multiple isolated
Cu Ko X-rays. Figure 5.7 (a) shows the combined XRD/X&4&ta of peridotite

collected using CCD 2. Events in the image ar¢hallisolated X-rays detected in the
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2000 exposures, regardless of energy. Figure 5.8hdws the energy discriminated

data, containing only isolated Cwkevents and the removal of unwanted XRF data.
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Figure 5.7 (a) Raw peridotite data containing all isolatedrag (XRD/XRF data) and
(b) energy discriminated image (XRD daté/pn

5.3.3 XRD Software Processing

Once the energy discrimination technique is appicedll CCDs, software was used
to extract the 2 vs. intensity plot. The initial stage in the scdte process begins by
placing each of the CCDs in ascending order ébfalgle (CCD 1 — CCD 4). The
software then constructs an array representingrgular coverage from 4.48° to
63.95°, which contains the 4 CCD images and gapgdasm CCD imaging areas. The
geometry described in Section 4.5 was used to meterthe 2 coverage of each of

the CCDs.

5.3.4 Beam Alignment and Radial Integration

The next stage of the software process involvedrdehing and correcting any errors
involved in the experimental alignment. Under idemtumstances, the collimated
beam was located on the same axis as the centitee d€CDs (pixel 128) on the
CCD-Array. This ideal alignment was difficult toraeve, therefore inaccuracies in
the alignment were calculated and corrected dyvgj-processing of the diffraction

data. The 2 vs. intensity plot was generated by radially inégg the array
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constructed by the software. Figure 5.8 shows #dial integration of the 4 CCDs
and the resulting intensity distribution as a fumttof 29 scattering angle. In order to
perform the alignment, the array was radially indégd and the FWHM of the rings
was calculated. The beam position was then refinatl the highest angular
resolution was achieved. The position where thehdsty angular resolution was
achieved represented the axis of the X-ray beamm filwe collimator. Under the
normal experimental arrangement the beam centreusaally found to be within

+ 0.3 mm (11 - 12 pixels) from the centre of theBCC

[l Diffracted photon

 Ere u man

CCD 4 EEE

Peak 3

[ ([
L] L]

[
[ | ]
[

ccb3 o | | | | | ey Peak 2

1]

2 Theta

[T |
[
[
N
L] L

CCDh 2

Peak 1

S

%I Ullj= T
2009 %
TS

CCD 1 |

Centre of
.

integrating circle

Figure 5.8 Radial integration of 4 CCDs revealing intensligtribution as a function

of @ scattering angle

Figure 5.9 shows the radial integration of NaCl dew In order to perform
qualitative analysis, the positions of the 3 latge=aks are recorded and matched to a
database, such as the ICDD PDFs (JCPDS file 5-628uccessful solution was
found for the NaCl diffraction pattern shown indrg 5.9.
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5.4 XRD Noise Sources

This section describes the main sources of nois¢RD patterns and examines the
impact of these noise sources in relation to th®@@ray. Noise removal techniques

are also investigated.

XRD patterns experience the presence of variousenaources. Incomplete
monochromation of the X-ray beam used for irradiatbf the powder sample is one
of the major sources of noise. In order to idendfffracted X-rays incident on the
detector, the ratio of & characteristic X-rays to nonokX-rays (continuous and other
characteristic X-rays) should be maximised. It hasn shown in Section 3.15 that
with the use of an XOS polycapillary optic and a @& Ni filter, the Bede

micro-source produces a spectrum which is compadea 93% beam of Cu K

X-rays, therefore noise induced from incomplete aotmomation was negligible.

Another source of noise in XRD patterns is thategated by the detector. The main
constituents of noise in CCDs comprises of readmige (signal amplification and
electronics) and leakage current (thermal). In i8ec6.4.1, it is shown that CCD

noise has negligible effect on the quality of thRIX pattern (assuming the CCD
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noise < 30 er.m.s). All XRD patterns detected by the CCD areoanpanied by XRF
data, which is separated by the energy discrinongprocess. Clearly, detectors that
cannot distinguish XRD from XRF data experience XB$ an additional noise
source. This results in a non-linear scatterindilerand reduction in SNR (see figure
3.19). By using CCD detectors, this source of noae also be eliminated. The main
sources of noise in XRD patterns are either greastiuced or almost completely
eliminated with relation to the CCD-Array. The dont noise source in relation to
the CCD-Array originates from elastic scatteringlaf Ka X-rays. These X-rays are
scattered from various locations in the test facduch as the sample holder, air and
the aluminium front plate. The energy of these isiolhs is conserved (i.e the
wavelength of the emitted photon is identical te tincident photon) and detected by
the CCD as Cu K X-rays. These X-rays cannot be separated fromXiRE data
during the energy discrimination stage and cortstilas noise in the diffraction
pattern. The next section describes 2 methodsdafcieg the noise sources in XRD

patterns.

5.4.1 XRD Noise Reduction Technigues

Figure 5.10 shows an XRD pattern collected from Ca@sing CCD 3. The spectrum
has been energy discriminated, therefore all evargseither single or multiple
isolated Cu & events. The data was collected under normal dpgrednditions for a

total of 4500 exposures. The image consists offffadtion rings and the remaining
areas represent the background. The strongest |b&ag,1’ and weakest peak, ‘Ring

2’ are used as examples.

The difference between background events and XR®idavident from figure 5.10.
For example, Ring 1 contains events confined taallsregion of the imaging area

(~ 1 x 10 pixels) whereas background events are scatteressathe entire CCD
imaging area (2.6 x 2@ixels).Background events are sparsely populated across the
CCD and do not form large clusters like XRD eveiitsis is shown in figure 5.10,
whereJlp is the average pixel intensity of XRD events pdt area, and/g represents

the average pixel intensity of background eventsupé area. Sincélp >> Jlg, XRD

rings contain multiple isolated events in comparism background noise for a given

exposure period.

133



Rows

‘UD A 2 i3
@@_ Neix
@ no event —@@
|6 ]10][+1]
2 ]13]12]3

- Pixel

 events are
not clustered

Figure 5.1Q Energy discriminated CCD image of CagZ®he CCD image contains 7

XRD rings and background noise in therfaf elastic scattering

Multiple isolated events represent pixels that hawalueNyx, greater than 1 (where
Npix Is the number of isolated events detected withi diven pixel over the total
exposure period). Figures 5.11 and 5.12 show thatian of isolated Cu K events

contained within the background and Ring 1/Ring@ral500 exposures respectively.
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Figure 5.12 Variation in isolated XRD events in Ring 1 anch&R

As shown in figure 5.12, the single isolated evgrgak at approximately 800 and
3000 exposures for Ring 1 and Ring 2 respectivelen after 4500 exposures, the
single isolated events in the background noise Imateeaked. In fact, at the end of
the exposures, 60% of the background pixels aflé estipty. The next section

discusses techniques to reduce the background, haised on these observations.

54.1.1 Neighbouring Pixel Elimination (NPE)

As the number of CCD exposures increases, the tgesisbackground events also
increases. One method of eliminating backgroundntsvanvolves searching
neighbouring pixels for similar background evernifsthe 8 neighbouring pixels
contain no events, the original background evemrliminated [Cornaby et al. 2000].
Since almost all events within a diffraction ringntain a neighbouring event
(assuming the CCD has been integrated for mulégf@sures), no signal data is lost

in the process.

5.4.1.2 Single Pixel Elimination (SPE)

After many exposures, another significant diffeeenbetween the signal and

background data can be exploited. The amount dflesifsolated X-ray events
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Diffracted photons

contained within a diffraction ring is greatly rexha. The data contained within a
diffraction ring contains multiple isolated X-rayents as seen in figure 5.12, whereas
the background is still dominated by single isalatevents. The single pixel
elimination (SPE) technique, simply removes albinsolated events from the XRD
image. This removes large amounts of backgrounsgenand very small amounts of
diffraction data. The success of this techniquesddp on the number of counts in the
weakest diffraction ring. Figure 5.13 (a) and (leymbnstrate the application of the
SPE technique on Ring 1 after 1000 and 4000 expssespectively.
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Figure 5.13 Application of the SPE technique after (a) 1004 &) 4000 exposures

As can be seen from figure 5.13 (a), the diffractimg still contains single isolated
events (37%). By applying the SPE technique, evargsot only extracted from the
background region as intended, but also from tgeasidata region. However, after
4000 exposures the diffraction ring is now domidatath multiple isolated events
and applying the SPE technique only removes data fihe tails of the Gaussian
shaped diffraction peak. This does not cause aysein determining thef2position,
intensity or FWHM (°) of the peak. The mean lewkthe background noise has been
reduced from 44 to 14 CuoKphotons, thereby increasing the SNR of the diffoac
pattern. This example emphasises that a large nuofbexposures must be taken
before SPE can be applied efficiently. Figure 5cbinpares the SPE and NPE
technique being applied to the CCD image showmguré 5.10, after 1000, 2500 and

4000 exposures respectively.
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The NPE technique shows a much better responshéoter exposure periods. Even
with short exposure periods, the probability ofingssignal data with the NPE
technique is very low. The SPE technique showsrg peor response at shorter
exposures with errors of 51.2% in Ring 2 after 188posures. After 4000 exposures,
the intensity errors have been reduced to < 1%tladbackground has been reduced
from an average of 43.45 to 14.27 Cu photons. Since the density of background
events is very high after 4000 exposures, the N#RBnique has only reduced the
background by 2.52 CuKphotons. Table 5.2 summarises the results showirgure
5.14.

Raw | Raw NPE | NPE | SPE | SPE
Exposures 1000 | 4000 | 1000 | 4000 [ 1000 | 4000
Error Ringl (%) 0.00 | 0.00 0.00 | 0.00 | 7.10 [<0.05
Error Ring2 (%) 0.00 | 0.00 0.00 | 0.00 | 51.20 [ <0.05
Background (Cu K a counts) 10.48| 43.45 | 4.86 | 4093 1.21 | 14.27
Background error (CuK acounts) [ 3.82 | 8.18 1.85 [ 827 | 1.10 | 5.33
SNR 91.76] 168.891192.51| 167.4 [ N/A | 264.7

Table 5.2 Summary of results comparing NPE and SPE teclesigBNR was

calculated using equation 5.18)
5.5 Image Smearing Effects with XRPD

5.5.1 Frame Transfer

The CCD30-11 is a full frame device without a sbuthnd therefore experiences
image smearing. As each column is sequentially éiexgbl the signal in the image
section awaiting readout collects more X-rays. Bgrreadout,lg? is held at a
positive potential to hold the signal data. Sincgoaitive gate voltage is applied to
this electrode, a depletion region forms undernéag) similar to the integration
period. This results in incoming X-rays generating signatiadthat is collected in the
potential well ofl@2, which already contains signal data from the iraégn period.
The resulting image is therefore corrupted by ‘smdde time taken to readout a full

frame CCDTg,, can be expressed as:
Too = (Fo % N x N J+ (N x £, (5.4)

wherefs ™t is the time taken to readout one pixel of the $eggister ands™ is the

time taken to transfer one column in the serialsteg The readout of a full frame
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device is carried out sequentially, where the foricketed term in equation 5.4 is

followed by the second bracketed term and repdsdieditnes.

Figure 5.15 shows the effect of image smear on &I Ndffraction ring. The

CCD-Array was moved 25 mm off axis to accentuagedimearing effect (i.e. moved
25 mm in parallel with the incident X-ray beam).eTéxposure time of each frame is
shown above the relevant image and the ‘ratio’@sgnts the ratio of integration to

readout time.

0.1 seconds

@) (b) (c) (d)

Figure 5.15 Effect of image smearing with increased integratime (readout time =
1.6 seconds). Figure 5.15 (a) ratio 6XH) ratio = 1:1 (c) ratio = 2.5:1
(d) ratio =5:1

The data shown in figure 5.15 represents a totadQff exposures. The CCD was
operated without binning (256 x 1040 pixels) withcle pixel in the serial register
readout at ~ 165 kHz (~ 6 psec). The parallel feanspeed for each pixel was
~ 75 kHz (~ 13.3 psec). Using equation 5.4, thal t@adout time was calculated to
be approximately 1.617 seconds. The amount of segaarienced is identical for all
images, therefore as the exposure time is increéisedatio of signal data to smear is

increased.

Figure 5.16 shows the radial integration of thed,.@ s and 8 s exposures shown in
figure 5.15. Although the amount of smearing isnitsal, a minor increase in
intensity in the smear regions is noticed with @aging exposure time. This is caused
by an increase in elastic scattering because tlearsragion gathers more background
Cu Ka events as the exposure time increases, but thardrabsmearing is consistent
for a fixed readout time.
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Figure 5.16 Effect of image smearing with (a) increased initign time and (b)
CCD binning

For a full frame device, the amount of smearingegated in the image is related to
the ratio of exposure time to readout time. For bmmd XRD/XRF applications,
simply increasing the ratio of exposure to readoué can have detrimental effects
for certain XRF applications. Increasing the expestime causes an increase in
leakage current, the extent of which depends onofferating mode of the device
(AIMO vs. NIMO). Regardless of operating mode, gased integration times will
cause a decrease in the energy resolution (FWHMX-0&y peaks. This is a
disadvantage to XRF applications where certain exymats require the highest
possible energy resolution achievable by the dete€his is one of the drawbacks of
using full frame devices (without shutters) for doned XRD/XRF applications.
However, better performance can be achieved witkhom binning. Figure 5.16 (b)
shows a comparison of an 8 s integration time witHmnning and 2 x 2 binning.
With 2 x 2 binning the readout time of the deviseaduced by a factor of 4. The ratio
of exposure time (8 s) to readout time increasa® f6:1, to 20:1. Operating the CCD
with pixel binning however, causes a larger inceeas dark current for a given
exposure time in comparison to full imaging modeloss in spatial resolution is also

experienced but few XRD experiments are limitedhi®y/CCD resolution.

Image smear can be reduced in full frame devicéstiilne cost of energy and spatial
resolution. The solution to reducing smear to ataddp levels and maintaining the
integrity of energy and spatial resolution is toeufull frame CCDs with

electronic/mechanical shutters, or to operate thleffame device in pseudo frame
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transfer mode. The next section explores this @epiocess by simulating a frame

transfer device using the full frame CCD30-11.

5.5.2 Full Frame vs. Frame Transfer

Figure 5.17 shows the geometry of the XRPD ringeiation to the CCD for the

images shown in figure 5.15. To simulate a framadfer device, a 1 mm thick sheet
of stainless steel was glued over the lower haifsrof the CCD imaging area (closest
to the serial register). The only smear experiencettame transfer CCDs occurs
during the transfer of signal data from the imagsetbre section. Assuming the device
contains 256 pixels in the image and store redlmamount of smear time would be
reduced from 1.617 s (full frame) to 3.4 ms witpaallel transfer speed of 75 kHz
per pixel. Using the frame transfer architectuleved the impact of smearing to be

practically eliminated.

Output amplifier \ \ . . Output amplifier
Serial Register Serial Register
< HOOT N T T T

\ smear|
\ \ Stare Section
i
o B
E smiar g smear| '\
5 =
g & \
T"
% &
% %
(a) (b)

Figure 5.17 Architecture of a (a) full frame device in comigan to (b) frame
transfer device. The grey shading reprissthe smearing caused from

the additional integration of the difft@n ring during readout

Under frame transfer operation, the CCD was semeerio perform 128 parallel

transfers, to move the image into the store seciwhthen begin readout. This would
prevent any smear from taking place during the oetdf the device as the signal
data would be shielded from the XRPD ring. An expedime of 8 s was used and
400 exposures were collected. The comparison tdl &rdme exposure of 8 s x 400
exposures is shown in figure 5.18. Only half of image area was analysed in full

frame mode, since the pseudo frame transfer imaayieq was ~ 128 pixels.
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Figure 5.18 Comparison of an 8 s exposure using full frang @seudo frame

transfer architecture

The data shown in figure 5.18 shows a reductiosniearing using the pseudo frame
transfer method. The FWHM has improved by 10 pixel§.12°). Using the CCD in
frame transfer mode allows much shorter exposureedj which is essential for
collecting combined XRD/XRF data.

5.5.3 Smearing with the CCD-Array

The fraction of the diffraction ring captured bet@CDs was limited by the width of
the CCD imaging area (6.7 mm). Very small fractiaighe diffraction rings were
actually collected by the CCD-Array, which is whyetrings seen in figure 5.10
resemble straight lines as opposed to curved rihgs. effect of this is noticed at
higher angles. For example, a diffraction ring tedaat the bottom of CCD 3 (~ 35°)
will have a radius of approximately 106 mm. Theceetage of the ring captured by
the CCD is only 6.2%. The curvature of the ringsniore noticeable at lower angles
(< 10° 20), however low angle diffraction peaks are uncomntince the XRD data

was orientated in a straight line and the smear atzurred in a straight line, the
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smear simply added to the signal data. When loweapgaks were present, larger
integration times were necessary to avoid smeakiogvever, since the majority of

samples did not contain low angle peaks, the eftdcimage smear with the

CCD-Array was negligible.

5.6 XRPD Modelling

This section describes the results from a modeltregggram designed to simulate the
collection of XRPD data with CCD detectors. The ralleaim of the modelling
program is to allow users to understand the peroga and limitations of CCDs in
collecting XRPD data. The model also allows usersjitimise CCD parameters in
order to maximise the performance of the experinienta given application. The

motivations for the modelling program are summariselow:

Total X-ray events: Combined XRD/XRF data collection involves detectisglated
X-ray events and rejecting split events. For examghie strongest ZnO diffraction
ring contains ~ 327 photon/s, localised across 2858 pixels. Due to this high
congestion of diffracted X-rays, it is impossibteanalyse the ratio of isolated to split
events in the diffraction ring from the experimeér@CD images. Instead, the model
is used to simulate the diffraction process andpammons to experimental data are
made in order to determine the total number of y&reontained within the diffraction

ring, as opposed to simply isolated events.

Optimisation of CCD exposure time:For XRF analysis the noise is a crucial factor
in providing the best energy resolution possibleic& XRD analysis involves the
processing of an image, the noise is not a perfocmdimitation. Experiments that
only involve XRD analysis can make use of longeegnation times to collect more
data at the expense of increased dark currentmiddel can be used to optimise the
CCD integration time in order to collect the maxmuumber of isolated events
based on diffraction efficiency. As more and morgaXs are collected inside the
diffraction ring, a point is reached where the rimgromes too ‘crowded’ and split
events begin to interfere with the recognitionswlated events. The efficiency of the
CCD in detecting isolated events therefore begmnsldcay. The model is used to
calculate the optimum integration time for each acsype based on the samples

diffraction efficiency.
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Pixel event statistics:The number of single isolated events peaks afteertain
number of exposures and multiple isolated event®rne dominant. The modelling
program can be used to understand the event st just for a single exposure,

but from exposure to exposure.

CCD Binning for XRD applications: Another benefit with using CCDs for XRD
applications is the use of on-chip binning. Pixeining (e.g. 2 x 2 binning) can
increase single photon counting efficiency as 2and 2 x 2 split events are summed
to form single pixel events. Binning also greatduces the readout time of the
device (e.g. in 2 x 2 binning mode the readout tsneduced from 1.6 s to 0.4 s). By
modelling the effect of CCD binning in collectindgR® data, it is shown how binning

can improve the data collection process.

Background noise: The background noise in an XRD pattern can easilynbdelled
by randomly scattering Cudphotons across the CCD image area. By simulakiag t
noise, the amount of CCD exposures required toceedhe error in the noise and

resolve low intensity diffraction peaks can be jresdl.

5.6.1 Cu Ka X-ray Interactions in the CCD30-11

During XRD analysis the only X-ray energy of intgrés the strong characteristic
Cu Ko X-rays (8047 eV) produced by the Bede micro-saurthis section
investigates the ability of the CCD30-11 to detdutse photons and how these
interactions can be modelled by computer simulatidie probability that an X-ray

of energyE, will interact at a depth, is given by:

P(z)=P(0) ex;{— i} | (5.5)

A,

where/; is the linear attenuation coefficient for an X-naith energyE in Si. The
depletion depth of the CCD30-11 under standardrigasonditions is approximately
12 pm. The transmission of CwK8047eV) X-rays in Si is shown in figure 5.19. The
probability of producing an isolated X-ray eventaagiven depth into the Si is also

shown, which has been calculated by the simulati@ssribed in Section 5.2.
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Figure 5.19 Transmission of Cu &X-rays through the CCD30-11

Only ~ 16% of Cu K& X-rays are absorbed within the CCD’s depletionioegand
~ 30% are detected within the epitaxial region. Agpmately 70% of the events are
absorbed in the substrate region, which will resutharge diffusion and charge loss.
Assuming an X-ray has been absorbed in the field fegion at a dept) the amount

of charge reaching the depletion layer bound&y, can be expressed as
[Holland 1990]:

for —Z - for —Z |
ex L +ex . (5.6)
Qﬁr = Qtotal - - '

whereLy, represents the diffusion length in the field fregion. The diffusion length
is the length at which 68% of the charge carrieagehrecombined. The diffusion

length,L,, can be calculated using the expression [Spar%@4]1

nle s (5.7)
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where 7. is the recombination lifetime of the electron (sid&, is the diffusion
coefficient. For a p-type doping concentratioNy)( of 1.25 x 1&* cm?® < is
approximately 0.0003 seconds [Tyagi & Overstradi@®3]. The value ob,, depends
on the electron mobility which is 1500 e s* for a doping concentration of
1.25 x 10* cm?®. Using equation 5.7, the diffusion length in tield free region of
the CCD30-11 was calculated to be ~ 1000 um. Sigce> Zgx, charge loss in the
field free region can be ignored. Assuming the ¥X-teas been absorbed in the
substrate, the amount of charge reaching the egltdayer boundary can be

expressed as:

QTotaI = Qo ex,{_l_ij ' (58)
sub

Due to an increase in doping’)pthe diffusion length in the substratg,, reduces to

~ 10 pm N, = 1.25 x 18 cm®), which occurs at a depth of 35 pm into the Si
(Zg + Zsr + Lsun). Therefore, over 99% of the charge reaching titergial well is lost
when X-rays interact at a depth greater than ~ ®Oinuthe Si. Since ~ 50% of the
Cu Ka X-rays interact at a depth greater than 50 um, $®%e Cu Kt incident
X-rays will be lost due to recombination. If an Xyrinteracts at a depth > 50 um, the
software does not process the event. X-rays whtdract atZs > z < 50 pm will
form split events and experience charge loss. E@ndiflit events that occur in the
epitaxial region, these events cannot be summeefdéom the original X-ray energy.
The b cloud radius of X-rays absorbed in the substratg, can be calculated using
the expression [Holland 1990]:

2
rsub:ﬂ 1-| -2 | . (5.9)
22 L.,

The size of the charge cloud reaching the n-typgefiwchannel includes additional

spreading in the field free and depletion regiod ean be expressed as:

R=,/R*+R,” +R,* + R, . (5.10)

sub

The result is that out of the total CuiB-rays incident on the detector surface, 30%

of these events will interact in the epitaxial mygiand 70% will interact in the
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substrate. Out of the 30% of X-rays that ioniséhm epitaxial layer, ~ 20% will form
isolated events. Out of the 70% of X-rays thatserin the substrate, ~ 20% will form
split events with charge loss and 50% will be caetedy lost due to recombination. It
should be noted that the substrate region is petpogery highly doped to ensure
photo-generated charge is greatly reduced whenyX-rateract in this region. The
substrate is therefore a ‘dead region’ and theoperdnce of the device is based on
the epitaxial layer. The interaction of Cw K-rays in the CCD30-11 is simulated
exactly as described in Section 5.2, with the aalaitl introduction of charge loss in
the substrate. To summarise, 20% of the GuXKrays will form isolated events, 10%
will form split events without charge loss, 20% Ividrm split events with charge loss
and 50% will be lost to recombination. The ovepatformance of the CCD30-11 in

detecting isolated Cud<X-rays is poor, since the epitaxial region is dr{b pm).

5.6.2 Peak Shapes and Counting Statistics
The profile of 2 CaC@XRD peaks is shown in figure 5.20 (a). The diffiac rings

have been accurately modelled using Gaussian egdes, therefore the peak mean,
FWHM and amplitude can be accurately extracted fthenfit. The parallel beams
produced by the XOS optic result in very symmetrdiffraction peaks, leading to

high quality fits with Gaussian models.
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Figure 5.20:(a) XRD rings of CaCefitted using Gaussian peak shapes and (b) the
number of diffracted events detected snekposures, over the period

of 1 hour
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Figure 5.20 (b) shows the number of events coltertel s exposures, over the period
of one hour for the CaC{peak located at CCD column number 37 in figur® ).
The mean number of events collected by the detecsr6.86 Cu K photons /s with
an error of 2.6 Cu K photons/s. The number of diffracted photons ct#lédn a
given time interval can be accurately modelled gi@nPoissonian distribution, with

an error given by the square root of the mean numibeounts.

5.6.3 Model Operation

This section describes the operation of the mauglprogram used for simulating
XPRD data using CCDs. A model of the strongest gaaknO (101 reflection) is
used as an example throughout this section. The XIRD data was collected under
standard operating conditions wiRyy = 30 mm. The initial stage involves fitting the
ZnO peak with a Gaussian function as shown in &gbi20 (a). The 3 parameters
extracted from the fit are th&Zocation of the peak (36.25°), the FWHM of the peak
(0.13°) and the most important parameter, thegnated intensity of the peak (27.88
Cu Ka photons/s). This represents the number of isol@eda events collected per

second. The main input parameters required fosithelation are listed in table 5.3.

Parameter Explanation
Peak mean 26 diffraction location
P, Number of isolated diffraction events/exposure
Peak FWHM FWHM of XRD peak
X-ray energy Energy of diffracted X-rays
le Linear attenuation coefficient of incident X-rays in Si
CCD binning mode / pixel size |Binning mode of CCD and pixel size
N exp Total number of exposures to simulate
N ek Total number of background events/s
lq CCD dark current
ORrN CCD readout noise
Zy Depletion depth
Z Field free region depth
Zgup Substrate region depth
L sup Diffusion length in substrate
N4 p channel doping concentration

Table 5.3 Summary of the main input parameters requiredifoulation

Since the detectors are tiled along the measuinatecthe parallel beams diffracted
from the sample are detected orthogonally by th&€£CTrhe simulation therefore
assumes all diffracted X-rays are detected at geanf 90°. The model begins by

distributing Cu Kt photons in a Gaussian distribution in the horiabdirection and
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randomly in the vertical direction, as shown ing(iie 5.21 (a)). The number of
diffracted photons simulated in each exposure igut@ed from a Poissonian
distribution with a mearP:s+ci, where Piis+ci IS the total number of diffracted
photons incident over the diffraction ring in eaotposure. Figure 5.21 (b) shows the
different types of electron-hole clouds formed hg Cu ki photons interacting at
different depths in the Si. During each exposiiigg X-rays are randomly scattered
across the entire CCD imaging area. Once the difddbackground X-ray positions
have been simulated, the program determines tltidraof charge in each pixel.
Each pixel is also assigned a dark current andorgadoise value selected from a
Poissonian distribution with mealy and Gaussian distribution with an err@gy
respectively. A digitised image is then generatkgufe 5.21 (c)) and the single
photon counting technique is applied by rejectipit €vents from each exposure.
The simulation is run foNgx, exposures and the energy discriminated images are
combined. The final image generated is an arrayuafbers representing the number
of isolated diffracted photons collected in eackepbverNg,, exposures. Figure 5.21
shows 3 screenshots of the program simulating ti@ diffraction ring.

CCD rows

Figure 5.21 (a) Distribution of simulated photons inside difftion ring of ZnO (b)
electron-hole clouds being produced dedght interaction depths (DR=
depletion region, FFR = field free regi®@ub = substrate) and (c)
digitised image of the diffraction ring
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5.6.4 Chi-Squared Goodness of Fit

In order to determine the quality of fit betweer thmulated and experimental data, a
chi-squared ) goodness of fit test was used. Tfi¢est can be used to determine if
sets of data are ‘statistically significant’, atcartain significance levelgsig, also
known as the confidence level (bgg). For example, if the data sets are found to be
statistically significance wheusiqis 0.05,this means there is only a 5% chance the

agreement occurred by chantae? value can be calculated using the expression:

yo =y 3 =R (Obs EXH) (5.11)

i=1

whereObs is the experimental observation at data pqifxp is the simulated value
at data point, andNy is the number of samples tested. The agreementbatthe
data sets is found to statistically significant wtikey? value is less than the critical
Chi value, ycit. The yerit value can be determined from the Chi-squarediloigion
table based onsig and the degrees of freedodp{). Thedof can be calculated using

the expression:
dof =N, - p,,, -1, (5.12)

whereP, is the number of parameters used to generatarthdased model (e.dPm
is 3 for a Gaussian distribution). The next secpogsents results from the modelling
program and highlights the agreement between thelated and experimental data

for the ZnO powder sample.
5.6.5 Simulation Results

5.6.5.1 Total Events — Splits + Isolated

The ZnO peak (101 reflection) consisted of 27.&Baied counts per exposure (1 s
each) within a 28 pixels wide (+ 3 standard dewia) diffraction ring. The total
number of X-rays distributed over the diffractiomg per second is denoted by
Pi+s+c1, Which represents the isolated eveg, (split events Bs) and events lost to
recombination R¢). Since 50% of these events are lost to recombimaP,s

represents the number of detected events (isodetedplit). AfterP.s.+c photons are
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distributed across the diffraction ring, the tataimber of isolated events within the

ring Py, is calculated. The total number of events caaxpeessed as:
I:)I+S+CI = I:)I XTmI ! (513)

where Ty, is the multiplication factor and from the discussipresented in Section
5.6.1, was expected to be ~ 5. Thereford) ifvas 27.88 Cu K photons/sPi.s«cL
was expected to be ~ 139. The simulation distribtit89 photons across the ZnO
diffraction ring each exposure. The simulation wegzeated for 508xposures in full
imaging mode (256 x 1040 pixels). All input paraemstused in the simulation were
derived from the process involved in collecting #gerimental ZnO data. Figure

5.22 shows the results from the simulation.
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Figure 5.22 Simulation of ZnO diffraction ring revealing thetal number of incident

X-rays on the detector surface

The best fit to the experimental data was founeyat.c; = 134.66 Cu k& photons/s,
resulting in a multiplication factor of ~ 4.94. Thmumber of isolated evenf,
generated through the simulation was 27.21 GuKotons/s, which is in very good
agreement with the observed daFagure 5.22 also shows the number of detected

eventsP,:s, which is ~ 50% oP;s.c).

5.6.5.2 Optimisation of CCD Integration Time

As the exposure time is increased, the diffracting becomes congested with events
and the detection of isolated X-rays begins to yedde rate of this decay is
dependant on the diffraction efficiency of the séamand the number of pixels the
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ring occupies. Figure 5.23 highlights the effect in€reased exposure time in
collecting single pixel events. A single pixel eveontains a value greater than the
noise threshold with 4 neighbouring pixels havingclearge less than the noise
threshold. This is shown by blue spots in figur@35(a). When the pixels are

congested with events, as shown in figure 5.23t{i®,probability of producing an

isolated event decreases. For XRD applications, GG exposure time can be
increased to find the optimum time at which isadaéyents within the ring are at a
maximum. This section aims to calculate this pdimbugh simulations and make

comparisons to experimental data.
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Figure 5.23 (a) Sparsely populated events inside diffracting and (b) congestion
of events resulting in unresolved isadagvents

Figure 5.23 (b) shows the difference between ‘wivesl’ and ‘resolved’ isolated
events. An unresolved isolated event occurs wherpikel's charge is confined to a
single pixel but the neighbouring pixels also cantdharge above the noise threshold,
usually due to overcrowding of events. An unrestlisolated event is therefore not
detected by the energy discrimination process andst. A ‘resolved’ isolated event
represents an event that has been successfullgteétas an isolated event, as the
neighbouring pixels have a charge less than thekgoaond threshold. The
relationship between ‘unresolved’ and ‘resolvedilased events is simulated and

presented in Section 5.6.5.5.
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The ZnO ring was located across 0.33°, which resulta total of 7,168 available
pixels (256 x 28 pixels). Since approximately 9egigxare required to detect an
isolated event, the maximum number of isolated evérat can be detected is ~ 800.
However, since the majority of events within thagriwill form split events, the
maximum number of isolated events was expectedetanbich lower than 800.
According to the simulation, ~ 135 CuaKphotons are incident on the CCD per
second, as calculated in the previous section. mbdel distributes 135 photons/s
over the diffraction ring, calculatd% (already calculated to be approximately 27.21)
and increments the CCD exposure time. During a @gposure of 2 s, 270 CueK
photons (135 counts/s x 2 s) are distributed adirassing andP, is re-calculated. It is
important to remember that 50% of the incident phetare lost to recombination,
therefore only ~ 68 (135/2) events are produceéaoh exposure. The aim of the
experiment was to determine the optimum CCD exmosime that produced the

maximum number of isolated events. Figure 5.24 shibw results of the simulation.
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Figure 5.24 Variation in isolated events in ZnO diffractiang with increasing CCD

exposure time — experimental vs. simdlate
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After ~ 32 seconds of exposure time, the numbesahted events inside the ring
peaks and a total of 2,176 events (68 photons/2)xh8ve saturated the available
7,168 pixels. The number of isolated events thajinseto decay as overcrowding of
events becomes dominant. The simulation is in g@ydement with the experimental
data for exposure times < 34 seconds, with a cen@d level of 97.1%, determined
with the” test. Figure 5.25 shows a possible reason forigageement for exposure

times > 34 seconds.

Figure 5.25 (a) Simulated image of ZnO diffraction ring wighren distribution and
(b) experimental image of ZnO peak digpig some preferred

orientation

Figure 5.25 (a) and (b) show the simulated and mxgatal images of the ZnO
diffraction ring respectively. The contrast of tbesnages has been adjusted to
enhance the regions of maximum intensity. Due &fgored orientation in powder
samples, the distribution of photons in the experital images is more like that seen
in figure 5.25 (b). Since some grains in the ZnQvger sample are more orientated
than others, particular regions of the diffractiong experience a higher flux of
diffracted X-rays. These regions become saturatitill @vents (reducing the number
of detected isolated events) whilst other regioeseive a much lower flux of
diffracted events. This is a possible reason fer disagreement between the model
and experimental data, as the model assumes acther@@aussian distribution of
events inside the ring. However, the model stiusately predicts the point at which
the isolated events peak. Using the model, themogdid exposure time for any
sample can be calculated prior to data collectiigure 5.26 shows the results of
modelling samples with varying diffraction efficedas over a 0.33° wide (= 3

standard deviations) XRD ring.

154



180
160
PP AN SO SO NUON SO V4% U0 00 W WA S O

SO IRV WU NN SOLANE N0 U SNV O S SN L N O
A N AR

Diffracted photons

60

40

FI)+S+CI :

20~ | —_—— —— 135 diffracted photons [

: =] 344 diffracted photons
: Do —o— 950 diffracted photons
1 10 100
CCD exposure time (s)

Figure 5.26 Diffraction efficiency vs. optimum CCD integratigime over a 0.33°

wide diffraction ring

The simulation clearly illustrates that as therdittion efficiency increases, the CCD
must be integrated for shorter periods becauséititer flux of X-rays causes more
interference with detecting isolated events. Thedeha@an be used to estimate the
optimum time f,py) to integrate the CCD in order to collect the maxm number of
single pixel events for a given diffraction effioi®y (Pis«ci)). For a 0.33° wide

diffraction ring (+ 3 standard deviationsyy: can be expressed as:

Ton = 41378((P g1 ) ). (5.14)

5.6.5.3 XRD Pixel Events

The previous section has discussed the detectiagotsited events in a single CCD
exposure. This section describes the variation ikel pevents from exposure to
exposure. During the energy discrimination of eagposure, each pixel (where an
isolated Cu K& photon is detected) is incremented by one. Irestaample of ZnO, this
iIs applied to all 1000 exposures yielding an imagere each pixel contains
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events. The modelling of post energy discriminagggosures is relatively simple

compared to the simulation shown in figure 5.24t Qiuthe 7,168 available pixels in

the ZnO ring, ~ 27 of these pixels are incremefgd each second (the number of

events detected in each exposure has a Poissastabution with an error given by

equation 2.15). As the exposures are increasedpribigability of an event being

detected in a previously filled pixel increases pAximately 68% of the events are

localised within 1 standard deviation of the medwerefore multiple isolated events

are more likely to occur in these regions. Figur275shows the progression of

multiple single pixel events in the ZnO ring oved0D exposures. The simulation

shows a very good agreement to the experimental eath an average confidence

level of 95.6%, determined using tjfetest.
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Figure 5.27 Progression of multiple single pixel events iBrdD XRD peak (101

reflection) over 1000 exposures — expernital vs. simulated

5.6.5.4 CCD Binning Effects

Binning a CCD image involves summing numerous gixelhich results in an

increase in isolated events but causes a lossatmabpesolution. For example, 2 x 2
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binning of the CCD image quadruples the size ohegaigel whilst maintaining the
size of the charge cloud generated by each X-rayoph Split events that are noticed
without binning are now summed to form single pieslents. Although binning
causes an increase in single pixel events, the aumbavailable pixels is greatly
reduced. In the ZnO example, the number of avalgikels within the diffraction

ring reduces from 7,168 in full imaging mode toQR pixels in 2 x 2 binning mode.

Figure 5.28 (a) and (b) show the results from autation comparing the isolated
event efficiency for a normal and 2 x 2 binned Ci@iage for a total of 68 and 386
detected eventsP(.s) per second respectively. The simulation with G8edted
photons represents the ZnO peak used in previcam@es and is distributed over a
0.33° wide diffraction ring. The benefit of binning evident from figure 5.28 (a), as
an increase of ~ 11 isolated Cua ghotons is seen in 2 x 2 binning mode. The rdtio o
resolved to unresolved isolated events is siméar,events are sparsely populated
across the CCD and congestion of events is limiWsith 386 detected events,
binning becomes a disadvantage as overcrowdinyefte begins to interfere with
the detection of single pixel events. The ratioesolved to unresolved isolated events

is also seen to decrease due to this effect.
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Figure 5.28 Comparison of isolated event efficiency for 1 arid 2 x 2 binned
images with (a) 68 and (b) 386 deteetashts

The majority of samples used in testing the CCDagrproduce less than ~ 250
detected events per second. The simulations highlige fact that it is more
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beneficial to operate the CCD in 2 x 2 binning madepposed to full imaging mode
for the majority of applications. The readout tiofehe device is reduced from 1.6 to
0.4 seconds and more single pixel events are @etedthe reduction in spatial
resolution is irrelevant as the width of diffractipeaks in PB geometry is much
greater than the spatial resolution of the CCD. iflbeease in dark current in binning

mode is also irrelevant for reasons discussedeiméxt chapter.

5.6.5.5 XRD Background Noise

The simulation of XRD background noise involves thadom scattering of CuK
photons across the CCD image area. For the majofrisgmples used for testing the
CCD-Array, scattered background evenB) (range from 5 — 75 events/s. This
represents single pixel events therefore the tatahber of background events
(Bi+s+c1) incident on the detector surface is usually 2575. Since the scattering of
these background events is random, the mean nevet ih the diffraction pattern
(mxd) Can be expressed as:
B

T, =N—'C, (5.15)
whereN; is the number of columns in the CCD image (whiepehds on the CCD
binning mode). For the ZnO example, the mean backyt level in the diffraction
pattern was found to be 0.054 Cw khotons/s. The data was collected without

binning (N. = 1024), therefore re-arranging equation 5.15, tbhmber of isolated

Cu Ka background events incident on the CCD per secaxloalculated to be ~ 55.

The modelling program can be used to understandethm associated with the
background noise with respect to increasing CCDosupes. Figure 5.29 showgg
and the variation in the associated ey, with increasing CCD exposures. The
characteristics of the background noise are naiented by any diffraction peaks. As
stated in equation 5.1y is dependant oB, andN., whereass,q is determined by
the number of CCD exposures. Many minerals andsradntain diffraction peaks
with very low intensities that are comparable te thean level of the background
noise. Ifoxqis too high, such peaks are lost within the badkgdonoise and cannot
be detected.
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It is important at this stage to clarify the softeigrocess used in detecting an XRD
peak. The aim of the peak-finding algorithm is todfany statistically significant
events from the background noise, which has a Gaussstribution with a meaiq
and standard deviationq. This is performed using a ‘Z test’, which detanes if the
difference between an event and the noise meaarge lenough to be statistically

significant. TheZscoreis determined using the expression:

Z — nevent ~ nxrd (5 16)

score Jxrd !

wheremeventiS the value of the event in question. Thge is then compared to a Z
table, which contains the percent of area undectinee betweemeyen@ndzyg. Since
XRD peaks are above the mean level of the noisegaailed test is performed. For a
significance levelosig, of 0.05, theZscore Must be greater than 1.64. The software
calculates th&score Of €ach count in the XRD pattern, then checkse®ifN.,; pixels
are abovexsg. Since the standard width of XRD peak is ~ 40 §pbls, Ncy was
pre-set to 15 pixels, although this was an adjlstadrameter.

Consider a single exposure with the parametersgivéable 5.4.

Parameter Value Units

N gite 1 counts/s
B, 55 counts/s
Nc 1024 pixels

Ty 0.05 counts/s

Py 0.12 counts/s
i 95 %

Z it 1.64

N cnt 15 pixels

Table 5.4 Summary of parameters used in simulation

For the parameters given in table 5.4, the softwarebe used to calculate how many
CCD exposures are required to resolve the XRD pBak,(Pxq has 1 diffracted
photon/s). Figure 5.29 showsy and the reduction iayq with increasing exposure

time for the parameters listed in table 5.4.
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Figure 5.30 (a) and (b) show the effectogfy in detectingPyq4, after 100 and 650
exposures respectively. After 650 CCD exposurgs,pixels (located between pixel
numbers 492 and 508) exceedsa.re Of 1.64, therefore these pixels are registered as

containing statistically significant data (i.e. dRD peak), at a 95% confidence level.
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Figure 5.3Q Simulated XRD pattern containing 55 backgrounenés and 1
diffracted photon after (a) 100 CCD expes and (b) 650 CCD
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If the number of background events is known pradéata collection, the modelling
program can be used to calculate the minimum nurobexxposures required to
resolve very low intensity peaks. The SNR of thigralttion pattern can be expressed
as:

SNRy = Boa = Ths (5.17)

xrd
wherePyq is the peak height of the XRD peak.

5.7 Discussion

This chapter has investigated the data collectimhanalysis of the XRPD technique
using CCD detectors. The ability of the CCD30-11ctdiect isolated X-ray events
has been determined by depletion depth measuremehtsh conclude that the
depletion region extends 12 um into the Si epitabeger under standard biasing.
Techniques in collecting combined XRD/XRF data hbgen highlighted and results
have been presented. The different noise soureseiprin XRD patterns have been
explained. A method of reducing elastic scattenoge in XRD patterns (SPE) has
been presented and compared to existing technjoesaby et al. 2000]. For shorter
exposures, it was found that NPE was more effectivéemoving noise, with an
improvement in SNR of ~ 100. For longer exposu&RBE was more productive at
removing noise with a SNR of ~ 265 in comparison-tb67 for the NPE technique.
The disadvantages of using full frame CCDs for XRPplications have been
discussed and the advantages of using frame tratstices have been highlighted.
The final section of this chapter presented redutisy a novel modelling program
designed to simulate the collection of XRPD datmgu<CCD detectors. The model
can be used to optimise the performance of thectietefor different XRPD
applications. Agreement between the model and @rpetal data has also been
highlighted.
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Chapter 6 : Operational Performance and Application s of the
CCD-Array

6.1 Introduction

This chapter describes the operational performaricthe CCD-Array. The initial
section of this chapter examines the transmissfoX-ays through the current test
facility. All attenuation factors are calculateddahe low energy detection limit of the
CCD-Array is determined. The performance of the GG121 in detecting soft X-rays
IS investigated by generating a response matrikei@nt sample preparation issues
experienced during testing of the CCD-Array arehhgited and the temperature and
power required by the instrument to perform com#inéRD/XRF analysis is
presented. The use of the CCD-Array in differenpliaptions is discussed and

optimisation of the geometry is suggested.

6.2 X-ray Transmission and Detection

The flux produced by the Bede micro-source witlpees to tube voltage and current,
has been calibrated in Chapter 2. At the standgrerabing power of 80 W

(40 kV, 2 mA), the micro-source produced a flux-of3 x 16 counts/s within a

150 um spot. By knowing the flux incident on thengée and determining the
attenuation factors of signal X-rays (characterisid diffracted), it was possible to
estimate the detection efficiency of X-rays randirmgm 0.1 — 10 keV in the described
experimental arrangement, with particular interesthe low energy response. The
path of X-rays from the point of production in tBede micro-source to detection by

the CCD can be summarised as follows:
1. Continuous and characteristic Cu X-rays generaye8dale micro-source.

2. X-ray polycapillary optic greatly attenuates X-raysl0 keV and focuses
X-rays into a 1 mm low divergent beam (~ 0.2° FWHM)

3. A 15 um Ni filter at the optic output, results iP@8% monochromatic beam of

Cu Ka X-rays.

4. X-ray flux is reduced by 180 mm of air between optnd sample.
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5. Incident X-rays are partly/fully absorbed in saepl
6. X-rays diffracted/fluoresced from sample basedamse’s efficiency.
7. Signal X-rays attempting to escape the sample antéyfully absorbed.

8. Flux of signal X-rays is reduced by 108 mm of aetween sample and

detector.
9. Signal X-rays are attenuated by 20/40 pum Mylar Xwendow.
10.Signal X-rays from 0.1 — 10 keV are detected basethe CCD’s QE.

6.2.1 Sample Absorption

The signal X-rays produced by the incident radratall be attenuated as they travel
through the sample. The absorption of signal X-i@ggends on the linear attenuation
coefficient and thickness of the samplg, In the reflective XRD geometry, the
attenuation of signal X-rays depends on the intemaalepth. Photons emitted from
the top surface of the sample experience littlrmattenuation. The top surface of the
sample also represents the maximum intensity ofrtadiating beam. This is one of
the major advantages of the reflective XRD geomdtrycomparison to the
transmission geometry, since a high flux of chamastic X-rays can be generated on
the detector side of the sample. X-rays that ardétesinfrom inside the sample (as
shown in figure 6.1) cannot escape if the emisdigpth is too highEy represents the
maximum emission depth of a photon of a given enargl can be calculated based
on the linear attenuation coefficient of the sample

0@’3’(0

eb‘

s Q
AN
e(.)

sp
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Figure 6.1 Maximum emission depth of signal X-rays in a liggawder
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The most common igneous rock found in Earths chesalt, is used as an example in
this section. Igneous rocks are composed of apprabely 9 primary oxides, which
are AbO3z; CaO, FeOs3 KO, MgO, NaO, ROs, Si0, and TiQ. By knowing the
fractional weight of each of these oxides in thesle@ W, and the mass attenuation
coefficients of the oxides [Henke et al. 1993], tiverall mass attenuation coefficient

can be calculated using the expression:

E:ZW{EI (6.1)

Using equation 3.21, the transmission of X-raysnfi@.1 — 10 keV can be calculated
based on the thickness of the basalt sample andethsity (typically 3 g/crhfor
basalt). Complete attenuation of the signal X-rays was represented as the amount
of sample required to reduce the intensity by 99.8%% a 1 keV, 2 keV and 3 keV
photon,L,; was calculated to be 6 pum, 15 um and 45 um raspBctThe value of

Eq is also dependant on the angle of emis8iaas shown in Figure 6.2.
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Figure 6.2 Maximum emission depth of a 1 keV X-ray photorbasalt

As discussed in Section 3.16.2, signal X-rays Hratemitted at lower angles must
travel longer path lengths to escape the sampidtirgg in increased attenuation. The

value ofE4 can be calculated using the expression:

E, =sin(@)xL,, . (6.2)
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For the example in figure 6.2, the maximum emisgepth of a 1 keV photon in
basalt, emitted at an angle of 30°, was calculateoe 3 pm. Similarly, for a 3 keV
photon,E4 was calculated to be 22.5 um. Based on equatijraé.the emission angle
decreased; also decreases. Assuming the detector is actimss@n average angle
of 20°, the maximum depth at which a 2 keV photan te detected is ~ 5 pum.

Increasingdls, > 5 pm, will not change the number of detecte@¥ ghotons.

The thickness of the sample determines the attemuat the incident radiation, as
well as the attenuation of signal X-rays. Primaharacteristic X-rays can cause
secondary fluorescence of other atoms, therebycheguhe intensity of the primary
radiation and increasing the intensity of secondadyation. For example, an FexK
photon generated at a depth of 10 um, may encoan@a atom at a depth of 2 um
when attempting to escape the sample. Since theger® the Fe K photon
(6403 eV) is greater than the K shell binding egarfjCa (4038 eV), a CadKX-ray
may be produced by the interaction (16.3% prohghiliThis must be considered
when performing quantitative XRF analysis throughatrix corrections’, where the
‘matrix’ represents the various elements in the gamHowever, this does not
influence the maximum emission depth at which Xsragn be generated. The next
section takes into account the remaining absordaetors of signal X-rays prior to

detection, in order to determine the low energya}{#response of the CCD-Array.

6.2.2 Low Energy X-ray Response of the CCD-Array

Without the path between the sample and detectarvacuum, the detection of low
energy elements in air is difficult to achieve. 881mm distance between the sample
and CCD-Array provides very high spatial resolution XRD applications (0.012°),
but results in severe attenuation of low energya)srfor XRF applications. The
attenuation of signal X-rays in the test facilityop to detection by the CCD is now
discussed.

The main composition of air contains N (78%), O%®)1 Ar (0.934%) and CO
(0.033%). Using equation 6.1 the overall mass at#gon coefficient for air was
calculated and using equation 3.21, the transnmssicsoft X-rays through 108 mm
of air was determined, as shown in figure 6.3. Tigisre also shows the fluorescence
yield [Krause 1979] and the remaining absorptioctdies of signal X-rays, prior to
detection (5 um thick basalt sample, 20 pm Myla}{window and the CCD’s QE).
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Figure 6.3 Attenuation of signal X-rays from 0.1 — 10 ke\igorto detection

The transmission of X-rays through the sample vasnated using 5 pum of basalt
powder. Based on figure 6.3, the low energy deiactimit was expected to be

between 1 — 2 keV. Since the maximum emission depthl keV and 2 keV photon

in basalt is 3 um and 7.5 um respectively, atteonahrough 5 um is a reasonable
approximation for the sample absorption. Basalt aasdeal sample to test since it
contains 4 elements with characteristie Emissions in this energy range (Na, Mg,
Al, Si).

Figure 6.4 shows the overall transmission of X-ragm 0.1 — 10 keV under standard
operating conditions for a 20 pum and 40 pm X-ragdew thickness. Figure 6.4 also
shows the resulting increase in transmission wihenair gap between sample and
detector is eliminated, with and without a 20 pm ladyX-ray window. All
transmission curves include the K shell fluoreseegield for elements with &

emission from 0.1 — 10 keV.
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Figure 6.4 Transmission of X-rays from 0.1 — 10 keV from sdento detector

The low energy detection limit is related to thenter of exposures accumulated. For
typical samples, T0- 10° exposures (1 s) are acquired by the CCD. The Bede
micro-source produced ~ 3 x ®@ounts/s in a 150 um spot, although this was
expected to be 1 order of magnitude lower thanatttaal flux produced [Gibson &
Gibson 2002]. As an initial estimate, it was asstirtteat the low energy detection
limit was ~ 1 keV, which corresponds to Nax KK-rays (1041 eV). It is highly
unlikely that 3 x 18 X-rays/s will interact with a Na atom in the bassample and
result in the emission of characteristic Na ghotons. In order to estimate the low
energy detection limit, the number of incident Xgahat are available to excite the
Na atom per second must be approximated. A crugeaination was made that 1%
of the incident photons (~ 3 x 46ounts/s) interacted with the Na atoms (or Mg, Al
or Si atoms). If 1000 exposures are collected, 18’ X-rays will have interacted
with the Na atoms (all incident X-rays have su#iti energy to dislodge K shell

electrons with a binding energy < 2 keV (see figBrk6)). To collect a minimum of
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100 photons in 1000 exposures, the transmissionotdre less than ~ 1 x $0owhich

is located at ~ 1.7 keV (Sid, as indicated in figure 6.4. This is the estirdaiaw
energy detection limit based on a collection tilh&@00 exposures (1 s each) and an
approximation that 1% of the incident photons iateérwith the Si atoms and all
resulting Si K. emissions (~ 4.7%) are detected based on the GGlidkangle.

In order to determine the low energy detectiontlimdata was collected from a basalt
powder under the same experimental conditions useithe calculations (20 pm
Mylar X-ray window, 108 mm air gap, 12 um CCD dejole depth, 150 um spot
size, 80 W X-ray source operating power and 100posures). The resulting

spectrum is shown in figure 6.5.
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Figure 6.5 XRF spectrum of basalt highlighting the low enedgtection limit
under normal operating mode to be Al[|487 eV)

As shown in figure 6.5, the lowest energy detettethe CCD-Array was ~ 1.5 keV

(Al Ka), which was lower than expected (1.7 keV). Inldd@ratory arrangement, the
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high absorption of X-rays in air is counteractedlig high flux produced by the Bede
micro-source. For a portable X-ray source, the fluould be ~ 2 — 3 orders of
magnitude lower than the Bede micro-source, thergbgrading the low energy
detection limit to ~ 2.5 keV, as indicated in figu6.5. Improvements to the low

energy detection limit in the"®generation CCD-Array are discussed in Section 7.2.

6.2.3 CCD30-11 Response Matrix

The final stage in the X-ray transmission procesthe detection of signal photons
ranging from 0.1 — 10 keV by the CCD30-11. The oese of the CCD30-11 to
X-rays of different energies can be determinedgisimesponse matrix. The response
matrix is a 2-dimensional image that represents ghabability of generating a
digitised value for a given X-ray energy. The rasm matrix was generated using
Monte-Carlo simulations, which involved simulatitgx 1¢ incident photons from
0.1 - 10 keV, in 1 eV steps. The process of det@ngithe digitised value of a given
X-ray photon was calculated as follows.

The simulation calculated the transmission of tiewming X-ray photon through the
dead layer of the CCD, which consists of 0.835 [{r8i®,, 0.085 um of SN, and
0.3 pm of polysilicon for the CCD30-11. The fractiof events absorbed in the
CCD'’s depletion region was calculated using equaB@5. Based on the absorption
depth and X-ray energy, the size of the chargedcteaching the buried channel was
calculated. If the charge cloud was spread acradtipte pixels the fraction of the
charge cloud in each pixel was calculated. Thetivacof energy assigned to the
given pixel was determined by summing across an@dsional Gaussian mesh,
which represented the distribution of the chargmid! If the X-ray interacted in the
CCD substrate, the charge loss through recombmatas also calculated. Each pixel
was also assigned a dark current value, which vedscted from a Poissonian
distribution with a meary, and readout noise value, which was selected faom
Gaussian distribution with an erregy. The photon shot noise was also added to each
X-ray photon, which depends on the X-ray energy @D operating temperature
(equation 3.16). The simulated response matrixhef@CD30-11 is shown in figure
6.6 from 0.1 — 10 keV.
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Figure 6.6 Response matrix of the CCD30-11 (Cal = 10 eV/ADuxel size =

(26 pnf) noise threshold = 14 (ADCYy = 12 pmZs = 8 pum,

Zop = 300 pum,orn = 7.4 € r.m.S,lg = 1 € pl/p/s, input photons =

1 x 1¢/eV, CCD operating temperature = -40 %= 3.7)

The x-axis represents the energy of the detectadyXphoton and the y-axis
represents the digitised value of the photon. Tiegie has been displayed in log scale
to show the low intensity split events, located\abthe noise threshold. The main
diagonal line in figure 6.6 represents the X-ray peak, the FWHM of which is given
by equation 3.24. The secondary line is located1éM below the main X-ray peak

and represents the Si escape peak.

By summing across the y-axis of the response mdltréxGaussian profile of the main
X-ray peak can be generated, along with the prdfleplit events. Figure 6.7 (a)
highlights the agreement between the expected amdilaged spectrum of a
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radioactive F& source. Figure 6.7 (b) emphasises the agreensémebn a simulated

and experimental CadX-ray peak (3691 eV).
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Figure 6.7: (a) Comparison between experimental data andnsgpmodel for an
F&° spectrum, which contains both isolated and spéneés. Figure 6.7
(b) Comparison between experimental datarasponse model for a
Ca k. X-ray peak (FWHM errors < 0.3 %)

By summing across the x-axis of the response matnx QE of the CCD can be
calculated. Figure 6.8 shows a comparison of theeebed QE (calculated using
equation 3.25) of the CCD30-11 and the QE generdwexdigh the response matrix.
The ‘Expected DR QE — 12 um’ calculates the trassian of X-rays through the
dead layer of the CCD and assumes all X-rays tteaabhsorbed within the CCD’s
12 um depletion region result in isolated eventse TExpected EPI QE — 25 pm’
represents the total events (splits and isolated@atled in the 25 pum region. The
‘Response model DR QE — 12 um’ takes into acconeatldss of events through
escape peaks and events that are detected in piegiole region but still form split
events. This response model depicts a more accreptesentation of the isolated
events detected in the CCD’s depletion region. Response model EPI QE — 25
um’ also takes into account the isolated events dhea detected in the CCD’s field
free region, therefore this QE curve portrays thesthaccurate representation of the

total isolated events collected within the CCD30-11
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Figure 6.8 QE generated though response matrix comparedpnatticted QE for the
depletion (12 um) and epitaxial region (@8) of the CCD30-11

6.3 Sample Preparation Requirements

This section presents the major sample prepardtsnes experienced with the

CCD-Array during testing and highlights the bersetf the PB geometry.

6.3.1 Sample Thickness

All X-rays have a maximum emission depth at whicbyt can be emitted from the
sample. It has been shown in Section 6.2.1 thateV1X-ray cannot escape a sample
of basalt at depths greater than 3 um, assumirggrassion angle of 30°. Therefore,
increasing the thickness of the sample greater 3ham will not increase the amount
of 1 keV X-rays collected by the detector. Figut® 6hows the XRF spectrum of
andesite collected using 10 mg (~ 230 um thick),n%® (~ 980 pm thick) and
100 mg (~ 1800 pm thick) samples with a 150 pmdeci beam. After 50 mg of
andesite powder was exposed to the incident basrmaximum emission depth of
the Si Ko X-rays had been reached. Doubling the thicknesh@fpowder does not
cause an increase in the number of &idéunts/s. An increase in Cark-rays was
noticed however, since the maximum emission deptl36®1 eV had not been

reached. Since the data was collected using C@&n&sion angles were in the range
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of 35 — 47° 2. Since higher energy photons are emitted fromtgredepths in the
sample, an increase in SukX-rays can occur due to secondary fluorescencenwhe
the sample thickness is increased, however, thss & noticed. For XRF analysis,
the sample should be thick enough to absorb ath@incoming radiation, so that the
incident X-rays only interact with the sample arat the sample holder. This will

maximise the emission of characteristic photons.
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Figure 6.9 Effect of sample thickness on XRF spectrum

Sample preparation is crucial for accurate XRD ysial Three main sources of errors
exist in the BB parafocusing geometry, which are flat specimerorersample
displacement error and sample transparency eremkids & Snyder 1996]. Flat
specimen error occurs because samples are typitatland form a tangent to the
focusing circle, as opposed to lying along its atmve. Sample displacement error
occurs when the sample height is above the cemttkeomeasuring circle. Sample
transparency occurs because the sample has alsreall attenuation coefficient and
the incoming radiation is not full absorbed by tb@mple at higher angles of
incidence, thereby causing intensity variations diffracted X-rays as well as
asymmetrical peak shapes. These errors lead tatds in 2 peak positions as well

as asymmetrical peak shapes. Although parafocuggmgnetries can achieve very
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high resolution with the use of receiving slitsghniprecision sample alignment is

required as well as very careful sample preparation

Parallel beam diffraction eliminates some of thenomwmn sample related errors found
in parafocusing geometries [Cao et al. 2002]. Wiitle use of parallel beams,
diffracted X-rays are focused, therefore the geoyist not bound to any focusing
circles. This allows less precision sample alignireerd also allows variation of the
sample to detector distance. Flat specimen errerslaminated since the sample is no
longer required to conform to the curvature of euing circle. Sample transparency
errors are eliminated since the angle of incidetums not vary. Thin samples can also
be used since scattering from the sample holdelinsnated with the use of a ZBM.
Sample displacement errors can be eliminated wherfornming parallel beam
diffraction with a linear detector, but cannot bemeéated when using an area

detector (such as an array of CCDs).

For XRD analysis, the sample should be completplggoe to the incoming X-ray
beam. This represents a sample thickness thatle98r9% of the incoming beam
intensity. It is important to note that a 4° ingil@ngle means that the majority of the
incident beam is attenuated very close to the sanguirface (especially for
inorganics), therefore the only small amounts ofvgher are usually required in the
reflective XRD geometry to make a sample opaquea. &d&known sample, the
thickness can be calculated prior to analysis. &@mple, the thickness of CagO
needed to attenuate 99.9% of Cu Kdiation can be calculated to be 380 um. Since
the incident beam irradiates the sample at a 4itlem¢ angle, the actual thickness
required to make the sample completely opaque igr@6Data was collected from a
transparent CaCfOsample (< 26 um thickness) and an opaque GaSAMple
(> 26 um). The aim of the analysis was to highlitite symmetry of the peaks and
show that the PB geometry was insensitive to ttek @symmetry caused by sample
transparency in the parafocusing geometry [MistRrédailer 2000]. Figure 6.10
shows the resulting XRPD patterns of CaQ@ing a sample thickness < 26 um
(10 mg) and >> 26 um (70 mg). The 70 mg sample shamwincrease in diffraction
intensity since greater depths of the powder arailable for diffraction. The
background scattering is also seen to decreasee siastically scattered X-rays are
more highly absorbed within the thicker sample. Blandisplacement errors were
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calculated to be 0.037°92and the transparent sample provided symmetricak pe
shapes as shown by the Gaussian fitted peaks. ataengyhlights, that with the use of
parallel beams and a fixed angle of incidence,nia@n sample related issues from

parafocusing geometries can be eliminated, apart fample displacement.
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Figure 6.1Q Effect of sample transparency/displacement om@Q@ XRPD peaks

6.3.2 Grain Size

For a portable instrument used for in-situ analysamples obtained from manual
grinding and drilling of rocks is expected. Powdgains should be reduced to
< 10 um to produce all possible reflections in slaenple. Larger grains cause peak
broadening and a reduction in the number of ortenmta available for Bragg’s law to
be satisfied. The impact of grain size and homoiggren the XRD pattern was
determined by collecting diffraction patterns frodifferent basalt samples with
different characteristics. The first sample comsisbf untreated raw particles that
were collected by drilling a basalt rock. Figuré 6shows an image of a large grain

from the first sample against a 75 pm mesh. Theageeparticle diameter in the first
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sample was ~ 80 pum, with a maximum size of ~ 300agrshown in figure 6.11. This

sample was very inhomogeneous in terms of gram siz

Figure 6.11 A 300 um diameter particle against a 75 pm mesh

The second sample was sieved through a 75 pm mesmove large grains. The
third sample was produced by grinding the secomapsa using a mortar and pestle
and was used as the reference pattern. XRD patterres collected from all samples
in order to determine the quality of the patteraduced. The resulting XRD patterns
for the 3 samples are shown in figure 6.12. Thepsasnwere rotated during data

collection to reduce the effects of preferred dag&on.

The XRD pattern produced from sample 1 was muctebttan expected as all major
peaks could be identified. However, the SNR washmaorer than the XRD pattern
obtained from the meshed and ground samples, $arger grains result in less
crystallographic planes presented to the incideainh This causes less diffraction to
take place, resulting in larger intensity erromnirPoissonian statistics. The result is a
‘spotty’ diffraction ring as opposed to a contingoung. The poor SNR has also
caused the loss of a peak located at ~ 3293°TBe diffraction pattern produced by
sample 2 (figure 6.12 (b)) represents a much momedgenous sample resulting in an

improved SNR and no peak loss.

Sample 3 has reduced particles sizes to < 10 pmegundsents the most ideal sample
with the largest number of available orientationsspnted to the incident beam. For
qualitative analysis, further grinding of samplemby not be necessary since the
major peaks are identifiable (includes other CCPs). accurate quantitative analysis
however, the quality of the diffraction pattern slibbe improved by grinding and

sieving.
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6.3.3 Preferred Orientation

The theoretical definition of a perfect sample pawder diffraction experiments is
one that exhibits an infinite amount of randomlientated crystals. With all possible
crystal orientations presented to the incident hedhdliffraction rings are recorded in
the 2-dimensional CCD image. Achieving the ideahgl® however is a very difficult
task. The most common problem from poor sample giegjpn is preferred

orientation [Pecharsky & Zavalij 2005].

Figure 6.13 (a) shows diffraction rings collectednfi an andesite powder. The
density of X-ray photons inside the ring is vergansistent. Instead of an even
distribution, sharp peaks are noticed which ardnlilggted with red circles. This is

caused by large crystals in the powder that havdeen adequately ground to small
enough particles (< 10 um). These crystals cauggescrystal diffraction which form

sharp peaks inside the diffraction ring. Prefeiwadntation results in severe intensity
errors in peaks, which will cause problems in bgtmlitative and quantitative

analysis. In order to reduce the effect of preféwaentation, rotation can be used to
bring other planes into diffracting positions andhare even intensity distribution is
achieved across the diffraction ring, as shownguaré 6.13 (b). A major advantage of
using 2D area detectors for XRPD in comparisomadiational point detectors is that
preferred orientation can be viewed and analysetjws image, which is also useful

for texture analysis..

CCD row number
CCD row humber

JEMEN e w2 8 | -
20 40 60 80 100 120 140 160 180 200 20 40 60 80 100 120 140
CCD column number CCD column number

(@) (b)

Figure 6.13 (a) Poorly prepared andesite powder displayinvgisepreferred
orientation. Figure 6.13 (b) Sample liotahas presented more crystal

orientations to the incident beam andiced preferred orientation
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In a reflective XRD geometry, the sample must hateal perfectly level in relation to
the horizontal axis. Figure 6.14 shows the effdchan-level sample rotation on 3
CaCQ XRD peaks. When the sample holder is not rotatediathe horizontal axis,
the surface area of the sample irradiated incre&ase the width of the diffracted
beam is determined by the amount of irradiated $anmgeak broadening occurs.
Since the 3 peaks shown in figure 6.14 are in cfps&imity, peak broadening has
resulted in loss of peak resolution. To achieve blest possible diffracted beam
resolution, considerable effort should be madensuee the sample holder is rotated

perfectly on its axis.
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Figure 6.14 Non-level sample rotation causing peak loss

If the diffraction pattern collected from the lexsmple was not available, how could
the analyst identify the peaks located in regler? XRD peaks can still be extracted
from Ry by means of Gaussian peak fitting and statissgglificance testing. Since
Ryt is 170 pixels wide and the standard width of XRRKseis ~ 50 pixels, it can be
expected that a maximum of 3 peaks exist witir{assuming no peak overlapping).

If statistically significant results are not acteewvusing 1, 2 or 3 Gaussian peaks, peak
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overlapping may be assumed dRgis fitted with multiple peaks (> 3). Assuming no
peak overlapping, the data located witRpis fitted with 1, 2 and 3 Gaussian peaks
and the statistical significance of each fit ige¢ds During each fit, the parameters of
each peak are refinedd®osition, FWHM and amplitude) and a least squégssis
applied to find the best agreement with the expeni@l data. Once the best
parameters for each peak are found, the statigigalficance of the fit is tested. An
‘F’ test was used to calculate the statistical isicgmnce of the Gaussian fitted peaks to
the observed XRD pattern. By using a significareel, asig, of 0.01 and calculating
the degrees of freedom to be 1 and 320, the drRicalueF.., was found to be 6.8.
To accept the hypothedh, that there is no significant difference betwee fitted
and observed XRD pattern, the calculated F stediBti,, must have a value R;.
Table 6.1 shows the best-fit parameters for tiednd 3 Gaussian fitted peaks.

Parameter 1 peak 2 peaks 3 peaks
Peak 1 mean (° 26) 37.49 37.35 37.393
Peak 1 FWHM (° 26) 1.55 0.66 0.65
Peak 1 amplitude (peak height) 130 100 160
Peak 2 mean (° 28) - 37.9 38.02
Peak 2 FWHM (° 26) - 1.56 0.61
Peak 2 amplitude (peak height) - 78 78
Peak 3 mean (° 26) - - 38.65
Peak 3 FWHM (° 26) - - 0.54
Peak 3 amplitude (peak height) - - 57
Q sig 1% 1% 1%
F et 6.8 6.8 6.8
F calc 46.34 15.83 6.66
Accept Ho (Fcae < Ferit) No No Yes

Table 6.1 Best-fit parameters for 1, 2 and 3 Gaussianditeaks to the observed
XRD pattern

Table 6.1 shows the agreement between the obsdatadand the fitted XRD pattern
with 3 Gaussian peaks (as predicted by the speatnliected with the level sample).
SinceFcarc < Ferit With asig= 0.01,H, can be accepted with 99% confidence. Based on
the discussions that are presented in Section,@heZonfidence intervals concerning

the peak mean, FWHM and intensity were calculatetaae summarised in table 6.2.
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Parameter Peak 1 Peak2 Peak3
Peak mean position (28) 37.39 38.02 38.65
Mean confidence interval (° 28) <+0.01 <+0.01 | <£0.01
Peak FWHM (° 20) 0.65 0.61 0.54
FWHM confidence interval (° 26) <+0.01 <+0.01 | <+0.01

Peak Integrated Intensity (counts) 7284 4694 3720
Intensity confidence interval (%) +2.3 +2.86 +3.21

Table 6.2 Summary of extracted Gaussian parameters witfidaorce intervals (all

confidence intervals are at a 95% configdeuel)

Figure 6.15 shows the resulting fit using 3 Gausgi@aks with the parameters listed
in table 6.2 and the confidence intervals for titensity.
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Figure 6.15 Optimum fit of 3 Gaussian peaks with observed degttween the region

Riit. An F test confirmed the statistical significamdehe fit with a 99%
confidence level
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6.4 Thermal and Power Requirements of the CCD-Array

In order to determine the suitability of the CCDrdy as a portable instrument, a
study was carried out to determine the thermalpovder requirements of the detector
to perform accurate combined XRD/XRF analysis. Thain source of power

consumption in the detector was the TEC, which wgesl to cool the CCDs to reduce
dark current. The effect of CCD temperature on XRil XRF spectra are now

discussed and the confidence in measurements bagstd SNR is calculated.

6.4.1 XRD

The analysis of XRD data is simplified by the fa@t the image contains events of a
single energy, 8047 eV. A histogram of isolated iévecollected over all the
exposures reveals a strong Cu K-ray peak, which represents the diffracted X-rays
from the sample. The intensity of the XRD peakd wailays contain errors from
Poissonian statistics, which is discussed latehig section. This section determines
the influence of CCD noise on the intensity of XRBaks and determines if the

CCDs can perform XRD analysis at warm temperat(#28 °C).

The effect of increasing the temperature of the GE€Bn increase in the FWHM of
the Cu Kx peak due to an increase in dark current. Thisesaageduction in the SNR
of the Cu Ki peak. During the energy discrimination process,G Ko peak is fitted
using a Gaussian model and the 3 degrees of fre¢deak position, FWHM and
intensity) are refined using thé test, and the optimum parameters are determined.
The accuracy of the fit is related to the SNR & peak, therefore at higher CCD
temperatures, the 3 parameters are determinedegsghconfidence. Once the peak is
fitted, all events within @ (where ¢ is the standard deviation) of the mean are
registered as diffraction events. If the X-ray peéslperfectly Gaussian without any
noise contribution, then 99.7% of events will behivi + 3r of the mean. However,
since the Cu K peak will contain noise contributions from the ldaurrent and

readout noise, the percentage of events detectedany based on the SNR.

A simulation was developed to calculate the erriorlved in determining the
percentage of events detected withtnad® the mean, for an operating temperature of
-40 °C (q = 1 € p/p/s) and +20 °Cl{ = 600 € p/p/s). Poissonian errors from the

random arrival of diffracted events were also ideld in the simulation. Diffracted
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events were simulated and the resulting Gu péaks were fitted using Gaussian
models and the best-fit parameters were determirsig they? test. Using the
calculated mean and standard deviation, the nupfi®mrents within + 3 of the mean
were calculated and compared to the known numbediffacted events. The
percentage of detected events was then computékdef@ operating temperatures and

the results are shown in figure 6.16.
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Figure 6.16 The percentage of diffracted events detectedinvBstandard

deviations of the mean based on the GGiBe

When operating at -40 °C, the accuracy of the Gansgeak fitting allows more

diffracted events to be detected in comparisonpterating at +20 °C, but this has no
influence on the XRD pattern on a single CCD imaie+20 °C, less XRD events

are detected, but the intensity of each of theratitfion rings remains correlated. If
99.7% of events are detected, 0.3% of the intemdityach of the peaks is reduced.
Similarly, if 68% of events are detected, 32% a thtensity of each of the peaks is
reduced. Therefore, operating the CCD at +20 °Gsdu cause any errors in the

diffraction pattern. However, since less diffraceagnts are detected, the Poissonian
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errors on the XRD peaks are larger at warmer CQbpézatures, but this can be
compensated for by increasing the number of exgssuFor example, if 1000
diffracted events are detected at -40 °C, 99.707%vents are detected (~ 998). If
1000 X-rays are detected at +20 °C, 99.108% of tsvame detected (~ 992).
Approximately 6 extra events are detected from atpeg the CCD at -40 °C, which
improves the errors on the counting statistics @4 @iffracted events. From these
results, it is clear that if a single CCD is usid, CCD can perform XRD analysis at
any operating temperature. This is true when thé®811s are operated with a
system noise < 30 &.m.s. When the CCD noise exceeds 30.ma.s, the Cu K and
Cu KB peaks overlap at ther3evel, which begins to cause interference in thergy
discrimination process. However, even at room teatpee, when the CCDs were
operated using AIMO, the CCD noise was less thare'30m.s, therefore Cu [K
X-rays did not interfere with the energy discrintioa of Cu Ku events. Figure 6.17
shows a comparison of the XRD pattern of SiOllected using CCD 2 at -40 °C and
+20 °C. The intensity scale is relative to the émtgpeak.
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Figure 6.17 Relative 2 vs. intensity patterns of Sy@t -40 °C and +20 °C revealing
identical XRD patterns
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As seen in figure 6.17, the XRD patterns at botérafing temperatures are identical.
This highlights a major advantage of using CCDsXBID analysis, as the CCDs can
collect accurate XRD data at room temperature,auitithe need for cooling.

When using multiple CCDs, variations in dark cutrenll result in peak intensity
errors. At +20 °C, the variation in temperaturensstn CCD 1 & CCD 4 and CCD 2
& CCD 3 was 0.1 °C. In AIMO, this caused a variatio dark current of ~ 6 g/p/s.
Assuming 1000 events were detected, the intensitysewere calculated to be < 0.03
diffracted events, which is negligible. Errors frarsing multiple CCDs can also be
caused by the number of events detected by each EQDexample, consider two
peaks with a ratio of 5:1, located on CCD 1 and CCi2spectively (both CCDs are
operating with a dark current of 600 @p/s and a readout noise of 7.4ren.s). As
shown in figure 6.16, if 50 events are collectedG®D 1, 95% of the events (47.5)
will be detected by the energy discrimination psscdf 10 events are collected by
CCD 2, 68% will be detected, which is ~ 6.8. Théuatratio of the peaks will be
determined as 6.98:1, as opposed to 5:1. Thereitoig,crucial when operating at
warmer CCD temperatures to increase the numbexpdserres collected. If 2000
diffracted X-rays were collected by CCD 1 and 40ffratted X-rays collected by
CCD 2, the ratio would be determined as 5.03:1.damnples with a low diffraction
efficiency, operating the CCD at warmer temperaumay not be practical. However,
for the majority of samples used in testing the CAMay, operating the CCDs at
+20 °C resulted in negligible errors in the XRD tpats. Since CCD cooling was
unnecessary for XRD applications, the cooling remfifor combined XRD/XRF
applications was entirely dependant on XRF requarmsh

Although XRD analysis can be performed without CE&abling, the confidence in
determining the peak mean, FWHM and intensity iseldaon the SNR of the XRD
peak. XRD peaks are the accumulation of diffrackedhys over a given time, in a
given area of the CCD. The intensity of the XRD kes therefore affected by
counting errors or Poissonian errors. The errom@ated with the number of
diffracted counts per exposure, is the square odahe mean number of counts,
Ngir>>. For example, if 100 X-rays are collected in apasure, 68% of the events

will be spread acrod¥qir + Ngir>> (100 + 10) and the resulting error will be 10%allf
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1% error is required, at a 68% confidence leved, tamber of exposures must be

increased to 1 x f@ounts. The SNR of the XRD peak is given by theression:

diff

_ Ndif‘f _
SNR(RD—peak - \/Ni Y, Ndiff (63)

As shown in equation 6.3, the error and SNR of XIiRD peak are the same. The
confidence interval defines the uncertainty in eap®eter, at a given confidence level
(usually 95%). The confidence intervals for the XB&k 2 mean position, FWHM
and intensity were calculated using tfetest. A CCD exposure was simulated
(background events and a single XRD peak) and thes2 intensity pattern was
generated through radial integration. The XRD peals fitted using a Gaussian
model and the 3 parameters of the model were @fioechieve the begf fit. The
values ofNgi andNycx were derived from typical exposures and the pa&kiM Reg,
was calculated using equation 2.14, fordadiffraction angle of 50°. The variables

used in the simulation are listed in table 6.3.

Parameter Value Units
N gire 50 counts/s
N ek 30 counts/s
N r 256 pixels
Nc 1024 pixels
Rpg 15 pixels
dof 21
X crit 32.6
N exp 1-500 exposures

Table 6.3 Variables used in the simulation to determinedhefidence intervals of
the peak mean, FWHM and intensity

Statistically significant fits (i.ex” < y.it) werenoticed for exposures > 30. By fixing
the position of 2 parameters (e.g. intensity andH\y, the mean was varied and the
region within the 95% confidence level was record€dis region represented the
confidence interval for the mean at a 95% confiédegel. The CCD exposures were
increased to improve the SNR of the peak and tleegss was repeated. The
confidence intervals for the FWHM of the peak watso calculated by fixing the
position of the two unused parameters and recortfiagegions werg’ < ycir. The
confidence intervals for the intensity were caltedbusing equation 6.4. Figure 6.18
shows the results of the simulations.
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Figure 6.18 (a) and (b) highlight how insensitihe peak mean and FWHM are to
Poissonian noise, as the confidence intervals &renat 1 pixel, even at a SNR of 8
(~ 60 exposures). Since the SNR of XRD peaks used@rialysis are much greater
than 8, errors on the peak mean position and FWHivh fPoissonian noise can be

completely ignored.

The peak intensity is more greatly affected by &migan noise with errors of 10% at
a SNR of 20 (this mean that 95% of the diffractedngs are within £ 10% df).
The number of diffracted events required to ach@wertain confidence intervéll,

at a given confidence level,,, can be calculated using the expression:

— Zval ’
Ndiff _[ Cl j 4)3

For a 68%, 95% and 99% confidence levgl, is 1, 1.96 and 2.59 respectively. To
achieve an intensity confidence interval of = 3% abnfidence level of 95%, ~ 4,300
diffracted X-rays must be collected. To achievenaficence interval of £ 1% on the
intensity, at a similar confidence level, ~ 38,4lffracted X-rays must be collected.
The confidence required is determined by the reguénts of the application. For
example, quantitative analysis may require intgnaitcuracies of + 1% since the
intensities are related to the concentration of difeerent phases in the sample.
Qualitative analysis may be performed with a cagrfice interval of £ 10%, since the

strongest peaks in the diffraction pattern simmgadto be identified.

6.4.2 XRF

The energy resolution of a CCD is limited by 3 ¢ast which are the readout noise,
dark current and photon shot noise. Since the dament and photon shot noise have
a Poissonian distribution where the error is déscrias the square root of the mean

number of counts, equation 3.18 can be re-writgen a

FE
T =Ty + g +W : (6.5)
Equation 6.5 highlights that the main contributtonthe degradation of the energy
resolution is the readout noise. With the use df&n X-ray source, the readout noise

of all 4 devices was calculated by measuring th@lsever-scan pixels on the CCD
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image. The noise contribution from this region loé ICCD contains zero signal data
but includes the noise induced from reading outdénace. The lowest readout noise
was 6.4 er.m.s. from CCD 3. The average readout noise fedhd CCDs was

calculated to be ~ 7.4 em.s. at a readout frequency of 165 kHz per pixel

The dark current performance of the devices waataélto the operating mode.
NIMO (Vg = 12 V andVss= 0 V) provides a depletion depth of ~ 12 pum anti@
(Ve = 0V andVss= 7 V) provides a depletion depth of 6 pum. AIMGaily reduces
dark current generation from the surface of theagewhich is the main contributor to
the leakage current. Figure 6.19 shows the avedage current and CCD system
noise measurements for AIMO and NIMO, as a funcoértemperature for the 4
CCD30-11 devices.

L[ -_— —_—,ea -_—,m—mmMww--=—--
E. —— NIMO: Total noise (e_r_m_s) ............................. o
| —— Readout noise(er.m.s) 5 : ]
|| —8—= NIMOQ: Dark current (& p/p/s)
—7— AIMO: Total noise (€ r.m.s)

1074 AIMO: Dark Current (€ p/p/s)

Noise (&)

NIMO: Lpmax

-40 -30 -20 -10 0 10 20
Temperature ('C)

Figure 6.19 Average noise values for the 4 CCD30-11s in Alsi@ NIMO

The most commonly found element in rocks on Easti®j which has a K X-ray

emission at 532 eV. The detection of this elemsntery difficult to achieve by any
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XRF instrument due to a very low transmission tigitounaterials combined with a
very low fluorescence yield (0.006). All other maglements found in rocks range
from 1 — 10 keV. The CCD-Array should thereforedide to uniquely identify all K
characteristic photons in this range. Since tharsgion in eV between emissions

is shorter at lower Z elements, the energy resmutequirements would be based on

Ko X-rays in the region of 1 — 2 keV.

The energy resolution required to distinguish Xsréipm 1 — 2 keV was calculated
through computer simulations. Thep kemissions were ignored due to very low
fluorescence yield [Krause 1979]. Since Emissions in this range also have a very
low fluorescence vyield (0.02 — 0.047), a crude appnation was made that ~ 1
photon of each of the 4 elements was incident enQ&D per second. In each CCD
exposure, the number of electrons generated by eadhe 4 Ku photons was
determined using equation 3.15. The noise contdhuwvas determined using
equation 6.5, where the readout noise and photonraiise were fixed and the dark
current was varied. The dark current was graduakyeased to findpmax Which
represented the maximum dark current that woulowalihe detection of elements
from 1 — 2 keV.lpmax Was determined when two peaks overlapped at appabely
half the peak height.

The SNR of each peak was calculated using the ssiore
counts

2 FE
Ogrn +|D +Z

SN I%(RF— peak = (6 . 6)

For a fixed number of counts, readout noise anHl damrent, the SNR decreases with
increasing X-ray energy, since the statistical uwaoety in the number of

electron-hole pairs produced increases.

Figure 6.20 shows the simulated results for a 10Quiei 2 hour and 10 hour total
exposure period. Signal data collected from theloatprocess and the CCDs CTI
was ignored. After the histogram for a given expedime was generated, Gaussian
peaks were fitted to the 4 X-ray peaks and thessital significance of the fit was

determined using the test.
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By increasingly and monitoring the effect on the FWHM of the X-nagaks, it was
found that X-rays from 1 — 2 keV could be identfi@ith a maximum dark current of
~ 600 € p/p/s (pmay. The overall noise includes the average readaisenof
7.4 € r.m.s. for all 4 CCDs, resulting in a total CCDiseof ~ 25.5 er.m.s. By
increasing the exposures and thereby the SNR, laehigonfidence level can be
achieved between the observed and expected spddtea.number of exposures
required is dependant on the confidence intenexisiired for the 3 parameters of the

fitted Gaussian peaks.

Figure 6.19 outlines the temperature required terate atlpmax for AIMO and
NIMO. AIMO allows the CCD to operate at +20 °C, winihas 3 significant benefits.
Firstly, at +20 °C the CCDs are not required tarisde a vacuum. However, when
operating at atmospheric pressure the CCDs shbwbd/a be operated above the dew
point of water (typically +15 °C in the laboratognvironment) to prevent water
vapour in the air condensing on the CCDs. Secomubiyer consumption from the
TEC is practically eliminated since the CCDs amselto room temperature (+23 °C).
Finally, the front lid of the CCD-Array can be rewed to increase the transmission of
X-rays (this assumes the CCD-Array is inside atpgbof box and the CCDs are
covered with a thin material to prevent contamomti Although the CCD-Array can
detect K emissions from 1 — 10 keV at +20 °C when operaimgAIMO, by
increasing the CCD noise, longer exposure timeseayaired to achieve a given SNR.
The confidence intervals for the 3 parameters efXRF peak based on the SNR are

now discussed.

Through the technique described in the previouti@edhe confidence intervals for
the XRF peak mean position, FWHM and intensity wagtermined using the test.
The XRF peak of Mn K (5898 eV) was simulated and the number of photoas
increased to improve the SNR. The confidence ialerfor the 3 parameters were
calculated at a 95% confidence level. The resultthe simulations are shown in
figure 6.21.
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To achieve a confidence interval of £ 1 eV on teakpmean position and FWHM, a
SNR of ~ 500 is required. The separation betweerp&aks between 1 — 2 keV is
~ 200 - 250 eV. The separation between neighbgufin peaks increases at higher
energies (e.g. separation is 591 eV between th&k&wand Zn Ki). Therefore a
confidence interval of £ 10 eV will allow accurajealitative analysis when analysing
Ko emissions in the 1 — 10 keV range. This levelmffience requires a SNR of 8.8,
which is 115 Mn K photons. Equation 6.6 can be re-arranged in tefrttee number
of counts required by an X-ray of energy E, to aeghia given SNR (e.g. 152 CuK
photons are required to achieve a SNR of 8.8). Tevsl of accuracy assumes that
only Ka emissions between 1 — 10 keV are detected by @ie. L series radiation
is also detected from elements with an atomic nunmbelO, higher accuracy is
required due to the proximity of different peaker Example, a Promethim (Pmgul
photon contains an energy of 5431 eV which is simib the energy of a CroK
photon at 5414 eV. A confidence interval of + 10 @duld not be sufficient to
distinguish the two peaks and accuracies of ~ ¥ Weuld be more suitable.

It is important to note that when XRF is perfornwith higher CCD noise, the time
required to reach a given confidence interval iases, since the SNR increases at a
slower rate. For example, the confidence intersaldietermining the mean of an°Fe
X-ray peak can be determined by dividing the steshdieviation of the peak by the
square root of the number of counts. Thereforeh &itCCD noise of 25.5 @.m.s

(I4 = 600 € p/p/s), a 9.2 eV confidence interval is achievéiédra~ 500 Mn kK
photons have been detected, whereas a confidetareahof 5 eV is achieved with a
similar number of counts if the CCD noise is 7.4ren.s (4 = 1 € p/p/s). If XRF
analysis is performed at warm temperatures, lomg@osure times are required to

achieve a given confidence interval for the mea&iHM and intensity.

6.4.3 Combined XRD/XRF Analysis of Basalt at + 20 ° C Operating

Temperature

Based on the discussions presented in the presexi®on, combined XRD/XRF data
was collected from a basalt powder at an operatingerature of +20 °C. The aim of
the experiment was to ensure no characteristicfivacted X-rays were lost from the
XRF or XRD data respectively. The XRF spectrum ta&e+20 °C was compared to

a spectrum collected at -40 °C and the XRD patteas compared to a reference
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pattern, courtesy of the Natural History Museum [WHFigures 6.22 and 6.23 show
the XRF and XRD data collected at +20 °C operat@mgperature.
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Figure 6.22 XRF spectra of basalt collected at -40, +10 ak@d % (2000 exposures)
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The XRF spectra shown in figure 6.22 show an ols/idecrease in energy resolution
at +20 °C. Only one major X-ray peak is lost frme spectrum at +20 °C, which is
S Ka (2308 eV). Due to the increase in noise at +20tR€,SNR of the S & X-ray
peak is very low. Larger exposure times would mpuired to allow detection of the

S Ka X-ray peak. However, all otherckemissions were identifiable.

The XRD pattern shown in figure 6.23 displays ayvgood agreement with the
reference pattern. All major peaks were identigablith maximum errors of 0.016°
20, which includes the 3 largest peaks required talitptive analysis. At +20 °C, the
XRD pattern provided a successful qualitative sotutof basalt, which was

confirmed with the elemental data provided by thiRFX&pectrum.

6.5 Applications of the CCD-Array — Mars

This section presents possible applications of @@D-Array. The need for a
combined XRD/XRF instrument for in-situ X-ray sp@sicopy on Mars has been well
documented [Blake 2000]. The ability of the CCD-a\rto meet the science
requirements of such an instrument are discussddimprovements to the current

geometry are suggested.

As discussed in Chapter 2, the geometry most stitgubrtability with the lowest
power consumption, is the use of theBf@ometry with a radioactive X-ray source.
Although in development [Oxford Instruments 20099, miniature X-ray tubes with
polycapillary collimating optics are currently aledole (miniature tubes with X-ray
focusing optics are widely available). The flux gueed by miniature X-ray tubes
such as the Mini-X are only a factor of 7 — 8 tintegher than that produced by a
radioactive source, which does not justify the @ased power consumption (~ 4 W)
and instrument volume (additional 45 tfor the Mini-X, not including additional
power supply and control electronics) for applicaton Mars. It is expected that a
radioactive source used in conjunction with the G&tay will provide the most
suitable option for a payload instrument on Mar@awedver, the use of the PB
geometry is also discussed.

6.5.1 XRD

Over 30 Martian meteorites analysed on Earth asdlte returned from various

in-situ spectrometers on Mars, have confirmed thatMartian surface is dominated

196



with igneous rocks and minerals such as olivinegidpéte and basalt. However, in
2005, the OMEGA instrument onboard the Mars Expréssnd deposits of
phyllosilicates in many regions of Mars [Pouletatt 2005]. Phyllosilicates are a
group of clay minerals that are of particular iet#rto future in-situ spectrometers on
Mars since they indicate the process of water actésn. For both qualitative and
quantitative analysis, it is crucial for the difftameter to cover an angular range
where the major peaks of clay minerals and igneociss can be detected. As shown
in figure 3.19 (peridotite) and figure 6.23 (bagalhe major peaks in igneous
rocks/minerals ranges from approximately 15 — 6@°Figure 6.24 shows the XRD

pattern of 3 common phyllosilicate clay mineralslocite, smectite and illite.
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Figure 6.24 The major peak locations of some common Phylkzg# minerals (data
courtesy of the NHM)

It is obvious from figure 6.24, in order to idegtihe major peaks of clay minerals,
low angle detection is crucial. The clay mineratsfigure 6.24 with the largest
d-spacings, smectite and chlorite, contain the sdvaagle peaks ranging from 5 — 6°.
The angular coverage achieved by the CCD-Arrayclwianges from 4.48 — 64°,

will allow the detection of all major peaks in plodilicates and igneous rocks
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[Cuadros 2006]. The low background achieved byGld®-Array at lower 2 angles

will also facilitate the detection of peaks in claynerals.

Qualitative analysis involves identifying the ovémhase of the sample (e.g basalt or
smectite). The most common technique to perfornlitqtise analysis is to locate the
260 positions of the 3 largest peaks in the samplecamspare the results to reference
patterns in a database, such as the ICDD PDFs.efmrm accurate qualitative
analysis, the detector must have adequate resoltgioesolve the 3 largest peaks in
the sample and must also be able to determinedale positions with high accuracy.
Figure 6.25 shows the resolution required to res@wof the most intense peaks in
some common Martian samples. For example, the mdddoated at 9.2° @ for
chlorine, means a resolution of ~ 3° FWHM is regdito resolve the peaks located to
the left of the marker (6.175°) and the right of tharker (12.3°).
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Figure 6.25 Resolution required to resolve the 3 largest péialsome common

Martian related samples (data courtesy©E and NHM).Py,= 30um

The calculations highlight that the resolution asled by the current PB geometry
easily meets the requirements for qualitative asiglyThe increased resolution

achieved using a radioactive®Fsource in BB geometry with a similar beam size is
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also shown, since this is the expected operatindeman Mars. The other main
consideration for qualitative analysis is how aetelly the 2 peak positions can be
determined. As discussed in the previous sectiod, accuracy in determining the
mean 2 position of the XRD peaks is insensitive to SNRerefore, the only

limitation is the spatial calibration of the detmctThe CCD-Array was calibrated
using NIST SRMs (see section 4.6) and maximum &rodr~ 0.012° were recorded
(~ 1 pixel). This value includes a 0.00015° errole do the non-linear resolution
experienced by the CCD-Array because the CCDs@reurved along the measuring
circle but lie on a tangent to it. However, an aacy of 0.012° 2 will easily allow

accurate qualitative analysis of samples.

For accurate quantitative analysis, the detectostrbe able to resolve more peaks
(~ 20 should be sufficient), determine the peaktprs with high accuracy, and most
importantly be able to determine the intensity adle peak with high accuracy. Figure
6.26 shows the resolution required to resolve 2€hefmost intense peaks for some

common Matrtian related samples.
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Figure 6.26 Resolution required to resolve the 20 largeskp@@ some common

Martian related samples (data courtegyitdM). Py, = 30 um
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Figure 6.26 highlights that the resolution achielsgdhe CCD-Array in PB geometry
can allow the detection of over 95% of peaks in ghmples listed. The resolution
achieved in BB geometry with a similar beam size (30 um) allolaes detection of all
major peaks. The resolution requirements for batalitative and quantitative XRD
analysis on Mars have been documented to be ~ G\261M, between the@range
of 5 — 55° [Sarrazin et al. 2005Assuming a radioactive Fesource is employed
using the BB geometry, this resolution can be achieved usingeam size of
~ 120 pm. This will increase the incident M ux to ~ 1.7 x 16 counts/s and the
total flux (Mn Ka and Mn KB) to 2.05 x 16 counts/s, at a distance of 40 mm. This is
a significant increase in flux from using a 30 peaim (total flux of 1.28 x ¥0
counts/s) and will greatly reduce data collectiones. To provide a resolution of
~ 0.26° FWHM, the PB geometry is limited to veryahspot sizes of 30 um. A
major improvement to the CCD-Array design is disads in section 7.2, which
allows much higher XRD resolution to be achievete P generation CCD-Array
will be able to meet the resolution requirementsaoMartian diffractometer with
beam sizes of 90 um in PB geometry.

With the use of NIST SRMs, maximum intensity erraesre calculated to be ~ 3.2%
at a 95% confidence level, which includes SNR errand energy discrimination
errors. The minimum number of diffracted photondleoted in each peak was
~ 10,000, which results in an intensity confidemterval of 2% at a 95% confidence
level. Assuming 10,000 counts are detected, the B@By can determine the
intensity of diffracted peaks to within + 3.2%. €&l sample preparation can reduce
sample related intensity errors, which can also deeounted for in Rietveld
refinement. This high level of accuracy in intepsiteasurements will allow precise

quantitative analysis of XRD patterns on Mars.

Although high quality data is preferred, significamformation can also be obtained
from lower quality data. Consider the discussionsection 6.3.3, where peak
broadening due to non-level sample rotation reduitethe loss of 3 XRD peaks.
Through Gaussian peak fitting and statistical $igamnce testing, the mean, FWHM
and intensity of the peaks was determined, with 9&b6 9confidence level. The
confidence intervals at a 95% confidence level vedse calculated. If the user simply
wanted to confirm the sample was in fact CaCe¢ertain features of the ‘corrupted’
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XRD pattern (‘non-level rotation’) could be used fonfirmation, such as thef2
separation of the 3 peaks and the intensity ratfadbe 3 peaks. The ‘level rotation’
data can be used as a reference pattern. In teeenek pattern, the separation
between Peak 1 — Peak 2, and Peak 2 - Peak 3 wasaed to be 0.62° and 0.65°
respectively (determined through Gaussian peaikditt Using the results shown in
table 6.2, the separation between the same ‘caudupeaks was found to be 0.63° for
both, with a confidence interval of < + 0.01°. Frdime reference pattern, the intensity
ratios between the 3 peaks were found to be 142 (scaled to Peak 1). From table
6.2, ratios for the same peaks were determinedetd:B.48:0.35. The separation
between the peak positions from the ‘corruptedadabvides significant agreement
with the reference pattern, with errors of only23.0The intensity ratios display larger
errors but still provide a high level of confiden@érough similar techniques, data
that has been corrupted by poor sample preparatierperimental misalignment can
still be used to yield crucial information. This ynlae particularly important on Mars
where data collection times for payload instrumeants limited and the ability to

repeat measurements may not be possible.

6.5.2 XRF

The crucial energy range required for chemical ymisl on Mars is between
1 - 10 keV. To maximise the number of isolated ¢évemllected, the CCD30-11
should be operated in NIMQ/§ = 12 V,Vss = 0 V), to provide a depletion depth of
~ 12 um and a QE of ~ 33% at 5898 eV. To increlsecollection efficiency, deep
depletion devices can also be used to increas®@Ehfom 3 — 10 keV. Devices with
a resistivity of 100Q2.cm, can provide depletion depths of ~ 33 um ursil@ilar
biasing and a QE of 65% at 5898 eV. Regardlessesistivity, the CCD30-11
provides sufficient QE over the required energygea(l — 10 keV).

The detection of low energy elements by the CCDaAnn its current geometry is

difficult due to excessive absorption by the 108 raimgap between sample and
detector. The low energy detection limit in thedediory is ~ 1.5 keV, but this is due
to the high flux produced by the Bede micro-souAssuming the region between the
sample and detector is at standard atmosphericyeegl bar), the reduced flux
produced by a portable X-ray source will prevert dietection of elements < 2.5 keV.

Since the average pressure on Mars is 5 — 7 mbmni@erlain et al. 1976], the high
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absorption of signal X-rays in air is practicalljr@nated. The Mylar X-ray window
can therefore be removed, as the CCD-Array canpeeated at Martian atmospheric
pressure. Figure 6.4 highlighted the effect of jplgeche sample to detector area inside
a vacuum and removing the Mylar X-ray window. Teyent contamination by dust
and other small particles, a very thin sheet ofaviy 1 — 2 um) would be required to
protect the CCD imaging area. Therefore, the mamtdtion to the detection of
X-rays from 0.1 — 10 keV on Mars, would be the CEQE and absorption by the
sample. Assuming an average emission depth ofh.5opa 1 keV photon in basalt,
the number of incident photons (that interact kil target atom) required to detect a
single 1 keV photon would be ~ 500. Assuming midtigxposures are collected, this

will allow the detection of an appreciable numbgt &eV photons.

Figure 6.27 outlines the resolution achieved byG@i@D-Array at different operating

temperatures.
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Figure 6.27 Variation in XRF FWHM at various operating temgierres using
AIMO

At full TEC power, the CCD30-11s can reach an ojmegatemperature of -40 °C,

where the dark current is practically eliminated1(~€ p/p/s). Combined with an
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average readout noise of 7.4ream.s, FWHM resolutions of 135 eV at MruKKan be
achieved. However, this resolution greatly excebdsresolution required to identify
the 22 elements in the 1 — 10 keV range by theireissions. In Section 6.4.2, it
was found that all K emissions from 1 — 10 keV could be identified wa&hCCD
system noise of ~ 25.5 e.m.s. With an average readout noise of 7.4.m.s, this
allows the CCD30-11 to operate with 600 @p/s dark current, which is at an
operating temperature of +20 °C (in AIMO). The Hdesion achieved by the
CCD-Array at +20 °C is shown in figure 6.27. At eperating temperature of 0 °C,
the CCD-Array achieves similar resolution (160 €\5898 eV) to the MER APXS
[Lechner et al. 2004]. At temperatures < 0 °C, @@D-Array surpasses the XRF
energy resolution performance achieved by anytin>sRF instrument used on Mars
to date. The CCD-Array can therefore provide vdisain performance based on the

XRF resolution requirements.

The reduction in power consumption is crucial fgragload instrument on Mars. The
main source of power consumption in the CCD-Arraaswhe TEC, which provided
cooling to the CCDs to reduce dark current. A detastudy was preformed on the
CCD-Array to determine the required operating terapge of the CCD30-11 to
perform combined XRD/XRF analysis, in an aim toues power consumption from
the TEC. It was found that an increase in darkenirhad negligible effect on the
XRD patterns, presuming a large number of exposwere collected. The operating
temperature of the CCDs for combined XRD/XRF analysas therefore entirely
dependant on XRF requirements. Through simulatibnsas concluded that the
CCDs could operate with an average dark currer@00f € p/p/s and detect all &K

X-ray emissions from 1 — 10 keV. The required terapge of the CCDs to operate
with 600 € p/p/s dark current was dependant on the operatiode. If the CCDs

operate using NIMO, they must be cooled to ~ -15at@ require a total power
consumption of ~ 4.5 W. However, if the CCDs areraped using AIMO, they can
be used close to room temperature (+20 °C). Thisdemaf operation reduces the
depletion depth of the devices by ~ 6 um, but thtal tpower consumption of the
CCD-Array is reduced to < 500 mW. Operating the GGDAIMO is an ideal mode

of operation on Mars, since the power consumptibrthe instrument is greatly
reduced. Assuming a radioactive source is useddvige flux, the only source of

power consumption would be the CCDs and a smalbmeted to rotate the samples
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during data collection, in order to reduce preférogientation. It is expected the
CCD-Array payload instrument could perform accuraXd&kD/XRF analysis

consuming < 1 W of power when operated in this m&ilece this mode of operation
reduces the SNR for a given number of X-ray couotsger exposure times will be

required to achieve a given confidence intervalthierintensity, mean and FWHM.

The current CCD-Array geometry can meet the scierqeirements for both XRD
and XRF on Mars. The XRD resolution achieved in, @Bometry allows a maximum
beam size of ~ 120 um, which produces a flux of 73 10 Mn Ko counts/s. The
data collection time required to reduce the XRDemsity errors to 1% (at a 68%
confidence level) would be sample dependant, beected to be in the range of
5 — 10 hours. Due to the low absorption of X-ragsthe Martian atmosphere, a
radioactive source will allow detection of all Xysafrom 1 — 10 keV.

6.6 Applications of the CCD-Array- Pharmaceuticals

The CCD-Array can also be applied to a broad rasfgmarkets for terrestrial use,
one of which is the pharmaceuticals industry. Hastion discusses the requirements
of XRPD and XRF instruments used in the pharmacalstiindustry and highlights
possible uses of the CCD-Array.

Since power consumption is less crucial a consierdor terrestrial instruments, a
low power miniature X-ray tube would be ideallytsdi for use with the CCD-Array.
As shown in figure 6.10, unlike parafocusing geamast the PB geometry with a
fixed angle of incidence is insensitive to sampém$parency. In the pharmaceuticals
industry, samples are usually highly transparery @gganics), therefore an X-ray
tube fitted with a polycapillary collimating optiwould be ideal. The use of a
miniature X-ray tube with X-ray optics would alsoegtly reduce data collection
times for both XRD and XRF experiments. Thereféoe many applications, data can

be collected in less than 1 hour, which is idealbio-site analysis.

6.6.1 XRD

An important use of XRD in the pharmaceuticals @edt the determination of
quantities of amorphous content within a crystallsubstance. During pharmaceutical
processes such as milling, the periodic structdrergstalline substances can be

disrupted, resulting in the formation of amorphaureas. This can cause large
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variations in the dissolution and bioavailabilitfy @ medication in the human body,
therefore monitoring the change in crystalline samses is crucial during the
pharmaceutical processing stage. A recent studypedaermed using Panalytical’s
X’pert Pro to determine the accuracy of the XRPDbhteque in determining the
quantities of amorphous regions in a crystallinbssance [Beckers et al. 2007].
Precise quantities (1%, 3%, 5%, 7% and 9%) of ahmrp regions were added to
100 % crystalline lactose by lyophilization. Thenaof the experiment was to perform
XRPD on the samples, calculate the quantity of amaus content by comparing the
ratio of XRD peaks (from crystalline portion of teample) to the background (from
the amorphous region of the sample), and then carpe findings to the expected
results. The CCD-Array’s ability to perform thigogy of analysis on pharmaceuticals
samples can be determined by comparing the desegierformance with the

instrument used in the study. A performance comsparis summarised in table 6.4.

Parameter Required CCD-Array (PB)
Angular range (26) 10 - 35° 4.48 - 63.95°
Step size (26) 0.016° 0.012°
Diffracted beam resolution at 20° 26 ~0.13° ~0.23°

Table 6.4 XRPD performance of an instrument used to detegrthe quantity
of amorphous content in a crystalline sanmpleomparison to the
CCD-Array Pop = 100 pm)

As shown in table 6.4, the angular range and dpatsolution offered by the
CCD-Array can meet the requirements of such arglysowever, the overall
resolution achieved by the CCD-Array in PB geométriower that that used in the
experiment. The major reason for the lower resotutichieved by the CCD-Array in
PB geometry is due to the low angle of incidenc®. @ince the area of interest starts
at 10° 2, the angle of incidence can be increased to 1@feby increasing the
resolution to ~ 0.17° at 20°9P,, = 50 pum). This resolution is comparable to the
resolution used in the study and provides sufficiesolution to perform the required
analysis (modifications to the current CCD-Arraysidge, which are discussed in

Section 7.2, will vastly improve the detectors tagon performance).

Similar applications include determining the petage crystallinity in amorphous
substances [Sarsfield et al. 2006]. The analysikisistudy was performed over & 2

range from 12 — 22° with a step size of 0.04°. Ag#ne angular region of interest is
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covered by the CCD-Array and the spatial resolutan be matched in 2 x 2 binning
mode. The resolution of the diffraction peaks ie #tudy was ~ 0.26° FWHM and
this can be achieved by the CCD-Array in the PBhgetoy with beam sizes of 30 um.
Similarly, it is important to note a 12° incidemtghe could be used to vastly improve

the diffracted beam resolution.

Other XRPD applications of the CCD-Array in the phaceuticals industry include
polymorph screening and drug discovery. A recenidystshowed that 97% of
crystalline samples from random off the shelf phareutical samples could be
identified using the ICDD PDFs [Fawcett et al. 2D0&ith the use of the ICDD
PDFs, the CCD-Array could be used on site to test dounterfeit drugs and

medications.

XRPD is a highly utilised technique in the pharmdmals industry. Currently all
XPRD analysis is performed on high resolution lalbary diffractometer such as
Panalyticals X'pert Pro. These instruments usualferate in BB geometry,
achieving very high resolution. However, by inciagsthe angle of incidence, the
CCD-Array can achieve much better resolution inge@Bmetry and in BBgeometry,
can produce resolutions closer to laboratory diffsmmeters. The CCD-Array cannot
match the resolution achieved by laboratory ditivateters but can still be utilised in
many areas of the pharmaceuticals industry wheselugon requirements are less
critical. Since pharmaceuticals substances ardyhtggmsparent to X-rays, the use of
parallel beams will also prevent asymmetrical pdmkadening due to sample
transparency [Cao et al. 2002]. To optimise the SCfay geometry for XRPD
pharmaceutical applications, the angle of incidesleeuld be increased to ~ 10°,
which would greatly reduce the length of irradiatedterial and thereby greatly
improve the diffracted beam resolution. The resotuichieved by the"2generation

CCD-Array with a 10° angle of incidence is showtigure 7.3.

6.6.2 XRF

The most obvious use of XRF analysis in the phaeuicals industry is testing for
contamination of food and medicines. The CCD-Arcayld be used by organisations
such as the Food and Drug Administration (FDA) &rfgrm quality control on

medications and food. For example, the CCD-Arrayidtde taken on site to test for

contaminants in multi-vitamin tablets. Figure 6st®ws an XRF spectrum collected
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from a multivitamin tablet with the CCD-Array. Theultivitamin tablet was

purposely contaminated with chlorine.
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Figure 6.28 XRF spectrum of a multivitamin tablet contamirthteith Cl. Data was
collected for 30 minutes at 40 kV, 2 mA

The spectrum shows the presence of two unidentffiechents from the multi-vitamin
tablet, which are Cl K (2622 eV) and Ar kK (2957 eV). As shown in figure 3.18, the
background spectrum produced by the CCD-Array ¢ositan Ar Ko peak due to the
presence of Ar atoms in the air (~ 1%). The CI peak therefore be identified as a

contaminant in the substance.

The range of elements required for analysis of plaaeutical substances is far more
diverse than that of the planetary sciences sedibe maximum X-ray energy
detectable by the CCD30-11 is limited to ~ 15 k&E(of 1%) in AIMO and 20 keV
(QE of 1%) in NIMO. This is sufficient to allow thdetection of all possible
elements, since elements with an atomic number <ad0be identified through K
series radiation and elements with an atomic numb# can be identified through L
series radiation (see figure 1.5). To allow thisvhwer, the excitation energy of the

incident X-rays must be ~ 25 keV or greater. Faairegle, a tube with a Cu anode
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could be operated at 25 keV potential to exciteeldiments for XRF analysis, and
provide a strong Cu & characteristic peak for XRD analysis. The low gger
detection limit of the CCD-Array with a portable rdy source is ~ 2.5 keV, which
will not allow the detection of elements between 2 keV. Improvements to thé®

generation CCD-Array will improve the low energwit to ~ 1 keV (see section 7.2).

Unlike the planetary sciences sector, the XRF sl required for pharmaceuticals
analysis is high. This is because of peak overlappietween K series and L series
radiation. One of the most popular XRF instrumarttésed in the pharmaceuticals
field is the ‘Minipal Pharma’, by Panalytical [Padytecal 2009]. This instrument uses
a Si-pin detector that achieves a typical resofutib145 keV at 5898 eV. Assuming a
readout noise of 7.4 @.m.s, a similar resolution can be achieved byGQkD-Array

when operating with a dark current of 40 @/p/s. This requires an operating
temperature of ~ -8 °C in AIMO and a power consuampbf ~ 2.5 W (CCD-Array

only, not including X-ray source).

The CCD-Array can match the performance of bencBp spectrometers such as
the Minipal Phamra in terms of both elemental cagerand resolution. However, the
main use of XRF in the pharmaceuticals industryfois quantitative analysis of
contaminants, usually in the parts per million (ppmange. For example, the
Committee for Human Medicinal Products (CHMP) isauguideline on the limits for
residual catalyst in pharmaceutical processing [BVED09]. Residual catalysts are
used as reagents during pharmaceutical procesamh@re leftover in trace amounts
(ppm) in the active pharmaceutical ingredient (ARIRF instruments can be used to
detect the quantity of these elements (mostly itianselements) and ensure they are
within the recommended guidelines. For example gtindeline for the amount of Cu
residual catalysts in a 5 g sample is 500 ppm [EMIDA9]. The quantity of powder
samples used for XRF analysis are usually ~ 100 theyefore detection limits of
~ 10 ppm are required. To detect such low conceotrs, high quality data and
calibration is required. Although quantitative asa has not currently been
performed on CCD-Array XRF spectra, this techniquen be performed very
accurately with the use of the fundamental pararsetechnique and SRMs
[Sprang 2000]. Typical accuracies range from 0.5 ppl00 ppm [Loubser & Verryn
2008]. Assuming the fundamental parameters tecienis| employed with the use of
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SRMs, and SNR errors are greatly reduced througteased data collection times, it
is expected that the CCD-Array will quantify thencentration of elements with
similar accuracies. The CCD-Array can then be usedetermine the quantities of

contaminants in both food and medicines.

6.7 Discussion

This chapter has discussed the operational perforenaf the CCD-Array in the
current laboratory environment. The transmissiosighal X-rays from the sample to
the detector has been determined and the deteepense in detecting these X-rays
has been outlined using a response matrix. The owsmon sample preparation
issues experienced with the CCD-Array in the reflecXRD geometry have been
highlighted. It has been shown that the PB geometlgxes sample preparation
requirements and eliminates the common sample @epa issues experienced in
parafocusing geometries. The power and operatingpeeature required by the
CCD-Array to perform XRD/XRF analysis have beenesiigated. It has been shown
that the CCD-Array can perform both XRD/XRF anadyai +20 °C, as long as a large
number of exposures are collected to reduce SNirserPossible applications of the
CCD-Array have been suggested and variations to gibxemetry to suit these

applications have been recommended.
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Chapter 7 : Conclusions and Future work

7.1 Conclusions

This chapter presents the main conclusion of tiesis and possible future work to be

carried out.

The work carried out for this thesis involved thesign and testing of a CCD array
detector capable of simultaneously collecting XRREXinformation from powder
samples. A test facility was also designed to ipocate the detector for testing
purposes. The work involved in this thesis providedinitial investigation into the
eligibility of a CCD array detector for combined RRXRF analysis. CCDs are ideal
detectors to be used for such applications dudéeo ability to discriminate X-ray
energies with high resolution (XRF), as well ased®gine the position of detected

X-rays with high spatial resolution (XRD).

The CCD-Array consisted of 4 CCDs (e2v's CCD30-11 AMO) tiled along a
120 mm measuring circle. The CCDs were bonded3bapal ceramic, which had a
very high thermal conductivity (90 W/m K) and lowhetmal expansion
(4.4 x 10°/ °C). All 4 CCDs were cooled using a single 3-stad=C, which was
selected using Melcor’s thermoelectric cooler sedacsoftware [Aztec 2005]. Each
of the CCDs received sufficient cooling to reducke tdark current to
~ 1 € p/p/s with an average readout noise of ~ 7.4m.s. at 165 kHz readout speed.
The CCDs were enclosed inside a vacuum using anigilum chamber with a 20 pm
thick Mylar X-ray window. The Mylar X-ray window vgadurable and allowed a high
transmission of X-rays from 1 — 10 keV. Liquid cogl was incorporated into the
copper base plate to absorb heat generated fronbabkside of the TEC during
operation. Two environments for cooling were coesed, which consisted of
creating a vacuum inside the CCD-Array or fillinget CCD-Array with N.
Calculations performed prior to measurements inddcdhat the heat loads incident
on the cold side of the TEC were much larger inNBhenvironment. The calculations
were confirmed by both measurements and simulatibhe CCD headboard was
incorporated onto the backside of the copper béete,pwhich provided CCD bias
and clock voltages, TEC power terminals and PRTputst A 12-inch flexible
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vacuum pipe connected the CCD-Array to a vacuum guwhich maintained a

pressure of ~ 3 x TYmbar inside the CCD-Array during cooling.

The other main feature of the test facility wasighhbrightness X-ray micro-source
manufactured by Bede Scientific Instruments. Theinmadvantage of the
micro-source was the coupling of an XOS polycapilleollimating optic. The optic
focussed a highly divergent beam of X-rays into @ | divergent beam
(3.5 mrad FWHM) of collimated quasi-parallel X-raygsing the micro-source
greatly reduced data collection times and incredabedefficiency of both XRD and
XRF experiments. When used at 40 kV, it was foumat the optic almost entirely
eliminated the transmission of high energy brerak$iting photons (> 10 keV). A
15 pm Ni filter was also used to reduce Cfi X-rays by 98% and lower energy
bremsstrahlung X-rays. The resulting spectrum mw@idon the sample was a 93%
monochromatic beam of CuoKX-rays, focused into a small collimated beam
(< 150 um). This was ideal for XRD applicationscainX-rays other than the main

characteristic peak (Cud act as noise in the diffraction pattern.

In recent years, the advantages of using CCDshocollection of XRPD data have
been well documented [Reyes-Mena et al. 2000],thist is still a relatively new
technique. Chapter 4 presented detailed studiesecoimg the collection, analysis and
modelling of XRPD using CCDs. The data collectioagess involved integrating the
CCD for very short periods. This ensured the imags not clustered with X-ray
events, which is important to the process of idginiy isolated X-ray events. The
number of isolated events generated within the G€DBependant on the depletion
depth of the device. By using X-ray spread evealyais, the depletion depth of the
CCD30-11 was confirmed to be 12 pum when biased?a¥ hate voltage and 0 V
substrate voltage. A QE of 33% was achieved at MN(3898 eV) with a depletion
depth of 12 um. Single exposures ranged from 0.2 s with readout times of
1.6 s and 0.4 s for full imaging (256 x 1040) and 2 binning mode respectively.
Multiple exposures were collected (100 — 10,000)ntwease the SNR of both XRD
and XRF data. Isolated events were determined &ytiiying events with an energy
greater than the noise threshold, which was 3 atahdeviations above the mean
background noise. An ‘event’ was registered ascal montaining a value greater than
the noise threshold with 4 neighbouring pixels telthe threshold. All isolated
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events detected in the individual exposures wessn tAhccumulated to provide a

histogram representing the combined XRD/XRF data.

When X-rays diffract from a sample, the entire @it spectrum is diffracted. Since
the spectrum incident on the sample was almosteinitomposed of Cu & X-rays
(93%), all X-rays diffracted from the sample weretatted as Cu K events. By
applying the energy discrimination technique, XR&ladwas extracted from the raw
CCD images, revealing the diffraction pattern. Cu évents were also elastically
scattered from various parts of the test facilitg @etected as noise in the diffraction
pattern (typically 5 — 75 isolated events/s). Melhdo reduce XRD noise have been
demonstrated in Section 5.4. Once the diffracticmadwas extracted, radial
integration was preformed on the 4 CCD images teeakthe 2 vs. intensity
diffractogram. Prior to radial integration, alignmef the sample with the CCDs was
performed. The position of the integrating cirater{tre of the diffraction rings) was
refined by £ 0.3 mm and radial integration was perfed. The FWHM of the peaks
was calculated and the position with the highegjubar resolution represented the
centre of the diffraction rings. Beam alignment werd the maximum possible
angular resolution was achieved and errors in sanpldetector alignment were

eliminated.

The performance of the CCD-Array as an X-ray spsctpy device has also been
investigated. The operational performance of theicgehas been highlighted in
Chapter 6. The ability of the CCD30-11 to detedt Xerays in the current laboratory
arrangement has been discussed and the low enetggtidn limit was found to be
~ 1500 eV (Al Kx) using a collimated 150 pum beam. By increasingdiaeneter of
the irradiating beam to ~ 1.5 mm, the low energigct®n limit increased to 1254 eV
(Mg Ka). As a portable instrument, the reduced flux framminiature X-ray tube or
radioactive source would degrade the low energedtiein limit to ~ 2.5 keV. An
investigation was carried out to determine the Gfperating temperature required to
perform combined XRD/XRF analysis. It was foundttd&D analysis could be
performed at room temperature, as CCD noise hatlgitedg effect on the XRD
pattern. Since CCD system noise has no effect o XRtterns, the operating
temperature of the CCDs was therefore entirely deéaet on XRF requirements.
Through computer simulations it was found that epeg the CCD with 600 g/p/s
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of dark current (+20 °C), allowed the detectiorathfKa emissions from 1 — 10 keV.
Accurate qualitative XRD/XRF analysis of basalt wesformed by the CCD-Array
at an operating temperature of + 20 °C in AIMO,hnat power consumption of less
than 400 mW.

7.2 Future Work

From the knowledge gained in testing the CCD-Araynajor improvements can be
made concerning the design, 2 of which concernxXtR® performance. Firstly, the
resolution achieved by the CCD-Array is limited tne size of the diffracted beam
from the sample, not by the spatial resolution loé tetector. The first major
improvement to the CCD-Array design will be theuetibn in Rsg, which will result

in higher XRD resolution since divergence of théfrdcted beams is reduced. By
reducingRsq to 33 mm, only 2 CCDs are required as opposed twhich will also

cover a larger 2angular range.

The second improvement to the design will be tldeicgon in angular gaps, currently
located at 3 positions along the measuring cirgth & range of 2.96° each. This will
be achieved by laser cutting the ceramic packagihghe CCDs, allowing the

imaging areas to almost touch one another.

The final improvement will be the low energy XRISpense. For X-ray spectroscopy,
the detection of elements from 1 — 2 keV is crycredmely Na k& (1041 eV),
Mg Ko (1254 eV), Al ku (1486 eV) and Si K (1740 eV). Detection of X-rays
< 2 keV is difficult to achieve for portable detexs due to a low transmission in air
and the X-ray window material. Figure 7.1 showsdeemetry of the ® generation

instrument in relation to the CCD-Array.

The CCD regions in figure 7.1 (coloured black) esmgmt the imaging areas of the
CCD30-11s (26.6 mm length). By using a 33 mm sanpl€eetector distance, an
angular coverage from 1.1° — 89.1B°can be achieved. The laser cut ceramic
packages result in a single gap in angular coverafye0.2° (located from
45.05° — 45.25°). This assumes a 100 pum gap betthee@CD imaging areas, which

can be achieved by manual gluing.
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Figure 7.1 Geometry of improved™ generation CCD-Array. Both instrument use
the CCD30-11 FI AIMO, with an imaging ateagth of 26.6 mm

As can be seen from figure 7.1, th8 Zjeneration instrument has a reduced
instrument volume and extends the X-ray window tthiw ~ 3 mm of the sample.
Assuming the CCD-Array is placed under vacuum, gasmetry greatly improves
the low energy X-ray response as shown in figu?e The XRF response will also be
improved with the use of an 8 um Mylar X-ray windowowever, this reduces the
detectors opacity to light and requires the CCDasrto be inside a lightproof
container during data collection. As shown in figu7.2, the ¥ generation
CCD-Array allows the detection of X-rays between-12 keV, which was not
possible with the 1 generation model. Figure 7.3 shows the improvedDXR
resolution achieved by thd%yeneration CCD-Array in PB geometry.
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Figure 7.2 Improved overall QE of generation CCD-Array
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Figure 7.3 Improved XRD resolution achieved by tH¥ generation CCD-Array in
PB geometryR,, = 50 um). Resolutions do not include any broadgnin
effects from the sample

By increasing the angle of incidence, a comparatdsolution to laboratory
instruments can be achieved. The new geometry geevia degraded spatial

resolution of 0.042° in comparison to th& deneration instrument (0.012°), but as
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shown in figure 7.3, the size of the diffracted mnsais still much larger than the
spatial resolution of the detector. A consequenteeducing the radius of the
measuring circle is the increase in distance betvike CCD imaging area and the
curvature of the measuring circle. This resulta larger variation in spatial resolution
(see Section 4.5.1) from 0.00015° to 0.008° his variation is still not expected to
cause any errors in qualitative analysis, howevieese errors could be easily
corrected during post-processing. Table 7.1 sunsesrthe advantages of th&' 2

generation CCD-Array.

Parameter 1% generation CCD-Array |2 ™ generation CCD-Array Units
Number of CCDs 4 2
R g 120 33 mm
Spatial resolution 0.012 0.042 °26
Oinc 4 4 °6
Angular coverage 4.48 - 63.95 5.1-93.15 °26
Angular gaps 3 x 2.96° 1x0.2° 20
R pg at 10°, 30°, 60° 0.21, 0.27,0.33 0.07,0.12, 0.19 026 (FWHM)
Instrument size 174 (H) x 80 (L) x 70 (W) 70 (H) x 50 (L) x 40 (W) |mm
XRF energy range 2,500 - 10,000 1,000 - 10,000 eV
Geometry PB with fixed 6. PB with fixed 6,
X-ray window 20 um Mylar 8 um Mylar

Table 7.1: Comparison of'yeneration and"2 generation CCD-Array

The 2 generation CCD-Array will use the deep depletiension of the CCD30-11,
which has a resistivity of ~ 150Q.cm. This will provide a larger depletion region,
resulting in a higher number of single pixel evenit©ie use of Bl CCDs is
unnecessary for the CCD-Array since the benefi@knare at energies < 1 keV. The
2" generation CCD-Array will be ideally suited to fadsility due to the decreased
instrument volume and power consumption. The CClisbe typically operated at
-20 °C to reduce the dark current to < 1 pép/s. The CCDs can also perform
combined XRD/XRF analysis at room temperature, h@wethis requires longer data
collection times. Future work will also involve iestigating alternative heat
dissipating methods to liquid cooling. Fan assidtedt sinks may provide a more
feasible option for portability. Theé"2generation CCD-Array greatly improves on the
design of the * generation model and can be applied to many agijgits such as
those discussed in section 6.5. and section 6.6. tJpe of X-ray source used in
conjunction with the new CCD-Array will be appligat specific. Figure 7.4 shows

the concept and geometry of the new CCD-Array.

216



Figure 7.4 lllustration of the improved™ generation CCD-Array
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The curvature of the imaged diffraction rings Wik more pronounced in thé“2
generation instrument, therefore, unlike tfeg&neration instrument, image smearing
cannot be ignored. If full frames CCDs without $brg are used, longer integration
times will be required to reduce errors from imageearing, but this will increase the
dark current. CCD binning can also be applied twease the ratio of integration to
readout time, but the spatial resolution of theg&neration instrument should not be
reduced further than 0.042°. Frame transfer CCDy m@lao be considered to
eliminate errors from image smearing. TH&generation CCD-Array will also collect
a larger fraction of the diffraction cones, thereimproving counting statistics for a

given data collection time.

Future work will also involve performing quantitai analysis on both XRF spectra
and XRD patterns. The intensity of an XRF peaka@iven element is related to the
concentration of the element in the sample. Howetherintensity is affected by other
elements in the sample due to secondary/tertiaryrdlscence. This process can be
modelled by software programs that perform ‘matiaxrections’, the ‘matrix’ in this
case referring to the sample. By using SRMs, theeemental geometry can be
calibrated to perform quantitative XRF analysisngsithe fundamental parameters

technique [Sprang 2000].

Quantitative XRD analysis can be performed usinchnejues such as Rietveld
refinement [Young 1993]. Software programs suclb 84S can be used to generate a
synthetic version of the expected diffraction patfgarson & Von Dreele 1994]. The
expected diffraction pattern is generated usingpdangeometrical and instrumental
parameters. The synthetic pattern is then refirsgaiguthe different parameters (one of
which is the scale factor that represents the wagleach phase in the sample) until
the best agreement is found between the experiandéasimulated data. Once the
best fit is achieved, the scale factor revealsatbight of each phase in the sample and

guantitative analysis can be performed [Gonzal€3R0
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Appendix A

Sample name Form QOrigin Chemical formula/composition
Lanthanum hexaboride SRM 660a NIST LaBg
Fluorophlogopite mica SRM 675 NIST KMg5(AlSiz040)F2
Zinc oxide SRM 674b NIST Zn0
Titanium dioxide SRM 674b NIST TiO,
Chromium (l11) oxide SRM 674b NIST Cr,03
Ceric oxide SRM 674b NIST CeO,
Basalt Rock NHM Olivine/Pyroxene/Feldspar/Quartz
Aragonite Synthetic powder UCL CaCO;
Peridotite Rock UCL Olivine/Pyroxene
Andesite Rock NHM Plagioclase/Pyroxene/Feldspars/Biotite/Magnetite/Quartz
Multivitamin tablet Tablet Brunel Miscellaneous
Sodium chloride Granuals Brunel NaCl
Quartz Powder NHM SiO,
Chlorite Rock NHM (Mg,Fe)s(Si,Al)4010(0H)2(Mg,Fe)3(OH)s
Smectite Rock NHM (Ca, Na, H)(Al, Mg, Fe, Zn),(Si, Al);019(OH), - x H,O
lllite Rock NHM (K, H)Aly(Si, Al)4010(OH); - x H,O
Olivine Powder UCL (Mg, Fe),SiO,

Table A: Sample reference (NHM = Natural History Museun@ LU= University

College London, Brunel = Brunel University, NIS National Institute of
Standards and Technology)
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