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Abstract 

We apply stochastic simulation methods to a system-wide flow of funds model for India for 

1951-94.  We address two issues; first, the impact of financial reforms on interest rates and 

loanable funds, and second, the robustness of policy where there is uncertainty about the true 

model.  We find considerable variation in policy risk depending on the policy instrument and the 

policy regime.  Interest rate risks are greater in the controlled regime; quantity risks are greater 

in the decontrolled regime.  Outcomes also depend on controls on intermediaries: more heavily 

controlled banks respond differently from other less heavily controlled financial intermediaries. 
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1. Introduction 

One of the principal concerns in financial policy in developing countries is this: how reliably 

certain are the putative effects of a financial reform programme?  It is generally accepted that 

financial repression imposes possibly substantial costs on an economy, and that it is desirable to 

eliminate these (Fry, 1997).  However, there is considerable uncertainty about the appropriate 

speed and extent of reform.  Asymmetric information and market failure are endemic in credit 

markets, even in the industrial countries, and there is a risk that liberalization in developing 

countries will bring new market failures or exacerbate existing ones, so that many of the gains 

from reform are reversed or lost altogether (Gibson and Tsakalotos, 1994; Stiglitz, 1998, Caprio 

et al., 2000).  In general, the risks associated with liberalization appear to be more serious the 

less interest-elastic are financial flows in the reforming economy (Ogaki et al. 1996). 

In this paper we adopt a novel approach to the analysis of financial reforms using as 

exemplar selected aspects of the reform process in India in the late 1980s and early 1990s.  Our 

approach involves three key methodological contributions which, we believe, enhance our 

analysis and understanding of financial reform.  First, we use as framework a disaggregated 

empirically-estimated flow of funds model.  This enables us to provide a rigorous account of 

changes in financial flows and interest rates during a policy reform.  In a system-wide flow of 

funds model, formed by combining the portfolio behaviour of individual sectors, interest rates 

and financial flows emerge endogenously as a result of the interactions between different sectors 

and their demands and supplies of assets and liabilities.  The flow of funds approach also has the 

advantage of being relatively eclectic in that it can accommodate a wide range of special cases, 

and it is particularly useful in the context of a developing economy (Green et al. 2002; Green 

and Murinde, 2003).  Industrial economies benefit from a vast range of deep and liquid markets 

whose prices provide much of the information upon which policy is based.  In developing 

economies, where markets are more fragmented, and securities markets are often thin and 
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illiquid, prices provide much less useful information.  Therefore, information about quantities, 

such as the flow of funds, takes on a more important role. 

Our second key contribution is that we use a structured framework to estimate the 

parameters of the model.  Specifically, we use the almost ideal demand system (AIDS) of 

Deaton and Muellbauer (1980).  This enables us to use theoretical restrictions, such as 

symmetry, to cut down the size of the estimation and simulation problems and therefore to 

obtain more efficient estimates than is possible using a more ad hoc approach (Backus et al. 

1980).  This in turn enables us to construct stochastic simulations which are more firmly 

grounded in the empirically-estimated model. 

As our third contribution, we use stochastic simulation techniques to evaluate the 

robustness of different financial policies.  More robust policies are those which generally yield 

better outcomes in the face of policy risk.  Brainard (1967) suggested a two-way classification 

of policy risk: unexpected changes in exogenous variables, and uncertainty about the multiplier 

effects of instrument changes.  In linear economic models, unexpected changes in exogenous 

variables are transmitted linearly into the policy targets (Poole, 1970).  However, if a policy 

change encounters an unexpectedly large or small multiplier, its effects are transmitted into 

policy targets in a complex and non-linear way, even if the underlying model is itself linear.  

Policies which are based on the expected values of multipliers may go badly wrong if, as is 

likely, the multipliers themselves are imprecisely estimated, and subject to a high degree of 

uncertainty.  Estimates of key economic parameters in developing countries are indeed typically 

much less precise than in the industrial countries; hence multiplier uncertainty is a central policy 

risk for developing countries.  Consequently, financial reform is likely to face considerable 

execution risk in practise because of uncertainty about the true structure of the economy. 

In summary, we estimate an empirical flow of funds model and carry out simulations 

permitting stochastic variations in key policy multipliers, especially the crucial interest rate 
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elasticities.  Stochastic simulation enables us to examine the impact of uncertainty in policy 

implementation, and the robustness of policy in the presence of uncertainty.  Furthermore, the 

simulations are empirically based on the standard deviations of the estimated parameters.  

Therefore, the estimated range of outcomes gives a clear picture of the policy risks a 

government may face in carrying out financial reforms, and we find substantial differences 

between the results of stochastic simulations and those of equivalent „naïve‟ deterministic 

simulations. 

 The model is estimated and simulated for the period 1951-94 for India.  We address 

two main issues in the analysis.  The first concerns the allocation of loanable funds.  In 

financially repressed economies, loanable funds frequently remain locked inside banks or the 

public sector by a captive market in credit allocation and public debt.  We therefore investigate 

the contribution of financial reform towards mobilising loanable funds from banks and other 

financial institutions (OFIs) to the private sector for productive economic activities.  The second 

issue concerns the response of lending rates to policy reform and the extent to which reforms 

necessarily lead to higher interest rates as is widely believed (McKinnon, 1973, Shaw, 1973). 

 Flow of funds analysis has rarely been used in developing countries, particularly 

because of limited or non-existent data.  Exceptionally, in the case of India, there exists 

comprehensive, detailed and disaggregated annual flow of funds data which run from 1951 

through 1994
1
.  This data period means that the analysis cannot be brought fully up-to-date, 

although it does cover the pre-reform and immediate post-reform eras.  However, this does not 

limit the overall value of the study because a crucial contribution of this paper is the manner in 

which it employs stochastic simulations on a complete model of financial sector portfolio 

behaviour.  This enables us to conduct a more rigorous analysis of the robustness of policy 

responses during financial liberalisation than has heretofore been carried out in a developing 

economy.  For example, Sen et al. (1996) studied a flow of funds model for India, but their 
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study is confined to the household and banking sectors; it covers a shorter sample period; and it 

is limited to deterministic simulations.  Murinde (1992) and Murinde and Rawara (1996) 

conducted stochastic policy simulations but using a small macroeconomic model instead of a 

flow of funds model.   

 The rest of the paper is structured as follows.  In section 2, we present the flow of funds 

framework for India.  The demand functions are discussed in section 3; these are the building 

blocks of the model.  Section 4 deals with the methodology of stochastic simulation.  Empirical 

results and policy discussion are set out in section 5.  Some conclusions are in section 6. 

 

2. A theoretical flow of funds matrix for India  

The Indian financial sector has been characterised by administrative rigidities since 

independence, and the banking sector has been subject to a range of government-administered 

regulations and controls.  These include a mandatory Cash Reserve Ratio (CRR) and a Statutory 

Liquidity Ratio (SLR), the latter providing a captive market for public sector debt
2
.  From 1969 

when 20 major commercial banks were nationalised, the government stipulated a group of 

priority sectors and directed banks to lend to these sectors.  Bank deposit rates were subject to 

ceilings and there was little scope to compete for funds from the private sector.  Persistent 

government budget deficits led to a significant rise in the volume of government debt during the 

eighties, and the Reserve Bank of India (RBI) automatically monetised that part of the deficit 

which was financed by the ad hoc issue of 91-day Treasury Bills.  Major financial sector 

reforms were undertaken in the early 1990‟s.  These included a reduction in the statutory 

maximum levels for reserve ratios, and gradual dismantling of the administered interest rate 

structure.  Fiscal reforms included a requirement that the government should finance its deficit 

from the market at market-related rates rather than by automatic monetisation by the RBI (Sen 

and Vaidya, 1997). 
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The framework for the model is set out in table 1.  Each column indicates a sector and 

each row a set of financial instruments.  Each cell shows the net acquisition or disposal of an 

instrument by the corresponding sector.  Cell entries can be positive, negative or zero depending 

on whether the sector accumulates net assets (+) or net obligations (-) in the instrument in 

question.  Cells marked with ( ) are those which are to be explained by behavioural equations.  

There are five sectors and six instruments
3
.  Allowing for several empty cells, this implies the 

estimation of 15 demand functions in the complete model.   

 _____________________________________________________________________________  

Table 1 about here 

 _____________________________________________________________________________  

Each financial market must be cleared, either by movements in prices or quantities, 

possibly accompanied by some direct rationing process.  The market clearing conditions are that 

the net demands for and supplies of instruments in each row of the matrix must sum to zero.  An 

N-market flow of funds matrix provides N-1 independent endogenous market-clearing variables, 

given that sectoral net worth is assumed to be exogenous (Backus et al. 1980, Green 1984).  

Currency has its nominal yield fixed at zero and this is assumed to be the Nth market.  The 

remaining (N-1) market-clearing variables are determined as follows.  Bank rate is a policy 

instrument, but it affects commercial banks‟ excess reserves
4
.  Excess reserves are treated as 

demand-determined given bank rate, and are therefore a market-clearing variable.  In the pre-

reform era, deposit rates were controlled and banks could not bid for funds by changing interest 

rates.  Following reform, banks may set their own deposit rates, but at any point in time, they 

still accept all deposits placed with them at the current rate.  So, the quantity of deposits is a 

market-clearing variable in both pre- and post-reform periods.  In the government debt market, 

prior to liberalisation, debt yields were controlled by the authorities.  The flow of government 

debt was therefore determined by the asset choices of investors.  Following liberalisation, 
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government debt yields have been set more in line with market-related rates, and the debt yield 

can therefore be interpreted as a market-clearing variable.  For simulation purposes, we analyse 

two regimes, one with government debt endogenous (R1), and one with debt yields endogenous 

(R2).  In the markets for company securities and loans and advances the market clearing 

variables are assumed to be the relevant rates of return: on shares and on loans respectively
5
. 

 Using the national flow of funds accounts compiled by the RBI, we constructed the 

necessary time series of stocks and flows for the period 1951-52 through 1993-94
6
.  Using 31

st
 

March 1951 as a benchmark, the subsequent stock data are constructed by incrementing 

successive annual flows.   

 

3. Estimation of behavioural equations 

A key practical problem with flow of funds models is that they can easily become too large to be 

solved easily.  We circumvent this problem by using the AIDS model (Deaton and Muellbauer, 

1980) to estimate the asset demands.  This provides a rigorous characterization of the asset 

demands and enables the use of theoretical restrictions, such as symmetry to cut down the size 

of the estimation problem.  Demand theory permits us to define the utility function directly in 

terms of assets, which may be more appropriate than the mean-variance approach, given that 

different assets do have different characteristics other than mean and variance.  We assume that 

agents maximise a utility function, which depends on the expected real value of their financial 

assets: ),...,,( 1,1,21,1 tntt aaauu , where 11,1, / ttiti Zaa  = real holdings of the ith asset or 

liability at the end of period t+1 and Zt = goods price index.  The budget constraint states that 

real assets sum to real wealth: 
i

ttit ZWWa )/( , where iW  = real wealth at the end of 

period t.  The AIDS model is flexible, as it allows economically rational auxiliary variables, 

such as the CRR and SLR, which may influence the demand for a particular financial 

instrument, to be included as part of the agents‟ baseline or subsistence asset holdings without 



   7 

violating the axioms of rational choice in consumer demand theory.  Following Barr and 

Cuthbertson (1991), the AIDS share equation (Si) is given by: 

j

ti

k

ktikjtijititi PWhpWaS )/ln(ln/ *     (1) 

here: p r gi i( )( )1 1
1
; ri = expected nominal return on asset i from t to t+1; g = expected 

rate of goods price inflation from t to t+1, iti
pSP lnln * ; and hk = the auxiliary variables. 

Interest rates ( ir ) used to construct the AIDS prices (
ip ) are as follows: the inverse of the 

inflation rate for currency, Bank rate for excess reserves, the deposit rate for deposits, 

government debt yields for government debt, the return on shares
7
 for company securities, and 

the lending rate for loans.  We include the CRR and SLR as conditional variables in the banks‟ 

asset demand functions, thus allowing for the possibility that baseline asset holdings vary with 

the size of these ratios.  The aggregate income-wealth ratio, aggregate expenditure and the real 

exchange rate are also included as conditional variables to capture baseline holdings of financial 

assets, which are not determined by interest rates.  During the estimation period, India 

experienced two major regime shifts: the nationalisation of major commercial banks and the 

introduction of priority sector lending requirements in 1969; and the initiation of liberalization 

in 1990.  Chow forecast tests suggested that there were structural breaks at these dates, and two 

dummies were included in the equation system to model these breaks in a simple way. 

Given the budget constraint (
n

i

iS 1) the AIDS system of equations for each sector 

was estimated by the seemingly unrelated regression (SUR) technique, which takes account of 

any contemporaneous correlation in the errors across equations.  Given the relatively small 

number of annual observations (43), the empirical focus in the present paper is on the long-run 

relationships in each sector.  Gains from financial reform are also expected to accrue particularly 

in the long-run.  To gain efficiency, a general-to-specific methodology was adopted with 
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homogeneity and symmetry implied by the axioms of rational choice in demand theory imposed 

across equations, and with zeroes imposed where the data or economic theory would permit.  

Overall, the estimated long-run models are quite satisfactory in terms of sign and statistical 

significance
8
.  The detailed results and diagnostic information can be found in Moore (2003), 

Moore et al. (2005) and Moore and Green (2005a and 2005b). 

  

4. Simulations 

4.1 Methodology 

There is no single recognised approach to stochastic simulation experiments (Hall, 1986).  We 

concentrate on the uncertainty embedded in the estimated values of the model parameters, and 

focus on random effects in the interest rate (or AIDS price) parameters in the estimated long-run 

models of banks and other financial institutions.  It is the interest rate effects which are difficult 

to estimate with a high degree of precision but which are also the key determinants of the impact 

of policy changes in the financial sector.  Likewise, financial institutions are the main conduit 

through which monetary policy flows to affect the economy as a whole.  Therefore, if financial 

intermediaries‟ portfolio responses to interest rate changes are different from prior expectations 

(represented here by the estimated AIDS price elasticities of the model), this is likely to have a 

critical effect on the impact of policy, and the effectiveness of reform programmes. 

The simulations were run from 1969-70 to 1993-94, covering the period after the 

nationalization of the major commercial banks in 1969.  We specify the distribution of the AIDS 

price coefficients as follows: each coefficient is assumed to be normally distributed with mean 

given by the point estimate, and standard deviation given by the estimated standard errors.  We 

then draw randomly from a normal distribution with these properties, and a similar drawing is 

done for each coefficient.  We maintain the theoretical restrictions of homogeneity and 

symmetry in these drawings but we otherwise assume that the coefficients are independently 
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distributed; that is, we do not explicitly take into account the covariances among coefficient 

estimates
9
.  The model is then simulated with the randomly-drawn values of the coefficients, 

and the whole process repeated 500 times.  The simulations are summarized by calculating the 

means and standard deviations of the outcomes each period and then over the simulation period 

as a whole.  Following Murinde (1992) and Murinde and Rawara (1996), we evaluate the impact 

of policy risk by comparing the stochastic simulation results with those of a deterministic 

simulation using the empirically-estimated coefficients.  If policy effects are insensitive to the 

true structure of the model (i.e. there is no large deviation in results between stochastic and 

deterministic simulations), then the policy is robust.  But if policy effects are sensitive (i.e. there 

is a large deviation), then the policy may not be robust. 

The effects of policy on the i‟th endogenous variable (δi) are calculated as the 

difference between the outcome in which a policy instrument is shocked and the outcome in the 

base run in which all exogenous variables are set at their historic levels. 

base

i

simu

ii YY          (2) 

where: base

iY = time mean of simulated values of Yi using the historic exogenous variables; 

 simu

iY = time mean of simulated values of Yi with a change in some exogenous variable. 

The difference between the deterministic and the stochastic simulation is that in the former, the 

time means are calculated using the actual simulated values, whereas in the latter, the time 

means are calculated from each year‟s average of the outcomes of the 500 random drawings. 

4.2 Policy Experiments 

The following policies were simulated: 

1. Cash Reserve Ratio (CRR) reduced by 2%; 

2. Bank Rate reduced by 2%
10

; 

3. Statutory Liquidity Ratio (SLR) reduced by 2%; 

4. Deposit rate increased by 2%. 
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5. Government Debt Yields reduced by 2%; 

6. Open market purchase of government securities by 2% of the outstanding amount. 

The CRR, bank rate and SLR are the key monetary instruments in India, and lowering the 

statutory level of all these was explicit in the financial reform programmes.  It is commonly 

argued that interest rate ceilings in developing countries have been a principle source of 

financial repression, often associated with negative real deposit rates.  In India, it was indeed the 

case that the actual mean real deposit rate in the simulation period was -1.45%.  Therefore, in 

simulation 4 we increased the real deposit rate by 2% as a proxy for a de-regulation of deposit 

rates.  Following liberalization, it was envisaged that open market operations would become the 

principal instrument of liquidity management in India, with new issues being sold through RBI 

auctions.  In practise, although interest rates on government debt were increasingly market-

determined in the post-reform period, the rules of the auctions effectively still allowed the RBI 

to set the rate (Hanson et al., 2000).  Therefore, we carried out 2 simulations involving 

government debt.  In simulation 5 we shocked the yield on government securities and in 

simulation 6 we performed a standard open market operation. 

The effect of financial liberalisation is examined in two regimes: in the first (R1), 

yields on government debt are assumed to be controlled by the RBI, with the quantity of debt 

adjusting endogenously; in the second (R2), yields on government debt are de-controlled and the 

RBI is assumed to sell debt at market interest rates.  S1 – S4 can be (and were) run in both 

regimes.  However, S5 is run only under regime 1 and S6 only under regime 2.  This makes 10 

simulations in all, each of which were run as a stochastic and then as a deterministic simulation.  

There are twenty endogenous variables and twenty simulations, making a total of 400 solutions 

of possible interest.  To address the key issue in this paper of policy robustness during financial 

reform, we concentrate on the impact of policy on just two variables: the intersectoral flows of 

loans and the bank lending rate.  The former tells us about the contribution of monetary policy 
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to mobilising loanable funds from financial institutions to the private sector.  The second 

concerns the response of lending rates to policy changes and the extent to which reforms 

necessarily lead to higher interest rates. 

5. Empirical Results and Policy Implications 

Table 2 presents the simulated policy effect on lending rates.  In general, the results are 

plausible, as policy changes which one would expect to be unambiguously expansionary (1, 2, 5, 

6) do produce a fall in the lending rate in both regimes.  There are also many interesting details 

as we now discuss. 

 _____________________________________________________________________________  

Table 2 about here 

 _____________________________________________________________________________  

India has made active use of variations in the CRR and the SLR in implementing its monetary 

policy.  A change in a reserve ratio is usually a powerful policy instrument as it typically creates 

a substitution effect and a wealth effect which both work in the same direction.  The substitution 

effect arises from the tax implications of a reserve ratio.  If banks are constrained to hold a 

certain minimum proportion of their assets in cash or government debt which pay lower interest 

rates than do loans or company securities, it is equivalent to a tax levied on the rate on bank 

lending
11

.  The wealth effect arises from the fact that a reserve ratio imposes a quantitative 

restriction on the size of a bank‟s loan portfolio.  Thus, a reduction in the CRR reduces both the 

tax on the price of loans and the quantitative restriction on their amount, thus increasing the 

supply and tending to lower the rate on loans. 

In our results, a reduction in the CRR does indeed affect the loan rate in the expected 

way in both the controlled and decontrolled regimes, although its effect is smaller in the 

controlled regime.  However, Bank rate changes exert relatively little effect on the loan rate in 

the controlled regime, suggesting that changes in rates were moderated by the RBI‟s operations 
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required to stabilize the government bond yield.  This shows that the effects of interest rate 

changes may be nullified in a controlled regime.  In contrast, a cut in the SLR is found to be a 

relatively risky policy as the loan rate falls in the deterministic simulation as might be expected, 

but it rises and substantially so, in the stochastic simulation.  The direct effect of a decrease in 

the SLR is to reduce bank demand for government debt, increase bank demand for company 

securities, and reduce bank supply of loans.  The latter tends to increase the loan rate.  However, 

the indirect effects arising through the substitutability of assets and liabilities in other sectors 

may tend to reduce the loan rate.  The overall effect depends on the interest elasticities of 

demand for assets and liabilities in all sectors, and the risks that these are imprecisely estimated.  

The stochastic simulation results show that the direct effects may outweigh the indirect effects 

and lead to an overall increase in the loan rate. 

A rise in the deposit rate is also found to be a relatively risky policy, although less so 

than the change in the SLR.  The deterministic simulation predicts a rise in the loan rate, but the 

stochastic simulation predicts a fall.  This result highlights the important point that it is over-

simplistic to expect that the effects of deregulation will be unambiguously to move all interest 

rates in the same direction.  The effects of a rise in the deposit rate depend on the interest 

elasticities of demand for assets and liabilities in all sectors.  This suggests that a “big-bang” 

deregulation of deposit rates may be inappropriate, especially for India where competition 

among banks was limited not just by RBI controls but also because the banking system was 

relatively cartelised.  It is generally agreed that competitive banking is necessary, though not 

sufficient, for a decontrolled financial system to function effectively (Fry 1995). 

In the controlled regime, the most effective way to influence the cost of debt capital 

(the loan rate) is to change the regulated rate on government debt.  This is because debt and 

loans are close substitutes in bank and OFIs‟ balance sheets, so that a change in one rate is 

transmitted strongly to the other. 
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An important general feature of these results is that the standard errors of the stochastic 

simulations are generally lower in the decontrolled regime (R2) than they are in the controlled 

regime (R1)
12

.  This is a very interesting finding as it provides support for the argument that a 

properly-functioning market works more predictably than one which is affected by controls.  

One might expect that in a controlled regime, interest rate changes would be smaller in response 

to policy and other external shocks, than in the decontrolled regime, because of the buffer 

provided by RBI transactions in government debt required to maintain the controlled 

government debt yield.  This is after all one of the purposes of the controls.  We do indeed see 

that the mean effects in the stochastic simulations are lower in the controlled regime as we 

would expect.  However, the relative standard errors (RSE) are higher in the controlled regime 

(R1) than in the decontrolled regime (R2).  This implies that policy risks for interest rate effects 

are higher in the controlled regime.  In other words, the effect of a shock is less predictable in 

the controlled regime and therefore policy-making is more prone to error.  Potentially, this 

provides a powerful argument for decontrol: even if interest rate movements are greater in the 

decontrolled regime, they are more certain in size and direction. 

 _____________________________________________________________________________  

Table 3 about here 

 _____________________________________________________________________________  

Table 3 shows the policy effects on the amount of loans outstanding as between lenders (banks 

and OFIs) and borrowers (households and PCBs).  A positive (negative) sign implies increased 

(reduced) lending by banks and OFIs, and increased (reduced) borrowing by households and 

PCBs. 

These results are consistent with and help clarify the results for the loan rate.  The CRR 

reduction increases the supply of bank loans as it simultaneously reduces the reserve ratio tax 

rate on loans and frees up bank portfolios to increase lending.  Therefore, as the loan rate falls 
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(table 2), the amount of loans outstanding to the private sector increases; and OFI lending 

increases as well as that by banks.  As part of a financial reform, one would expect a gradual 

lowering of the CRR to reduce the tax on loan rates and relieve bank portfolio constraints 

(McKinnon, 1988).  As our results suggest, such a policy would be consistent with increased 

availability of loanable funds for the private sector at lower cost. 

Correspondingly, changes in Bank rate have a negligible impact on the flow of loans as 

they do on the lending rate.  The ineffectiveness of bank rate is due in large part to the fact that 

the main substitute for excess reserves in bank portfolios is government debt.  Thus, the main 

direct effect of a cut in bank rate is to increase bank demand for government securities, a 

cushion of which is required by the SLR regime.  This conclusion again reinforces the point that 

the effectiveness of policy will depend in large part on all the interest elasticities of demand in 

the different sectors of the model.  Bank rate is traditionally thought of as a basic tool of policy 

but, in a regime where cash and liquidity ratios are high and actively used, changes in Bank rate 

only have a substitution effect on bank portfolios, and if this is concentrated on reserves and 

government debt, the effect in the loan market is small.  However, changes in the reserve ratios 

themselves are likely to be much more effective (as we find) because they involve both a 

substitution effect and a reinforcing wealth effect. 

A main purpose of the SLR is to provide a captive market for government securities, 

and this would suggest that a reduction in the SLR would be expected to increase private sector 

lending.  In fact, the effect of the SLR reduction in our model depends on the simulation 

(stochastic or deterministic) and on the policy regime (R1 or R2).  In the controlled regime, 

lending falls even though the loan rate rises (in the stochastic simulations).  This can be 

explained by an increased demand for company securities by financial institutions and reduced 

demand for loans by the private sector.  In the decontrolled regime, lending falls in the 

deterministic simulation, but in the stochastic simulation total lending increases, although this is 
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attributable to OFI activity, as bank lending falls.  These differences in sign are determined by 

the whole structure of interest rate elasticities and their standard errors.  The differences between 

the deterministic and stochastic simulation results confirm that SLR changes are a relatively 

risky policy, especially as the SLR change exerts a relatively large impact on lending.  The 

riskiness of an SLR change in respect of its impact on lending and interest rates may in part be 

due to its complexity.  Under the scheme, banks are obliged to subscribe not only to government 

securities, but also to government-approved company securities.  Therefore a cut in the SLR 

may lead to unexpected substitutions between government and private debt and through this 

route may either decrease or increase the amount of loanable funds for the private sector.  

Reductions in the SLR may involve further policy risks if other measures are implemented 

simultaneously as part of a general financial reform.  If for example, rates on government debt 

are decontrolled, they will tend to rise relative to other rates and this will increase the 

attractiveness of government debt for banks as low-risk, high-yield assets irrespective of 

changes in the SLR (Green et al. 2002) 

The effects of changing any of the deposit rate, government debt or debt interest rates 

(4-6) also depend both on the simulation and on the policy regime.  In the controlled regime, 

lending rises as the loan rate falls, following either a rise in the deposit rate or a cut in the 

government debt yield.  In the decontrolled regime, the deterministic simulations suggests that 

lending rises following a rise in the deposit rate or an open market purchase, but in the 

stochastic simulations it decreases (although by a relatively small percentage for the open 

market purchase), and this is again attributable particularly to OFI activity. 

For the loan rate, the predominant policy risks are in the controlled regime.  The 

reverse is true for the amount of loans: in general, the policy risks are greater in the decontrolled 

regime, particularly for the open market purchase of government debt.  The main difference 

between controlled and decontrolled markets is that, in the latter greater reliance is placed on the 
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price (interest rate) mechanism and less on quantities.  However, as we noted at the outset, 

where there are substantial market imperfections and asymmetric information, quantities are 

likely to be as important as prices.  Therefore it is not possible to state that our evidence 

provides unambiguous support for more or less decontrol.  Clearly though it does underscore 

our central message that, where information is imperfect, policy-making is risky and it is 

typically more risky the less perfect is the available information.  It may prove to be the case, in 

determining the appropriate degree of decontrol and the appropriate instrument set, that the 

authorities do have to choose between greater risks in quantity outcomes or greater risks in price 

outcomes.  This after all is the central message in the pioneering contribution to this issue of 

Poole (1970). 

A final important point is apparent from the results on loans outstanding, and that 

concerns the role of banks and OFIs in the context of the two policy regimes.  First, in general, 

OFI lending responds more to the simulated policy changes than does bank lending.  In terms of 

the model, this difference can be explained by the generally higher estimated interest elasticities 

among the OFIs‟ asset demands.  However, this result is entirely consistent with their being 

subject to fewer controls than the commercial banks, particularly the general absence of direct 

controls on their use of funds such as the CRR and SLR to which the banks are subject.  The 

second manifestation of the greater freedom enjoyed by OFIs is that, in many cases, bank 

lending and OFI lending have opposite signs.  These properties of the estimates and simulations 

provide a clear reminder of the basic point originally made by Tobin and Brainard (1963) that 

financial controls which fall on one group of intermediaries (in this case banks) leaving others 

uncontrolled (in this case OFIs) will be less effective than if all intermediaries are subject to a 

common set of regulations.  Furthermore, depending on the pattern of asset substitutability in all 

the different sectors of the economy, it is possible that standard policy measures may have 
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unexpected and possibly undesirable effects because of the interactions between the portfolio 

choices of the controlled and the uncontrolled intermediaries. 

 

6. Concluding remarks 

In this paper we reported on a flow of funds model for India concentrating on the results of 

stochastic simulations aimed at identifying possible risks involved in the implementation of 

policies often associated with financial reform packages: especially reductions in reserve ratios 

and freeing up of interest rates.  We offer three main contributions to the financial reform 

debate: a fully specified disaggregated flow of funds model; a systematic estimation procedure 

based on the AIDS model; and stochastic simulations which involve shocking the estimated 

policy multipliers of the model, concentrating on the crucial interest elasticities, rather than the 

more simplistic procedure of shocking the residuals.  We concentrate on the effects of policy on 

the loan rate and the flow of lending to the private sector.  Of course, we recognise that there are 

some important limitations to the analysis.  First, for tractability the model concentrates on 

financial variables, taking the real side of the economy as given.  Second, data limitations mean 

that the estimated model terminates in 1994 during the reform period.  It is therefore not 

possible to provide a comprehensive analysis of all the reforms that did in fact take place in the 

1990s.  Finally, the model is specific to India and policy effects may be different in different 

economies.  However, none of these limitations should vitiate the main findings of the paper. 

The main results for specific policy instruments are as follows.  First, a reduction in the 

CRR does have the expected theoretical impact, increasing lending and reducing the loan rate.  

Second, other relatively standard policies have less impact or pose certain risks.  Thus, bank rate 

changes appear relatively ineffective in changing interest rates or loans outstanding.  Changes in 

the banks‟ deposit rate or the SLR is more effective, but varies in direction (sign of the 

multiplier) with the type of simulation (deterministic or stochastic) and the policy regime 
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(controlled or decontrolled government debt yields), suggesting that potentially important risks 

are associated with the use of these instruments. 

There are also two more general results.  First, price (interest rate) risk is greater in the 

controlled regime, whereas quantity risk is greater in the decontrolled regime.  This is not 

necessarily a surprising result.  However, it is important to emphasize that it does not follow 

directly from the design of the model, but is an empirical outcome of the stochastic simulations.  

It emphasizes that all policy changes involve certain risks, and good policy, especially major 

reforms, need to be designed with these risks in mind.  The second result is that in many 

instances, the equilibrium responses to policy changes are different in direction as between 

banks and OFIs.  We would again emphasize that this is not a consequence of perverse 

coefficient estimates but an endogenous result of generally higher point estimates of interest 

elasticities for OFIs and different system-wide parameter risks in the two sectors.  The differing 

behaviour of banks and OFIs is almost certainly attributable to the fact that the latter have been 

subject to fewer controls than banks.  Our results emphasize that any liberalization or other 

policy programme must take account of the differing degrees of control of the main financial 

institutions through which policy is channelled. 

Overall, our results provide strong support for the value of a system-wide approach to 

understanding financial policy and for the hypothesis that policy effects in the presence of 

uncertainty are quantitatively and qualitatively different from those in a world of certainty.  

Policy-makers need to take this uncertainty into account and this implies a more cautious 

approach to policy-making. 
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Table 1.      India: theoretical flow of funds model  
 

 Govern- 

ment 

Banks Other 

Financial 

Institutions 

(OFIs) 

Private 

Corporate 

Business 

(PCBs) 

House-

holds 

Market-clearing 

Endogenous 

Variables 

Currency     + ( )  

Excess  

Reserves 
 + ( )    Excess reserves 

Deposits    + ( ) + ( ) Deposits 

Government 

Debt  
 + ( ) + ( )  + ( ) 

Gov. debt (R1) or 

Gov. debt yd.(R2)  

Company 

Securities 
 + ( )  ( )  ( ) +  ( ) Return on shares 

Loans   + ( ) + ( )  ( )   ( ) 
Lending rate 

 

Net Worth  0 0  +  

 ( ) = behavioural equations. 

Government debt includes government securities, government deposits, small savings. 

Company Securities includes Paid-up capital and Unit Trust capital. 

Loans include loans and advances, fixed deposits of PCB sector, bonds and debentures. 

Empty cells are those with zero or negligible transactions; they are treated as exogenous.   

 

 

Table 2 Simulated policy effects on bank lending rate  

 

 R1 

Gov’t debt yields controlled 

R2 

Gov’t debt yields de-controlled 

 D (%) S (%) RSE D (%) S (%) RSE 

1. CRR reduced by 2%  0.46  1.02 0.51  1.69  3.80 0.07 

2. Bank rate reduced by 2% 0.00  0.01 6.89  0.24  0.43 0.11 

3. SLR reduced by 2%  0.48 + 1.35 1.52  0.06 + 3.98 0.31 

4. Deposit rate increased by 2%  + 0.53  0.60 1.73 + 0.13  1.91 0.31 

5. Gov.debt Yds reduced by 2%  1.05  1.90 0.31    

6. OMO purchases 2%      0.54  1.10 0.13 

D=Deterministic simulation, S=Stochastic simulation 

RSE = Relative Standard Error defined as SE/mean, where SE = SD/ 500  and SD = Standard Deviation of the 

stochastic simulation 
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Table 3 Simulated policy effects on loans outstanding 

 

 R1 

Gov’t debt yields controlled 

R2 

Gov’t debt yields de-controlled 

 D (%) S (%) RSE D (%) S (%) RSE 

1. CRR reduced by 2% 

Banks + 3.51 + 3.05 0.30 + 3.16 + 6.73 0.10 

OFI + 20.98 +20.10 0.83 + 16.72 + 12.63 1.86 

PCB (-)  + 9.10 + 8.46 0.60 + 6.60 + 8.26 0.85 

Household (-) + 6.87 + 6.34 0.53 + 6.42 + 6.44 0.76 

2. Bank rate reduced by 2% 

Bank  + 0.01 + 0.02 6.04 + 0.16 + 0.59 0.33 

OFIs + 0.18  0.14 15.95 + 4.55  4.15 1.36 

PCB (-)  + 0.06  0.03 21.47 + 1.47  0.98 1.69 

Household (-) + 0.05  0.02 21.79 + 1.27  0.54 2.12 

3. SLR reduced by 2% 

Bank  + 0.56  3.10 0.88 + 0.40  10.05 0.24 

OFIs  35.77  76.29 0.59  40.92 + 83.49 1.16 

PCB (-)   12.18  29.25 0.46  13.68 + 17.77 1.66 

Household (-)  7.59  17.46 0.50  9.16 + 14.56 1.37 

4. Deposit rate increased by 2% 

Bank  + 0.48 +1.69 0.84 + 0.19 + 5.14 0.25 

OFIs + 26.83 + 38.44 0.61 + 19.62  39.66 1.24 

PCB (-)  + 10.16 + 15.18 0.45 + 7.23  7.79 1.92 

Household (-) + 5.78 + 8.55 0.54 + 4.22  7.07 1.43 

5. Gov. Debt Yds reduced by 2%  

Bank  + 1.04 + 1.50 0.55    

OFIs + 28.88 + 23.87 0.57    

PCB (-)  + 9.85 + 8.50 0.47    

Household (-) + 7.70 + 6.58 0.40    

6. OMO purchases 2% 

Bank     + 1.02 + 1.30 0.56 

OFIs    +21.77  4.61 5.38 

PCB (-)     + 6.68  1.87 3.97 

Household (-)    + 6.70 + 0.77 6.63 

 

% change in loan outstanding as an asset for banks and OFIs, and as a liability (-) for PCBs and households. 

D=Deterministic simulation, S=Stochastic simulation 

RSE = Relative Standard Error defined as SE/mean, where SE = SD/ 500  and SD = Standard Deviation of the 

stochastic simulation 
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Footnotes 

                                                 
1 There is a considerable time lag in the flow data published in the Reserve Bank of India Bulletin.  The latest 

detailed flow data are those for 1993/94 published in 1998.  
2 The CRR varied between 3% and 15% of total deposit liabilities over the period 1951-94.  The SLR was set at 

20% of total deposit liabilities until 1963; since then it has been varied within a range of 20% to 38.5%. 
3 We exclude the foreign sector as India was subject to strict foreign exchange controls for almost all the 

estimation period. 
4 Bank rate is the central bank‟s rediscount rate, and is the borrowing rate for banks at the Reserve Bank of 

India. 
5 Although lending rates were regulated for most of the sample period, banks could carry out some lending to 

the corporate sector at unregulated rates.   
6 The financial year starts on the 1st April and ends on the 31st March in India.     
7 The rate of change in share prices is used since dividend yield data are not available for the full sample 

period. 
8 Due to space constraints, the results of the behavioural equations (.) marked in Table 1 are not reported here, 

but are available from the authors on request. 
9 Consistent specification of the covariances is potentially a very complex task (Smith, 1981).  However, we do 

enforce the homogeneity and symmetry restrictions throughout, and this necessarily imposes a meaningful 

covariance structure on the simulations. 
10 Nominal interest rates were changed but, since product prices are exogenous in the model, this also amounts 

to a change in real interest rates. 
11 The effective tax rate is approximately equal to the reserve ratio, depending in part on how banks would have 

allocated their funds in the absence of reserve ratios.  Artis et. al. (1978) explain this point and discuss the tax 

and wealth effects of reserve ratios. 
12 Note that the high relative standard error in the bank rate simulation in R1 is mainly an artefact due to the 

very small mean effect, and is not therefore a source of concern 


