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#### Abstract

In this paper, a synchronization problem is investigated for an array of coupled complex discrete-time networks with the simultaneous presence of both the discrete and distributed time delays. The complex networks addressed which include neural and social networks as special cases are quite general. Rather than the commonly used Lipschitz-type function, a more general sectorlike nonlinear function is employed to describe the nonlinearities existing in the network. The distributed infinite time delays in the discrete-time domain are first defined. By utilizing a novel Lyapunov-Krasovskii functional and the Kronecker product, it is shown that the addressed discrete-time complex network with distributed delays is synchronized if certain linear matrix inequalities (LMIs) are feasible. The state estimation problem is then studied for the same complex network, where the purpose is to design a state estimator to estimate the network states through available output measurements such that, for all admissible discrete and distributed delays, the dynamics of the estimation error is guaranteed to be globally asymptotically stable. Again, an LMI approach is developed for the state estimation problem. Two simulation examples are provided to show the usefulness of the proposed global synchronization and state estimation conditions. It is worth pointing out that our main results are valid even if the nominal subsystems within the network are unstable.
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## I. Introduction

COMPLEX networks are composed of a large number of highly interconnected dynamical units and therefore exhibit very complicate dynamics. Examples of such complex networks include the Internet, which is a network of routers or

[^0]domains, the World Wide Web, which is a network of web sites, the brain, which is a network of neurons, and an organization, which is a network of people. Since the introduction of the small-world network principle by Watts and Strogatz [35], a great deal of research has been focused on the dependence of the asymptotic behavior of interconnected oscillatory agents on the structural properties of complex networks. It has been found out that the general structure of the interaction network may play a crucial role in the emergence of synchronization phenomena in various fields such as physics, technology, and the life sciences. Synchronization is attracting more and more research attention due to its ubiquity in many system models of the natural world, for example, the large-scale and complex networks of chaotic oscillators [15], [19], [26], [32], the coupled systems exhibiting spatiotemporal chaos and autowaves [28], [29], and the array of coupled neural networks [1], [14], [18], [27], [36], [37].

Time delays occur commonly in complex networks because of the network traffic congestions as well as the finite speed of signal transmission over the links [4], [8], [9], [12], [13], [29], [30], [38]. Also, the network couplings often give rise to delays in biological neural networks, gene regulatory networks, communication networks, and electrical power grids [2], [9], [17], [19]. It has been recognized that time delays can cause complex dynamics such as periodic or quasi-periodic motions, Hopf bifurcation, and higher dimensional chaos. In recent years, the synchronization problem for various types of networks with delayed coupling has been extensively studied [2], [9], [17], [19], [23], [37]. For example, the synchronization criteria have been established in [17] for complex dynamical network models with coupling delays for both continuous and discrete-time cases, which have further been improved in [9] by using less conservative delay-dependent techniques. A variational method has been used in [23] to deal with the synchronization problem for an array of linearly coupled identical connected neural networks with delays, whereas the similar problem has been addressed in [37] for an array of coupled nonlinear systems with delay and nonreciprocal time-varying coupling. It is worth mentioning that most of the reported results have addressed the synchronization problem for networks with discrete time delays. Another kind of time delay, namely, continuously distributed delays, has started to gain research attention in the context of synchronization because a complex network usually has a spatial nature due to the presence of an amount of parallel pathways of a variety of node sizes and lengths. Very recently, in [22], the synchronization problem has been investigated for coupled networks with both discrete and distributed time delays.

One of the important yet challenging issues for understanding the interaction topology of complex networks has to do with the discrete nature of network topology [31]. The reason is mainly threefold: 1) the discretization process of a continuoustime network cannot preserve the dynamics of the continuoustime part even for small sampling periods; 2) a discrete-time network is in a better position to model digitally transmitted signals in a dynamical way than its continuous-time analog, and 3) the discrete-time networks have already been applied in a wide range of areas, such as image processing, time series analysis, quadratic optimization problems, and system identification. Recently, the synchronization problem for discretetime networks has received some initial research interests. For example, the master-slave synchronization has been discussed in [19] where the activation function was assumed to be of the traditional Lipschitz type. In [24] and [25], the synchronization problem has been studied for an array of discrete-time coupled complex networks in a systematic way and a series of results was obtained by using innovative manifold/graph approaches.

Although the synchronization problem for discrete-time complex networks is now drawing increasing research attention, there are still several open problems deserving further investigation. First, despite their importance in modeling the distribution of propagation delays over a period of sampling time, the distributed time delays have not yet been addressed in the synchronization problems for discrete-time complex networks. The main reason is that it is nontrivial to represent the distributed time delays in the discrete-time domain and establish a unified framework to handle both the discrete and distributed time delays. Second, for large-scale complex networks, it is quite common that only partial information about the network nodes (states) is accessible from the network outputs. Therefore, in order to make use of key network nodes in practice, it becomes necessary to estimate the network nodes through available measurements. Note that the state estimation problem for neural networks (a special class of complex networks) was first addressed in [34] and has then drawn particular research interests, see, e.g., [11] and [12], where the networks are deterministic and continuous time. Unfortunately, the state estimation problem for discrete-time complex networks with or without distributed delays has not been researched yet. Therefore, the aim of this paper is to deal with the synchronization and state estimation problems for discrete-time complex networks with distributed delays.

In this paper, we investigate the synchronization problem for an array of coupled complex discrete-time networks with the simultaneous presence of both the discrete and distributed time delays. Rather than the commonly used Lipschitz-type function, a more general sectorlike nonlinear function is employed to describe the nonlinearities existing in the network. We first define the distributed time delays for the complex networks in the discrete-time domain. By utilizing a novel Lyapunov-Krasovskii functional and the Kronecker product, we show that the addressed synchronization problem can be converted into the feasibility problem of a set of linear matrix inequalities (LMIs). We then turn to the state estimation problem for the same complex networks. Through available output measurements, we aim to design a state estimator to estimate the network states such that, for all admissible discrete
and distributed delays, the dynamics of the estimation error is guaranteed to be globally asymptotically stable. Again, an LMI approach is used with the main proof omitted for the state estimation case. Two simulation examples are provided to show the usefulness of the proposed the- ory. It is worth pointing out that our main results are valid even if the nominal subsystems within the network are unstable.

Notations: The notations are quite standard. Throughout this paper, $\mathbb{R}^{n}$ and $\mathbb{R}^{n \times m}$ denote the $n$-dimensional Euclidean space and the set of all $n \times m$ real matrices, respectively. The superscript " $T$ " denotes matrix transposition, and the notation $X \geq Y(X>Y)$, where $X$ and $Y$ are symmetric matrices, means that $X-Y$ is positive semidefinite (positive definite). For vector or matrix $z, z \succeq 0$ means that each entry of $z$ is nonnegative. $I_{n}$ is the $n \times n$ identity matrix. $|\cdot|$ is the Euclidean norm in $\mathbb{R}^{n}$. The Kronecker product of an $n \times m$ matrix $X$ and a $p \times q$ matrix $Y$ is defined by an $n p \times m q$ matrix $X \otimes Y$. If $A$ is a matrix, denote by $\lambda_{\max }(A)\left(\lambda_{\min }(A)\right)$ the largest (smallest) eigenvalue of $A$. Matrices, if not explicitly specified, are assumed to have compatible dimensions. Sometimes, the arguments of a function will be omitted in the analysis when no confusion can arise.

## II. Problem Formulation

Consider the following discrete-time delayed complex network consisting of $N$ coupled nodes of the form:

$$
\begin{align*}
& x_{i}(k+1)= f\left(x_{i}(k)\right)+g\left(x_{i}(k-\tau(k))\right) \\
&+\sum_{m=1}^{+\infty} \mu_{m} h\left(x_{i}(k-m)\right)+\sum_{j=1}^{N} w_{i j} \Gamma x_{j}(k), \\
& i=1,2, \ldots, N \tag{1}
\end{align*}
$$

where $x_{i}(k)=\left(x_{i 1}(k), x_{i 2}(k), \ldots, x_{i n}(k)\right)^{\mathrm{T}}$ is the state vector of the $i$ th node. $f(\cdot), g(\cdot)$, and $h(\cdot)$ are nonlinear vectorvalued functions satisfying certain conditions given later. The positive integer $\tau(k)$ denotes the discrete time-varying delay satisfying

$$
\begin{equation*}
\tau_{m} \leq \tau(k) \leq \tau_{M}, \quad k \in \mathbb{N} \tag{2}
\end{equation*}
$$

where $\tau_{m}$ and $\tau_{M}$ are known positive integers. The constants $\mu_{m} \geq 0(m=1,2, \ldots)$ satisfy the following convergent conditions:

$$
\begin{equation*}
\sum_{m=1}^{+\infty} \mu_{m}<+\infty \quad \sum_{m=1}^{+\infty} m \mu_{m}<+\infty \tag{3}
\end{equation*}
$$

$\Gamma=\operatorname{diag}\left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{n}\right\} \geq 0$ is a matrix linking the $j$ th state variable if $\gamma_{j} \neq 0$, and $W=\left(w_{i j}\right) \in \mathbb{R}^{N \times N}$ is the coupled configuration matrix of the network with $w_{i j} \geq 0(i \neq j)$ but not all zero. As usual, the coupling configuration matrix $W=\left(w_{i j}\right)$ is symmetric (i.e., $W=W^{\mathrm{T}}$ ) and satisfies

$$
\begin{equation*}
\sum_{l=1}^{N} w_{k l}=\sum_{l=1}^{N} w_{l k}=0, \quad k=1,2, \ldots, N \tag{4}
\end{equation*}
$$

Remark 1: The model (1) includes the term of the distributed time delays $\sum_{m=1}^{+\infty} \mu_{m} h\left(x_{i}(k-m)\right)$ in the discrete-time setting. Such a term is proposed, to the best of the authors'
knowledge, for the first time for complex networks and the model and the model (1) can be interpreted as the discrete analog of the following continuous-time complex network with mixed time delay:

$$
\begin{aligned}
\frac{d x_{i}(t)}{d t}=f\left(x_{i}(t)\right) & +g\left(x_{i}(t-\tau(t))\right) \\
& +\int_{-\infty}^{t} k(t-s) h\left(x_{i}(s)\right) d s+\sum_{j=1}^{N} w_{i j} \Gamma x_{j}(t)
\end{aligned}
$$

As can be seen in the sequel, the inclusion of such a distributed delay term will bring additional difficulty in the analysis and a special inequality will need to be developed.

Remark 2: The convergent condition (3) is used to make sure that the term of $\sum_{m=1}^{+\infty} \mu_{m} h\left(x_{i}(k-m)\right)$ in (1) as well as the Lyapunov functional (to be constructed later) are convergent.

Remark 3: The addressed discrete-time delayed complex networks (1) that include many different kinds of networks (e.g., neural and social networks) as special cases are quite general. For example, we consider the following $n$-neuron discretetime neural network with discrete and distributed delays of the form:

$$
\begin{align*}
u_{i}(k+1)= & a_{i} u(k)+\sum_{j=1}^{n} b_{i j} \hat{f}_{j}\left(u_{j}(k)\right)+\sum_{j=1}^{n} c_{i j} \hat{g}_{j}\left(u_{j}(k-\tau(k))\right) \\
& +\sum_{j=1}^{n} d_{i j} \sum_{m=1}^{+\infty} \mu_{m} \hat{h}_{j}\left(u_{j}(k-m)\right) \tag{5}
\end{align*}
$$

or, in an equivalent vector form

$$
\begin{align*}
u(k+1) & =A u(k)+B \hat{F}(u(k)) \\
+ & C \hat{G}(u(k-\tau(k)))+D \sum_{m=1}^{+\infty} \mu_{m} \hat{H}(u(k-m)) \tag{6}
\end{align*}
$$

where $u(k)=\left(u_{1}(k), u_{2}(k), \ldots, u_{n}(k)\right)^{\mathrm{T}}$ is the neural state vector, $A=\operatorname{diag}\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ with $\left|a_{i}\right|<1$ is the state feedback coefficient matrix, the $n \times n$ matrices $B=\left[b_{i j}\right]_{n \times n}$, $C=\left[c_{i j}\right]_{n \times n}$, and $D=\left[d_{i j}\right]_{n \times n}$ are the connection weight matrix, the discretely delayed connection weight matrix, and distributively delayed connection weight matrix, respectively. The positive integer $\tau(k)$ is the same as in (2). In (6), $\hat{F}(u(k))$, $\hat{G}(u(k))$, and $\hat{H}(u(k))$ denote the neuron activation functions. $\mu_{m}(m=1,2, \ldots)$ are scalar constants. It is obvious to see that the neural network model (5) is just a subnetwork of an array of coupled neural networks described by (1).

In the literature concerning the synchronization problem for complex networks, the nonlinearities are usually assumed to satisfy the Lipschitz-type conditions. In the following, we adopt a more general sectorlike nonlinear function to describe the nonlinearities existing in the networks.

Assumption 1: The nonlinear vector-valued functions $f, g$, and $h$ are continuous and satisfy [20], [33]

$$
\begin{align*}
& {\left[f(x)-f(y)-B_{1}(x-y)\right]^{\mathrm{T}}\left[f(x)-f(y)-B_{2}(x-y)\right]} \\
& \leq 0 \quad \forall x, y \in \mathbb{R}^{n}  \tag{7}\\
& {\left[g(x)-g(y)-D_{1}(x-y)\right]^{\mathrm{T}}\left[g(x)-g(y)-D_{2}(x-y)\right]} \\
& \leq 0 \quad \forall x, y \in \mathbb{R}^{n}  \tag{8}\\
& {\left[h(x)-h(y)-V_{1}(x-y)\right]^{\mathrm{T}}\left[h(x)-h(y)-V_{2}(x-y)\right]} \\
& \quad \leq 0 \quad \forall x, y \in \mathbb{R}^{n} \tag{9}
\end{align*}
$$

where $B_{1}, B_{2}, D_{1}, D_{2}, V_{1}$, and $V_{2}$ are constant matrices.
Remark 4: The conditions (7)-(9) are known as sector-like descriptions of the nonlinearities, which are in a more general form than the usual Lipschitz functions. By adopting such a presentation, it would be possible to reduce the conservatism of the main results caused by quantifying the nonlinear functions via an LMI technique.

For notation simplicity, we let

$$
\begin{aligned}
x(k) & =\left(x_{1}^{\mathrm{T}}(k), x_{2}^{\mathrm{T}}(k), \ldots, x_{N}^{\mathrm{T}}(k)\right)^{\mathrm{T}} \\
F(x(k)) & =\left(f^{\mathrm{T}}\left(x_{1}(k)\right), f^{\mathrm{T}}\left(x_{2}(k)\right), \ldots, f^{\mathrm{T}}\left(x_{N}(k)\right)\right)^{\mathrm{T}} \\
G(x(k)) & =\left(g^{\mathrm{T}}\left(x_{1}(k)\right), g^{\mathrm{T}}\left(x_{2}(k)\right), \ldots, g^{\mathrm{T}}\left(x_{N}(k)\right)\right)^{\mathrm{T}} \\
H(x(k)) & =\left(h^{\mathrm{T}}\left(x_{1}(k)\right), h^{\mathrm{T}}\left(x_{2}(k)\right), \ldots, h^{\mathrm{T}}\left(x_{N}(k)\right)\right)^{\mathrm{T}} .
\end{aligned}
$$

With the matrix Kronecker product, we can rewrite the network (1) in the following compact form:

$$
\begin{align*}
x(k+1)= & F(x(k))+G(x(k-\tau(k))) \\
& +\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))+(W \otimes \Gamma) x(k) . \tag{10}
\end{align*}
$$

Definition 1: The discrete-time complex network (1) or (10) is said to be globally synchronized if, for all addressed discrete and distributed delays, the following holds:

$$
\lim _{k \rightarrow+\infty}\left|x_{i}(k)-x_{j}(k)\right|=0, \quad 1 \leq i<j \leq N
$$

In the rest of this paper, we shall focus on the synchronization problem and the state estimation problem for the discrete-time complex network (10) with both discrete and distributed time delays. By utilizing new Lyapunov-Krasovskii functionals, we develop an LMI approach to derive sufficient conditions under which the discrete-time complex network (10) is globally synchronized, and then, we further extend the results obtained to design the desired state estimator for the same complex network through available network output.

## III. Synchronization of Discrete-Time Complex Network

In this section, let us deal with the synchronization problem for the complex network (10). First, we introduce several lemmas to be used in the sequel.

Lemma 1: Let $X$ and $Y$ be any $n$-dimensional real vectors, and let $P$ be an $n \times n$ positive semidefinite matrix. Then, the following matrix inequality holds:

$$
2 X^{\mathrm{T}} P Y \leq X^{\mathrm{T}} P X+Y^{\mathrm{T}} P Y
$$

Lemma 2: Let $M \in \mathbb{R}^{n \times n}$ be a positive semidefinite matrix, $\mathbf{x}_{i} \in \mathbb{R}^{n}$, and scalar constant $a_{i} \geq 0(i=1,2, \ldots)$. If the series concerned is convergent, then the following inequality holds:

$$
\begin{equation*}
\left(\sum_{i=1}^{+\infty} a_{i} \mathbf{x}_{i}\right)^{\mathrm{T}} M\left(\sum_{i=1}^{+\infty} a_{i} \mathbf{x}_{i}\right) \leq\left(\sum_{i=1}^{+\infty} a_{i}\right) \sum_{i=1}^{+\infty} a_{i} \mathbf{x}_{i}^{\mathrm{T}} M \mathbf{x}_{i} \tag{11}
\end{equation*}
$$

Proof: Letting $m$ be a positive integer, we have

$$
\begin{aligned}
\left(\sum_{i=1}^{m} a_{i} \mathbf{x}_{i}\right)^{\mathrm{T}} M\left(\sum_{i=1}^{m} a_{i} \mathbf{x}_{i}\right) & =\left(\sum_{i=1}^{m} a_{i} \mathbf{x}_{i}\right)^{\mathrm{T}} M\left(\sum_{j=1}^{m} a_{j} \mathbf{x}_{j}\right) \\
& =\sum_{i=1}^{m} \sum_{j=1}^{m} a_{i} a_{j} \mathbf{x}_{i}^{\mathrm{T}} M \mathbf{x}_{j} \\
& \leq \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{1}{2} a_{i} a_{j}\left(\mathbf{x}_{i}^{\mathrm{T}} M \mathbf{x}_{i}+\mathbf{x}_{j}^{\mathrm{T}} M \mathbf{x}_{j}\right) \\
& =\left(\sum_{i=1}^{m} a_{i}\right) \sum_{i=1}^{m} a_{i} \mathbf{x}_{i}^{\mathrm{T}} M \mathbf{x}_{i}
\end{aligned}
$$

and then (11) follows directly by letting $m \rightarrow+\infty$, which completes the proof.

Lemma 3: (Schur Complement) Given constant matrices $\Omega_{1}$, $\Omega_{2}$, and $\Omega_{3}$, where $\Omega_{1}=\Omega_{1}^{\mathrm{T}}$ and $\Omega_{2}>0$, then

$$
\Omega_{1}+\Omega_{3}^{\mathrm{T}} \Omega_{2}^{-1} \Omega_{3}<0
$$

if only if

$$
\left[\begin{array}{cc}
\Omega_{1} & \Omega_{3}^{\mathrm{T}} \\
\Omega_{3} & -\Omega_{2}
\end{array}\right]<0
$$

Lemma 4: Let $\mathcal{U}=\left(\alpha_{i j}\right)_{N \times N}, \quad P \in \mathbb{R}^{n \times n}, \quad x=\left(x_{1}^{\mathrm{T}}\right.$, $\left.x_{2}^{\mathrm{T}}, \ldots, x_{N}^{\mathrm{T}}\right)^{\mathrm{T}}$, and $y=\left(y_{1}^{\mathrm{T}}, y_{2}^{\mathrm{T}}, \ldots, y_{N}^{\mathrm{T}}\right)^{\mathrm{T}}$ with $x_{k}, y_{k} \in$ $\mathbb{R}^{n}(k=1,2, \ldots, N)$. If $\mathcal{U}=\mathcal{U}^{\mathrm{T}}$ and each row sum of $\mathcal{U}$ is zero, then

$$
x^{\mathrm{T}}(\mathcal{U} \otimes P) y=-\sum_{1 \leq i<j \leq N} \alpha_{i j}\left(x_{i}-x_{j}\right)^{\mathrm{T}} P\left(y_{i}-y_{j}\right) .
$$

Lemma 5: Let $A=\left(a_{i j}\right)_{m \times n}, B=\left(b_{i j}\right)_{n \times q}$, and $C=$ $\left(c_{i j}\right)_{m \times q}=A B$. If the sum of all elements in each column of $A$ (row of $B$ ) is zero, then the sum of all elements in each column (row) of $C$ is zero. Moreover, if $A$ is a symmetric matrix and the sum of all elements in each row of $A$ is zero, then, for any positive integer $n$, the sum of all elements in each row of $A^{n}$ is zero.

For notation simplicity, we denote by $w_{i j}^{(2)}$ the $(i, j)$ entry of the matrix $W^{2}$. Now, we give our main result in this paper as follows.

Theorem 1: Under Assumption 1, the discrete-time complex network (10) is globally asymptotically synchronized if there
exist three scalar constants $\delta_{1}>0, \delta_{2}>0$, and $\delta_{3}>0$ and three positive definite matrices $P, Q$, and $R$ such that the LMIs shown at the bottom of the page hold, where

$$
\begin{align*}
\breve{B}_{1}=\left(B_{1}^{\mathrm{T}} B_{2}+B_{2}^{\mathrm{T}} B_{1}\right) / 2 & \breve{B}_{2}=\left(B_{1}^{\mathrm{T}}+B_{2}^{\mathrm{T}}\right) / 2  \tag{13}\\
\breve{D}_{1}=\left(D_{1}^{\mathrm{T}} D_{2}+D_{2}^{\mathrm{T}} D_{1}\right) / 2 & \breve{D}_{2}=\left(D_{1}^{\mathrm{T}}+D_{2}^{\mathrm{T}}\right) / 2  \tag{14}\\
\breve{V}_{1}=\left(V_{1}^{\mathrm{T}} V_{2}+V_{2}^{\mathrm{T}} V_{1}\right) / 2 & \breve{V}_{2}=\left(V_{1}^{\mathrm{T}}+V_{2}^{\mathrm{T}}\right) / 2  \tag{15}\\
\Xi & =\left(\tau_{M}-\tau_{m}+1\right) Q-\delta_{2} I \tag{16}
\end{align*} \overline{\bar{\mu}}=\sum_{k=1}^{+\infty} \mu_{k} .
$$

Proof: Let $\mathbf{x}_{i j}(k)=x_{i}(k)-x_{j}(k), \mathbf{f}_{i j}(k)=f\left(x_{i}(k)\right)-$ $f\left(x_{j}(k)\right), \quad \mathbf{g}_{i j}(k)=g\left(x_{i}(k)\right)-g\left(x_{j}(k)\right), \quad \mathbf{h}_{i j}(k)=$ $h\left(x_{i}(k)\right)-h\left(x_{j}(k)\right), \quad$ and $\quad \widehat{\mathbf{h}}_{i j}(k)=\sum_{m=1}^{+\infty} \mu_{m} h\left(x_{i}(k-\right.$ $m))-\sum_{m=1}^{+\infty} \mu_{m} h\left(x_{j}(k-m)\right.$ ). From (7), it follows readily that

$$
\begin{aligned}
& {\left[\begin{array}{c}
x_{i}(k)-x_{j}(k) \\
f\left(x_{i}(k)\right)-f\left(x_{j}(k)\right)
\end{array}\right]^{\mathrm{T}}} \\
& \quad \times\left[\begin{array}{cc}
\left(B_{1}^{\mathrm{T}} B_{2}+B_{2}^{\mathrm{T}} B_{1}\right) / 2 & -\left(B_{1}^{\mathrm{T}}+B_{2}^{\mathrm{T}}\right) / 2 \\
-\left(B_{1}+B_{2}\right) / 2 & I
\end{array}\right] \\
& \quad \times\left[\begin{array}{c}
x_{i}(k)-x_{j}(k) \\
f\left(x_{i}(k)\right)-f\left(x_{j}(k)\right)
\end{array}\right] \leq 0
\end{aligned}
$$

namely

$$
\left[\begin{array}{c}
\mathbf{x}_{i j}(k)  \tag{18}\\
\mathbf{f}_{i j}(k)
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{cc}
\breve{B}_{1} & -\breve{B}_{2} \\
-\breve{B}_{2}^{\mathrm{T}} & I
\end{array}\right]\left[\begin{array}{c}
\mathbf{x}_{i j}(k) \\
\mathbf{f}_{i j}(k)
\end{array}\right] \leq 0 .
$$

Similarly, from (8) and (9), we have

$$
\begin{align*}
& {\left[\begin{array}{l}
\mathbf{x}_{i j}(k) \\
\mathbf{g}_{i j}(k)
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{cc}
\breve{D}_{1} & -\breve{D}_{2} \\
-\breve{D}_{2}^{\mathrm{T}} & I
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}_{i j}(k) \\
\mathbf{g}_{i j}(k)
\end{array}\right] \leq 0}  \tag{19}\\
& {\left[\begin{array}{l}
\mathbf{x}_{i j}(k) \\
\mathbf{h}_{i j}(k)
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{cc}
\breve{V}_{1} & -\breve{V}_{2} \\
-\breve{V}_{2}^{\mathrm{T}} & I
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}_{i j}(k) \\
\mathbf{h}_{i j}(k)
\end{array}\right] \leq 0 .} \tag{20}
\end{align*}
$$

To deal with the synchronization of the network (10), we introduce the following Lyapunov-Krasovskii functional:

$$
\begin{equation*}
V(k)=V_{1}(k)+V_{2}(k)+V_{3}(k)+V_{4}(k) \tag{21}
\end{equation*}
$$

$$
\Phi_{i j}=\left[\begin{array}{cccccc}
\Theta_{i j} & -N w_{i j} \Gamma P+\delta_{1} \breve{B}_{2} & \delta_{2} \breve{D}_{2} & -N w_{i j} \Gamma P & \delta_{3} \breve{V}_{2} & -N w_{i j} \Gamma P  \tag{12}\\
* & P-\delta_{1} I & 0 & P & 0 & P \\
* & * & \Xi & 0 & 0 & 0 \\
* & * & * & P-Q & 0 & P \\
* & * & * & * & \bar{\mu} R-\delta_{3} I & 0 \\
* & * & * & * & * & P-\frac{1}{\bar{\mu}} R
\end{array}\right]<0, \quad 1 \leq i<j \leq N
$$

where

$$
\begin{align*}
& V_{1}(k)=x^{\mathrm{T}}(k)(U \otimes P) x(k)  \tag{22}\\
& V_{2}(k)=\sum_{i=k-\tau(k)}^{k-1} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i))  \tag{23}\\
& V_{3}(k)=\sum_{j=k-\tau_{M}+1}^{k-\tau_{m}} \sum_{i=j}^{k-1} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i))  \tag{24}\\
& V_{4}(k)=\sum_{i=1}^{+\infty} \mu_{i} \sum_{j=k-i}^{k-1} H^{\mathrm{T}}(x(j))(U \otimes R) H(x(j)) \tag{25}
\end{align*}
$$

with

$$
U=\left[\begin{array}{cccc}
N-1 & -1 & \cdots & -1 \\
-1 & N-1 & \cdots & -1 \\
\cdots & \cdots & \cdots & \cdots \\
-1 & -1 & \cdots & N-1
\end{array}\right]_{N \times N} .
$$

Notice that from the condition (3), $V_{4}(k)$ is convergent. Calculating the difference of $V(k)$ along the system (10), we have

$$
\begin{equation*}
\Delta V(k)=\Delta V_{1}(k)+\Delta V_{2}(k)+\Delta V_{3}(k)+\Delta V_{4}(k) \tag{26}
\end{equation*}
$$

where

$$
\begin{aligned}
\Delta V_{1}(k)= & V_{1}(k+1)-V_{1}(k) \\
= & (F(x(k))+G(x(k-\tau(k))) \\
& \left.+\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))+(W \otimes \Gamma) x(k)\right)^{\mathrm{T}} \\
& \times(U \otimes P)(F(x(k))+G(x(k-\tau(k))) \\
& \left.+\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))+(W \otimes \Gamma) x(k)\right) \\
& -x^{\mathrm{T}}(k)(U \otimes P) x(k) \\
= & F^{\mathrm{T}}(x(k))(U \otimes P) F(x(k))+G^{\mathrm{T}}(x(k-\tau(k))) \\
& \times(U \otimes P) G(x(k-\tau(k))) \\
& +\left(\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))\right) \\
& \times(U \otimes P) \sum_{m=1}^{+\infty} \mu_{m} H(x(k-m)) \\
& +x^{\mathrm{T}}(k)(W \otimes \Gamma)^{\mathrm{T}}(U \otimes P) \\
& \times(W \otimes \Gamma) x(k)+2 F^{\mathrm{T}}(x(k))(U \otimes P) \\
& \times G(x(k-\tau(k)))+2 F^{\mathrm{T}}(x(k))(U \otimes P) \\
& \times \sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))+2 F^{\mathrm{T}}(x(k))(U \otimes P) \\
& \times(W \otimes \Gamma) x(k)+2(G(x(k-\tau(k))))^{\mathrm{T}} \\
& \times(U \otimes P) \sum_{m=1}^{+\infty} \mu_{m} H(x(k-m)) \\
&
\end{aligned}
$$

$$
\begin{align*}
& +2(G(x(k-\tau(k))))^{\mathrm{T}}(U \otimes P)(W \otimes \Gamma) x(k) \\
& +2\left(\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))\right)^{\mathrm{T}} \\
& \times(U \otimes P)(W \otimes \Gamma) x(k)-x^{\mathrm{T}}(k)(U \otimes P) x(k) \tag{27}
\end{align*}
$$

$$
\begin{align*}
\Delta V_{2}(k)= & V_{2}(k+1)-V_{2}(k) \\
= & \sum_{i=k+1-\tau(k+1)}^{k} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i)) \\
& -\sum_{i=k-\tau(k)}^{k-1} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i)) \\
= & G^{\mathrm{T}}(x(k))(U \otimes Q) G(x(k)) \\
& -G^{\mathrm{T}}(x(k-\tau(k)))(U \otimes Q) G(x(k-\tau(k))) \\
& +\sum_{i=k-\tau(k+1)+1}^{k-1} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i)) \\
& -\sum_{i=k-\tau(k)+1}^{k-1} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i)) \\
= & G^{\mathrm{T}}(x(k))(U \otimes Q) G(x(k)) \\
& -G^{\mathrm{T}}(x(k-\tau(k)))(U \otimes Q) G(x(k-\tau(k))) \\
& +\sum_{i=k-\tau_{m}+1}^{k-1} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i)) \\
& +\sum_{i=k-\tau(k+1)+1}^{k-\tau_{m}} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i)) \\
& -\sum_{i=k-\tau(k)+1}^{k-1} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i)) \\
\leq & G^{\mathrm{T}}(x(k))(U \otimes Q) G(x(k)) \\
& -G^{\mathrm{T}}(x(k-\tau(k)))(U \otimes Q) G(x(k-\tau(k))) \\
& +\sum_{i=k-\tau_{M}+1}^{k-\tau_{m}} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i)) \tag{28}
\end{align*}
$$

$$
\Delta V_{3}(k)=V_{3}(k+1)-V_{3}(k)
$$

$$
=\sum_{j=k-\tau_{M}+2}^{k-\tau_{m}+1} \sum_{i=j}^{k} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i))
$$

$$
-\sum_{j=k-\tau_{M}+1}^{k-\tau_{m}} \sum_{i=j}^{k-1} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i))
$$

$$
=\sum_{j=k-\tau_{M}+1}^{k-\tau_{m}} \sum_{i=j+1}^{k} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i))
$$

$$
-\sum_{j=k-\tau_{M}+1}^{k-\tau_{m}} \sum_{i=j}^{k-1} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i))
$$

$$
=\sum_{j=k-\tau_{M}+1}^{k-\tau_{m}}\left(G^{\mathrm{T}}(x(k))(U \otimes Q) G(x(k))\right.
$$

$$
\left.-G^{\mathrm{T}}(x(j))(U \otimes Q) G(x(j))\right)
$$

$$
\begin{align*}
= & \left(\tau_{M}-\tau_{m}\right) G^{\mathrm{T}}(x(k))(U \otimes Q) G(x(k)) \\
& -\sum_{i=k-\tau_{M}+1}^{k-\tau_{m}} G^{\mathrm{T}}(x(i))(U \otimes Q) G(x(i)) \\
\Delta V_{4}(k)= & V_{4}(k+1)-V_{4}(k) \\
= & \sum_{i=1}^{+\infty} \mu_{i} \sum_{j=k+1-i}^{k} H^{\mathrm{T}}(x(j))(U \otimes R) H(x(j)) \\
& -\sum_{i=1}^{+\infty} \mu_{i} \sum_{j=k-i}^{k-1} H^{\mathrm{T}}(x(j))(U \otimes R) H(x(j)) \\
= & \sum_{i=1}^{+\infty} \mu_{i}\left(H^{\mathrm{T}}(x(k))(U \otimes R) H(x(k))\right. \\
= & \sum_{i=1}^{+\infty} \mu_{i} H^{\mathrm{T}}(x(k))(U \otimes R) H(x(k)) \\
& -\sum_{i=1}^{+\infty} \mu_{i} H^{\mathrm{T}}(x(k-i))(U \otimes R) H(x(k-i)) \\
\leq & \left.\left.\bar{\mu} H^{\mathrm{T}}(x(k))(U \otimes R)\right)(U \otimes R) H(x(k-i))\right) \\
& -\frac{1}{\bar{\mu}}\left(\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))\right)(U \otimes R) \\
& \times \sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))
\end{align*}
$$

In view of

$$
\begin{aligned}
(W \otimes \Gamma)^{\mathrm{T}}(U \otimes P)(W \otimes \Gamma) & =\left(W^{\mathrm{T}} \otimes \Gamma^{\mathrm{T}}\right)(U \otimes P)(W \otimes \Gamma) \\
& =\left(W^{\mathrm{T}} U W\right) \otimes\left(\Gamma^{\mathrm{T}} P \Gamma\right) \\
& =N W^{2} \otimes(\Gamma P \Gamma) \\
(U \otimes P)(W \otimes \Gamma) & =(U W) \otimes(P \Gamma) \\
& =N W \otimes(P \Gamma)
\end{aligned}
$$

we substitute (27)-(30) into (26) and obtain

$$
\begin{aligned}
\Delta V(k) \leq & F^{\mathrm{T}}(x(k))(U \otimes P) F(x(k)) \\
& +G^{\mathrm{T}}(x(k-\tau(k)))(U \otimes P) G(x(k-\tau(k))) \\
& +\left(\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))\right)^{\mathrm{T}}(U \otimes P) \\
& \times \sum_{m=1}^{+\infty} \mu_{m} H(x(k-m)) \\
& +x^{\mathrm{T}}(k)\left(N W^{2} \otimes(\Gamma P \Gamma)\right) x(k) \\
& +2 F^{\mathrm{T}}(x(k))(U \otimes P) G(x(k-\tau(k))) \\
& +2 F^{\mathrm{T}}(x(k))(U \otimes P)
\end{aligned}
$$

$$
\begin{align*}
& \times \sum_{m=1}^{+\infty} \mu_{m} H(x(k-m)) \\
& +2 F^{\mathrm{T}}(x(k))(N W \otimes P \Gamma) x(k) \\
& +2 G^{\mathrm{T}}(x(k-\tau(k)))(U \otimes P) \\
& \times \sum_{m=1}^{+\infty} \mu_{m} H(x(k-m)) \\
& +2 G^{\mathrm{T}}(x(k-\tau(k)))(N W \otimes P \Gamma) x(k) \\
& +\left(\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))\right)^{\mathrm{T}}(N W \otimes P \Gamma) x(k) \\
& -x^{\mathrm{T}}(k)(U \otimes P) x(k) \\
& +\left(1+\tau_{M}-\tau_{m}\right) G^{\mathrm{T}}(x(k))(U \otimes Q) G(x(k)) \\
& -G^{\mathrm{T}}(x(k-\tau(k)))(U \otimes Q) G(x(k-\tau(k))) \\
& +\bar{\mu} H^{\mathrm{T}}(x(k))(U \otimes R) H(x(k)) \\
& -\frac{1}{\bar{\mu}}\left(\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))\right)^{\mathrm{T}}(U \otimes R) \\
& \times\left(\sum_{m=1}^{+\infty} \mu_{m} H(x(k-m))\right) . \tag{31}
\end{align*}
$$

It follows from Lemma 4, Lemma 5, and (31) that

$$
\begin{align*}
& \Delta V(k) \leq \sum_{1 \leq i<j \leq N}\{ -\mathbf{x}_{i j}^{\mathrm{T}} P \mathbf{x}_{i j}-\mathbf{x}_{i j}^{\mathrm{T}}\left(N w_{i j}^{(2)} \Gamma P \Gamma\right) \mathbf{x}_{i j} \\
&+\mathbf{f}_{i j}^{\mathrm{T}}(k) P \mathbf{f}_{i j}(k)+\mathbf{g}_{i j}^{\mathrm{T}}(k-\tau(k)) \\
& \times P \mathbf{g}_{i j}(k-\tau(k))+\widehat{\mathbf{h}}_{i j}^{\mathrm{T}}(k) P \widehat{\mathbf{h}}_{i j}(k) \\
&+2 \mathbf{f}_{i j}^{\mathrm{T}}(k) P \mathbf{g}_{i j}(k-\tau(k)) \\
&+2 \mathbf{f}_{i j}^{\mathrm{T}}(k) P \widehat{\mathbf{h}}_{i j}(k)-2 \mathbf{f}_{i j}^{\mathrm{T}}(k) \\
& \times\left(N w_{i j} P \Gamma\right) \mathbf{x}_{i j}+2 \mathbf{g}_{i j}^{\mathrm{T}}(k-\tau(k)) \\
& \times P \widehat{\mathbf{h}}_{i j}(k)-2 \mathbf{g}_{i j}^{\mathrm{T}}(k-\tau(k)) \\
& \times\left(N w_{i j} P \Gamma\right) \mathbf{x}_{i j}(k)-\widehat{\mathbf{h}}_{i j}^{\mathrm{T}}(k) \\
& \times\left(N w_{i j} P \Gamma\right) \mathbf{x}_{i j}(k)+\left(1+\tau_{M}-\tau_{m}\right) \\
& \times \mathbf{g}_{i j}^{\mathrm{T}}(k) Q \mathbf{g}_{i j}(k)-\mathbf{g}_{i j}(k-\tau(k)) \\
& \times Q \mathbf{g}_{i j}(k-\tau(k))+\bar{\mu} \mathbf{h}_{i j}^{\mathrm{T}}(k) R \mathbf{h}_{i j}(k) \\
&\left.-\frac{1}{\bar{\mu}} \widehat{\mathbf{h}}_{i j}^{\mathrm{T}}(k) R \widehat{\mathbf{h}}_{i j}(k)\right\} \\
& \xi_{i j}^{\mathrm{T}}(k) \Phi_{i j}^{(1)} \xi_{i j}(k) \tag{32}
\end{align*}
$$

where the expressions for $\xi_{i j}(k)$ and $\Phi_{i j}^{(1)}$ are shown at the bottom of the next page.

Therefore, from (32) along with (18)-(20), we obtain

$$
\begin{align*}
& \Delta V(k) \leq \sum_{1 \leq i<j \leq N}\left\{\begin{array}{l}
\xi_{i j}^{\mathrm{T}}(k) \Phi_{i j}^{(1)} \xi_{i j}(k)-\delta_{1}\left[\begin{array}{c}
\mathbf{x}_{i j}(k) \\
\mathbf{f}_{i j}(k)
\end{array}\right] \\
\\
\\
\times\left[\begin{array}{cc}
\breve{B}_{1} & -\breve{B}_{2} \\
-\breve{B}_{2}^{\mathrm{T}} & I
\end{array}\right]\left[\begin{array}{c}
\mathbf{x}_{i j}(k) \\
\mathbf{f}_{i j}(k)
\end{array}\right] \\
\\
-\delta_{2}\left[\begin{array}{c}
\mathbf{x}_{i j}(k) \\
\mathbf{g}_{i j}(k)
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{cc}
\breve{D}_{1} & -\breve{D}_{2} \\
-\breve{D}_{2}^{\mathrm{T}} & I
\end{array}\right] \\
\\
\times\left[\begin{array}{c}
\mathbf{x}_{i j}(k) \\
\mathbf{g}_{i j}(k)
\end{array}\right]-\delta_{3}\left[\begin{array}{c}
\mathbf{x}_{i j}(k) \\
\mathbf{h}_{i j}(k)
\end{array}\right]^{\mathrm{T}}
\end{array}\right. \\
&\left.\quad \times\left[\begin{array}{cc}
\breve{V}_{1} & -\breve{V}_{2} \\
-\breve{V}_{2}^{\mathrm{T}} & I
\end{array}\right]\left[\begin{array}{c}
\mathbf{x}_{i j}(k) \\
\mathbf{h}_{i j}(k)
\end{array}\right]\right\} \\
&= \sum_{1 \leq i<j \leq N} \xi_{i j}^{\mathrm{T}}(k) \Phi_{i j} \xi_{i j}(k) \\
& \leq \sum_{1 \leq i<j \leq N} \lambda_{\max }\left(\Phi_{i j}\right)\left|\xi_{i j}\right|^{2} .
\end{align*}
$$

Noticing that $\lambda_{\max }\left(\Phi_{i j}\right)<0$ and letting $\lambda_{0}=$ $\max _{1 \leq i<j \leq N}\left\{\lambda_{\max }\left(\Phi_{i j}\right)\right\}$, we have $\lambda_{0}<0$, and then, it follows readily from (33) that

$$
\begin{equation*}
\Delta V(k) \leq \lambda_{0} \sum_{1 \leq i<j \leq N}\left|\mathbf{x}_{i j}(k)\right|^{2} \tag{34}
\end{equation*}
$$

Letting $m$ be a positive integer, one has from (34)
$V(m+1)-V(1)=\sum_{k=1}^{m} \Delta V(k)=\lambda_{0} \sum_{1 \leq i<j \leq N} \sum_{k=1}^{m}\left|\mathbf{x}_{i j}(k)\right|^{2}$
which implies that

$$
-\lambda_{0} \sum_{1 \leq i<j \leq N} \sum_{k=1}^{m}\left|\mathbf{x}_{i j}(k)\right|^{2} \leq V(1)
$$

By letting $m \rightarrow+\infty$, we can deduce that the series $\sum_{k=1}^{+\infty}\left|\mathbf{x}_{i j}(k)\right|^{2}$ is convergent for $1 \leq i<j \leq N$, and therefore, $\left|\mathbf{x}_{i j}(k)\right|^{2} \rightarrow 0$, namely

$$
\lim _{k \rightarrow+\infty}\left|x_{i}(k)-x_{j}(k)\right|=0
$$

which completes the proof of Theorem 1.
The complex network (10) is a quite general model that includes both the discrete and distributed time delays in the
discrete-time domain. For example, if we consider the discrete time delay only, i.e., $h=0$, then, the complex network (10) reduces to

$$
\begin{equation*}
x(k+1)=F(x(t))+G(x(k-\tau(k)))+(W \otimes \Gamma) x(k) \tag{35}
\end{equation*}
$$

For the complex network (35), it is straightforward to have the following synchronization result from Theorem 1.

Corollary 1: Suppose that the conditions (7) and (8) hold in Assumption 1. The discrete complex network (35) is synchronized if there exist two scalar constants $\delta_{1}$ and $\delta_{2}$ and two positive definite matrices $P$ and $Q$ such that the following LMIs hold:
$\Phi_{i j}=\left[\begin{array}{cccc}\Pi_{i j} & -N w_{i j} \Gamma P+\delta_{1} \breve{B}_{2} & \delta_{2} \breve{D}_{2} & -N w_{i j} \Gamma P \\ * & P-\delta_{1} I & 0 & P \\ * & * & \Xi & 0 \\ * & * & * & P-Q\end{array}\right]<0$
where $\Pi_{i j}=-P-N w_{i j}^{(2)} \Gamma P \Gamma-\delta_{1} \breve{B}_{1}-\delta_{2} \breve{D}_{1}$ and $\breve{B}_{1}, \breve{B}_{2}$, $\breve{D}_{1}, \breve{D}_{2}$, and $\Xi$ are defined in Theorem 1.

Remark 5: In Theorem 1, the synchronization problem is studied for an array of discrete-time neural networks with mixed time delays. Note that the obtained criteria in (12) are dependent not only on the upper and lower bounds of the discrete time delays but also on the distributed delays. Therefore, the criteria are less conservative than the traditional delay-independent ones. Also, the LMI-based criteria can be checked efficiently via the Matlab LMI Toolbox.

## IV. State Estimation of Complex Networks

As discussed in Section I, for relatively high-order and largescale complex networks, sometimes, we can only know the partial information about the states of the key network nodes from the network outputs (measurements). Therefore, in order to make use of the networks in practice, it becomes necessary to estimate the node states through available network output.

Suppose that the output from the $i$ th node of the complex network (10) is of the form

$$
\begin{equation*}
y_{i}(k)=C_{i} x_{i}(k), \quad i=1,2, \ldots, N \tag{37}
\end{equation*}
$$

where $y_{i}(k)=\left(y_{i 1}(k), y_{i 2}(k), \ldots, y_{i m}(k)\right) \in \mathbb{R}^{m}$ is the measurement output of the $i$ th node and $C_{i} \in \mathbb{R}^{m \times n}$ is a known constant matrix.

$$
\begin{aligned}
& \xi_{i j}(k)=\left[\begin{array}{cccccccc}
\mathbf{x}_{i j}^{\mathrm{T}}(k) & \mathbf{f}_{i j}^{\mathrm{T}}(k) & \mathbf{g}_{i j}^{\mathrm{T}}(k) & \mathbf{g}_{i j}^{\mathrm{T}}(k-\tau(k)) & \mathbf{h}_{i j}^{\mathrm{T}}(k) & \widehat{\mathbf{h}}_{i j}^{\mathrm{T}}(k)
\end{array}\right]^{\mathrm{T}} \\
& \Phi_{i j}^{(1)}=\left[\begin{array}{cccccc}
-P-N w_{i j}^{(2)} \Gamma P \Gamma & -N w_{i j} \Gamma P & 0 & -N w_{i j} \Gamma P & 0 & -N w_{i j} \Gamma P \\
* & P & 0 & P & 0 & P \\
* & * & \left(\tau_{M}-\tau_{m}+1\right) Q & 0 & 0 & 0 \\
* & * & * & P-Q & 0 & P \\
* & * & * & * & \bar{\mu} R & 0 \\
* & * & * & * & * & P-\frac{1}{\bar{\mu}} R
\end{array}\right]
\end{aligned}
$$

Remark 6: Usually, we have $m<n$ which means that the network output is a linear combination (although partial) of the information about the network nodes. We wish to design an easy-to-implement estimator/observer to estimate the network states through the available network output.

In order to estimate the states of the complex network (10), we construct the following state estimator:

$$
\begin{array}{r}
\hat{x}(k+1)=F(\hat{x}(k))+G(\hat{x}(k-\tau(k)))+\sum_{m=1}^{+\infty} \mu_{m} H(\hat{x}(k-m)) \\
+(W \otimes \Gamma) \hat{x}(k)+K[y(k)-C \hat{x}(k)] \tag{38}
\end{array}
$$

where

$$
\begin{gathered}
y(k)=\left[\begin{array}{c}
y_{1}(k) \\
y_{2}(k) \\
\vdots \\
y_{N}(k)
\end{array}\right] \quad C=\left[\begin{array}{llll}
C_{1} & & & \\
& C_{2} & & \\
& & \ddots & \\
& & & C_{N}
\end{array}\right] \\
K=\left[\begin{array}{llll}
K_{1} & & & \\
& K_{2} & & \\
& & \ddots & \\
& & & K_{N}
\end{array}\right] \quad\left(K_{i} \in \mathbb{R}^{n \times m}\right)
\end{gathered}
$$

with $K$ being the estimator gain matrix. Our goal hereafter is to choose a suitable $K_{i}$ such that $\hat{x}(k)$ asymptotically approaches $x(k)$.

To this end, we let $\varepsilon(k)=\left(\varepsilon_{1}^{\mathrm{T}}(k), \varepsilon_{2}^{\mathrm{T}}(k), \ldots, \varepsilon_{N}^{\mathrm{T}}(k)\right)^{\mathrm{T}}:=$ $\hat{x}(k)-x(k)$ with $\varepsilon_{i}(k)=\hat{x}_{i}(k)-x_{i}(k)$ being the state estimator error and denote

$$
\begin{align*}
\hat{F}(\varepsilon(k)) & =\left[\hat{f}^{\mathrm{T}}\left(\varepsilon_{1}(k)\right), \hat{f}^{\mathrm{T}}\left(\varepsilon_{2}(k)\right), \ldots, \hat{f}^{\mathrm{T}}\left(\varepsilon_{N}(k)\right)\right]^{\mathrm{T}} \\
& :=F(\hat{x}(k))-F(x(k))  \tag{39}\\
\hat{G}(\varepsilon(k)) & =\left[\hat{g}^{\mathrm{T}}\left(\varepsilon_{1}(k)\right), \hat{g}^{\mathrm{T}}\left(\varepsilon_{2}(k)\right), \ldots, \hat{g}^{\mathrm{T}}\left(\varepsilon_{N}(k)\right)\right]^{\mathrm{T}} \\
& :=G(\hat{x}(k))-G(x(k))  \tag{40}\\
\hat{H}(\varepsilon(k)) & =\left[\hat{h}^{\mathrm{T}}\left(\varepsilon_{1}(k)\right), \hat{h}^{\mathrm{T}}\left(\varepsilon_{2}(k)\right), \ldots, \hat{h}^{\mathrm{T}}\left(\varepsilon_{N}(k)\right)\right]^{\mathrm{T}} \\
& :=H(\hat{x}(k))-G(x(k)) . \tag{41}
\end{align*}
$$

Then, from (10) and (38), we obtain the following system governing the state error dynamics:

$$
\begin{align*}
\varepsilon(k+1)=- & K C \varepsilon(k)+\hat{F}(\varepsilon(k))+\hat{G}(\varepsilon(k-\tau(k))) \\
& +\sum_{m=1}^{+\infty} \mu_{m} \hat{H}(\varepsilon(k-m))+(W \otimes \Gamma) \varepsilon(k) . \tag{42}
\end{align*}
$$

It is easy to verify that

$$
\begin{array}{ll}
{\left[\begin{array}{c}
\varepsilon \\
\hat{F}(\varepsilon)
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{cc}
\breve{\mathbf{B}}_{1} & -\breve{\mathbf{B}}_{2} \\
-\breve{\mathbf{B}}_{2}^{\mathrm{T}} & I
\end{array}\right]\left[\begin{array}{c}
\varepsilon \\
\hat{F}(\varepsilon)
\end{array}\right] \leq 0} & \forall \varepsilon \in \mathbb{R}^{n \times N} \\
{\left[\begin{array}{c}
\varepsilon \\
\hat{G}(\varepsilon)
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{cc}
\breve{\mathbf{D}}_{1} & -\breve{\mathbf{D}}_{2} \\
-\breve{\mathbf{D}}_{2}^{\mathrm{T}} & I
\end{array}\right]\left[\begin{array}{c}
\varepsilon \\
\hat{G}(\varepsilon)
\end{array}\right] \leq 0} & \forall \varepsilon \in \mathbb{R}^{n \times N} \\
{\left[\begin{array}{c}
\varepsilon \\
\hat{H}(\varepsilon)
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{cc}
\breve{\mathbf{V}}_{1} & -\breve{\mathbf{V}}_{2} \\
-\breve{\mathbf{V}}_{2}^{\mathrm{T}} & I
\end{array}\right]\left[\begin{array}{c}
\varepsilon \\
\hat{H}(\varepsilon)
\end{array}\right] \leq 0} & \forall \varepsilon \in \mathbb{R}^{n \times N} \tag{45}
\end{array}
$$

where

$$
\begin{aligned}
& \breve{\mathbf{B}}_{1}=\operatorname{diag}\{\overbrace{\breve{B}_{1}, \breve{B}_{1}, \ldots, \breve{B}_{1}}^{N}\} \quad \breve{\mathbf{B}}_{2}=\operatorname{diag}\{\overbrace{\stackrel{\breve{B}}{2}, \breve{B}_{2}, \ldots, \breve{B}_{2}}^{N}\} \\
& \breve{\mathbf{D}}_{1}=\operatorname{diag}\{\overbrace{\breve{D}_{1}, \breve{D}_{1}, \ldots, \breve{D}_{1}}^{N}\} \quad \breve{\mathbf{D}}_{2}=\operatorname{diag}\{\overbrace{\breve{D}_{2}, \breve{D}_{2}, \ldots, \breve{D}_{2}}^{N}\} \\
& \breve{\mathbf{V}}_{1}=\operatorname{diag}\{\overbrace{\breve{V}_{1}, \breve{V}_{1}, \ldots, \breve{V_{1}}}^{N}\} \quad \breve{\mathbf{V}}_{2}=\operatorname{diag}\{\overbrace{\breve{V}_{2}, \breve{V}_{2}, \ldots, \breve{V}_{2}}^{N}\}
\end{aligned}
$$

By following a similar line as in the proof of Theorem 1, we can obtain the following result without proof.

Theorem 2: Let $K$ be a given constant matrix. Then, under Assumption 1, the error system (42) is globally asymptotically stable if there exist three scalar constants $\delta_{1}>0, \delta_{2}>0$, and $\delta_{3}>0$ and three positive definite diagonal block matri$\operatorname{ces} \mathbf{P}=\operatorname{diag}\left\{P_{1}, P_{2}, \ldots, P_{N}\right\}, \mathbf{Q}=\operatorname{diag}\left\{Q_{1}, Q_{2}, \ldots, Q_{N}\right\}$, and $\mathbf{R}=\operatorname{diag}\left\{R_{1}, R_{2}, \ldots, R_{N}\right\}$ such that the LMI holds

$$
\left[\begin{array}{cccccc}
\mathbf{Z}_{1} & \mathbf{S}^{\mathrm{T}} \mathbf{P}+\delta_{1} \breve{\mathbf{B}}_{2} & \delta_{2} \breve{\mathbf{D}}_{2} & \mathbf{S}^{\mathrm{T}} \mathbf{P} & \delta_{3} \breve{\mathbf{V}}_{2} & \mathbf{S}^{\mathrm{T}} \mathbf{P} \\
* & \mathbf{P}-\delta_{1} I & 0 & \mathbf{P} & 0 & \mathbf{P} \\
* & * & \mathbf{Z}_{2} & 0 & 0 & 0 \\
* & * & * & \mathbf{P}-\mathbf{Q} & 0 & \mathbf{P} \\
* & * & * & * & \bar{\mu} \mathbf{R}-\delta_{3} I & 0 \\
* & * & * & * & * & \mathbf{P}-\bar{\mu}^{-1} \mathbf{R}
\end{array}\right]<0
$$

where $\quad \mathbf{S}=W \otimes \Gamma-K C, \quad \mathbf{Z}_{1}=\mathbf{S}^{\mathrm{T}} \mathbf{P S}-\mathbf{P}-\delta_{1} \breve{\mathbf{B}}_{1}-$ $\delta_{2} \breve{\mathbf{D}}_{1}-\delta_{3} \breve{\mathbf{V}}$, and $\mathbf{Z}_{2}=\left(\tau_{M}-\tau_{m}+1\right) \mathbf{Q}-\delta_{2} I$.

Having obtained the analysis results in Theorem 2, we are now ready to consider the design problem of the state estimator (10). From Theorem 2 and Lemma 3, the following result can be derived easily.

Theorem 3: Under Assumption 1, the system (38) becomes a state estimator of the discrete-time complex network (10) if there exist three scalar constants $\delta_{1}, \delta_{2}$, and $\delta_{3}$ and three positive definite diagonal block matrices $\mathbf{P}=\operatorname{diag}\left\{P_{1}, P_{2}, \ldots\right.$, $\left.P_{N}\right\}, \mathbf{Q}=\operatorname{diag}\left\{Q_{1}, Q_{2}, \ldots, Q_{N}\right\}$, and $\mathbf{R}=\operatorname{diag}\left\{R_{1}, R_{2}, \ldots\right.$, $\left.R_{N}\right\}$ such that the LMI shown at the bottom of the page holds, where $\hat{\mathbf{W}}=W \otimes \Gamma, \mathbf{Z}_{0}=-\mathbf{P}-\delta_{1} \breve{\mathbf{B}}_{1}-\delta_{2} \breve{\mathbf{D}}_{1}-\delta_{3} \breve{\mathbf{V}}$,
$\left[\begin{array}{ccccccc}\mathbf{Z}_{0} & \mathbf{Z}_{3} & \delta_{2} \breve{\mathbf{D}}_{2} & \hat{\mathbf{W}}^{\mathrm{T}} \mathbf{P}-C^{\mathrm{T}} \mathbf{Y}^{\mathrm{T}} & \delta_{3} \breve{\mathbf{V}}_{2} & \hat{\mathbf{W}}^{\mathrm{T}} \mathbf{P}-C^{\mathrm{T}} \mathbf{Y}^{\mathrm{T}} & \hat{\mathbf{W}}^{\mathrm{T}} \mathbf{P}-C^{\mathrm{T}} \mathbf{Y}^{\mathrm{T}} \\ * & \mathbf{P}-\delta_{1} I & 0 & \mathbf{P} & 0 & \mathbf{P} & 0 \\ * & * & \mathbf{Z}_{2} & 0 & 0 & 0 & 0 \\ * & * & * & \mathbf{P}-\mathbf{Q} & 0 & \mathbf{P} & 0 \\ * & * & * & * & \bar{\mu} \mathbf{R}-\delta_{3} I & 0 & 0 \\ * & * & * & * & * & \mathbf{P}-\bar{\mu}^{-1} \mathbf{R} & 0 \\ * & * & * & * & * & * & -\mathbf{P}\end{array}\right]$


Fig. 1. Comparison of state trajectories of $x_{1}(k)$ and $x_{2}(k)$.


Fig. 2. Comparison of state trajectories of $x_{1}(k)$ and $x_{3}(k)$.
$\mathbf{Z}_{3}=\hat{\mathbf{W}}^{\mathrm{T}} \mathbf{P}-C^{\mathrm{T}} \mathbf{Y}^{\mathrm{T}}+\delta_{1} \breve{\mathbf{B}}_{2}$, and $\mathbf{Z}_{2}$ is defined as in Theorem 2. In this case, the estimator gain matrix $K$ can be chosen as $K=\mathbf{P}^{-1} \mathbf{Y}$.

## V. Numerical Simulation

In this section, two numerical examples are presented to demonstrate the usefulness of the developed designs on the synchronization as well as state estimation problems for the complex network (10). In order to show the validity of our results, we select an unstable complex network on which the proposed synchronization and estimation schemes still work well.

Example 1: For simplicity, let us consider the system (10) of three nodes. Suppose that

$$
\left.\begin{array}{rl}
n & =2 \quad \tau(k)=3+\left(1+(-1)^{k}\right) / 2
\end{array} \mu_{m}=2^{-(m+3)}\right)
$$

Let the nonlinear vector-valued functions be given by

$$
\begin{array}{rlr}
f\left(x_{i}(k)\right)= & \left(-0.5 x_{i 1}(k)+\tanh \left(0.2 x_{i 1}(k)\right)\right. \\
& +0.2 x_{i 2}(k), 0.95 x_{i 2}(k) \\
& \left.-\tanh \left(0.75 x_{i 2}(k)\right)\right)^{\mathrm{T}}, \quad i=1,2,3 \\
g\left(x_{i}(k)\right)= & h\left(x_{i}(k)\right) \\
= & \left(0.2 x_{i 1}(k)-\tanh \left(0.1 x_{i 1}(k)\right), 0.1 x_{i 2}(k)\right)^{\mathrm{T}} \\
& i=1,2,3 .
\end{array}
$$




Then, it can be verified that $\tau_{m}=3, \tau_{M}=4, \bar{\mu}=1 / 8$, and

$$
\begin{aligned}
B_{1} & =\left(\begin{array}{cc}
-0.5 & 0.2 \\
0 & 0.95
\end{array}\right)
\end{aligned} \quad B_{2}=\left(\begin{array}{cc}
-0.3 & 0.2 \\
0 & 0.2
\end{array}\right) .
$$

By using the Matlab LMI Toolbox, we solve LMI (12) and obtain a feasible solution as follows:
$P=\left(\begin{array}{cc}1.5314 & -0.2020 \\ -0.2020 & 2.9295\end{array}\right) \quad Q=\left(\begin{array}{cc}6.1702 & -0.7353 \\ -0.7353 & 13.2959\end{array}\right)$
$R=\left(\begin{array}{cc}5.5543 & -0.4468 \\ -0.4468 & 9.8905\end{array}\right)$
$\delta_{1}=8.6589 \quad \delta_{2}=73.7843 \quad \delta_{3}=16.4907$.

Then, it follows from Theorem 1 that the system (10) with given parameters reaches synchronization, which is further verified by the simulation result shown in Figs. 1 and 2. Fig. 1 shows that the state of $x_{2}(k)$ asymptotically approaches that of $x_{1}(k)$, whereas Fig. 2 shows that the state of $x_{3}(k)$ asymptotically tends to that of $x_{1}(k)$.


Fig. 3. State trajectories of $x_{11}$ and $\hat{x}_{11}$.
Example 2: Consider the system (10) of three nodes. Suppose that

$$
\begin{array}{rlrl}
n=3 & \tau(k) & =3+\left(1+(-1)^{k}\right) / 2 & \mu_{m}=2^{-(m+1)} \\
\Gamma & =I_{3} & w_{i j} & = \begin{cases}0.1, & i \neq j \\
-0.2, & i=j .\end{cases} \\
C_{i}=\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0
\end{array}\right) .
\end{array}
$$

Let the nonlinear vector-valued functions be given by

$$
\begin{aligned}
f\left(x_{i}(k)\right)= & \left(-0.8 x_{i 1}(k)+\tanh \left(0.5 x_{i 1}(k)\right)+0.4 x_{i 2}(k),\right. \\
& 0.9 x_{i 2}(k)-\tanh \left(0.6 x_{i 2}(k)\right), \\
& \left.0.6 x_{i 3}-\tanh \left(0.4 x_{i 3}(k)\right)\right)^{\mathrm{T}}, \quad i=1,2,3 \\
g\left(x_{i}(k)\right)= & h\left(x_{i}(k)\right) \\
= & \left(0.2 x_{i 1}(k)-\tanh \left(0.1 x_{i 1}(k)\right),\right. \\
& 0.3 x_{i 2}(k)-\tanh \left(0.2 x_{i 2}(k)\right), \\
& \left.0.3 x_{i 3}(k)-\tanh \left(0.2 x_{i 3}(k)\right)\right)^{\mathrm{T}}, \quad i=1,2,3 .
\end{aligned}
$$

It can also be checked that $\tau_{m}=3, \tau_{M}=4, \bar{\mu}=1 / 2$, and

$$
\begin{aligned}
& B_{1}=\left(\begin{array}{ccc}
-0.8 & 0.4 & 0 \\
0 & 0.8 & 0 \\
0 & 0 & 0.6
\end{array}\right) \quad B_{2}=\left(\begin{array}{ccc}
-0.3 & 0.4 & 0 \\
0 & 0.2 & 0 \\
0 & 0 & 0.2
\end{array}\right) \\
& D_{1}=V_{1}=\operatorname{diag}\{0.2,0.3,0.3\} \\
& D_{2}=V_{2}=\operatorname{diag}\{0.1,0.1,0.1\} .
\end{aligned}
$$

By using the Matlab LMI Toolbox, the LMI (46) can be solved and the estimator gain matrices are given by

$$
K_{i}=\left(\begin{array}{cc}
-0.4958 & 0.4003 \\
0.0001 & 0.3405 \\
0.1114 & 0.0002
\end{array}\right), \quad(i=1,2,3)
$$

Then, according to Theorem 3, the system (38) becomes a state estimator of the discrete-time complex network (10). That is, the state of the system (38) asymptotically approaches that of (10). The numerical simulation perfectly supports the theoretical results. Specifically, in Figs. 3-6, we show the evolution of the state $x_{1}(k)$ and its estimator $\hat{x}_{1}(k)$ of node 1 , as well as the magnitude $|\varepsilon(k)|$ of the estimate error for the whole complex network. It is noticed from Fig. 6 that the magnitude $|\varepsilon(k)|$ of the error between the states of the whole network and its estimator approaches zero asymptotically.


Fig. 4. State trajectories of $x_{12}$ and $\hat{x}_{12}$.


Fig. 5. State trajectories of $x_{13}$ and $\hat{x}_{13}$


Fig. 6. Magnitude $|\varepsilon(k)|$ of estimate error.

Remark 7: It is trivial to consider the synchronization between the nodes for a stable network. To validate our analysis results, in Example 1, the given network is unstable which is of more significance to be used to test the theoretical results. Similarly, in Example 2, we again employ an unstable network to test the performance of our designed state estimator. In other words, both the two examples are nontrivial in evaluating the designed synchronizer and estimator.

## VI. Conclusion

In this paper, we have investigated the synchronization problem for an array of coupled complex discrete-time networks with the simultaneous presence of both the discrete and distributed time delays. Rather than the commonly used Lipschitztype function, a more general sectorlike nonlinear function has been employed to describe the nonlinearities existing in the network. We have first defined the distributed time delays for the complex networks in the discrete-time domain. By utilizing a novel Lyapunov-Krasovskii functional and the Kronecker product, we have shown that the addressed synchronization problem can be converted into the feasibility problem of a set of LMIs. We have then tackled the state estimation problem for the same complex networks. Through available output measurements, we have developed an LMI approach to design a state estimator in order to estimate the network states such that the dynamics of the estimation error is guaranteed to be globally asymptotically stable. Two simulation examples have been provided to show the effectiveness of the proposed approach. It has been confirmed through simulation that our main results are valid even if the nominal subsystems within the network are unstable.
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