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Abstract—Improved interval-valued prediction models for
solar power and irradiance forecasting allow enhanced plan-
ning and operation of solar power systems. Highly uncertain
atmospheric and environmental factors are major challenges of
solar irradiance forecasting. Existing upper and lower bound
estimation methods mainly focus on narrowing the prediction
intervals and minimizing forecasting errors. However, the sensi-
tivity of the interval-valued prediction model is not considered.
Sensitivity is described as the model’s output fluctuations due to
unseen samples. Models with high sensitivity may not perform
well in real-life applications under uncertain environments.
This paper presents a novel interval-valued prediction model,
P RSS, by simultaneously optimizing the reliability, sharpness,
and stability (RSS) for probabilistic solar irradiance interval-
valued prediction. With sensitivity regularization, P RSS has
reduced sensitivity to unseen samples with perturbations from
training samples and enhanced robustness. An Extreme learning

* denotes corresponding authors.

machine (ELM) model is constructed to directly output pre-
diction intervals (PIs) of solar irradiance via a multi-objective
optimization of the RSS. An evaluation framework is proposed
to verify the RSS performance. Moreover, a new comprehensive
evaluation indicator is proposed to evaluate the PIs. Case
studies on three American solar irradiance datasets show that
P RSS yields outstanding performance against state-of-the-art
methods.

Index Terms—Solar energy forecasting, prediction intervals,
multi-objective optimization, sensitivity regularization.

I. INTRODUCTION

Renewable energy generation plays a critical role in
providing a sustainable future. Solar energy will have a
prominent share in the future renewable energy mix to
meet the global energy agenda to promote smart living,
and to facilitate a low-carbon economy. And photovoltaic
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(PV) continuously increasing its share in the global power
generation industry [1]. However, the intermittency of solar
resource poses significant difficulties in the operation and
planning of solar power systems within a smart grid.

Many recent works utilize statistical and Artificial intel-
ligence models for solar irradiance and PV power estima-
tion/regression problems. An overview is given as follows:

1) The studies of highly nonlinear regression methodolo-
gies including k-means clustering algorithm [2], [3], autore-
gressive integrated moving average (ARIMA) [4], artificial
neural network (ANNs) [5], SVM regression models [6], least
squares support vector machines (LS-SVM) [7], and optimal
LS-SVM models [8].

2) Artificial intelligence (AI) models play an important role
in solar energy prediction [9].An adaptive learning hybrid
model (ALHM) [10] is proposed by integrating time-varying
multiple linear model (TMLM), genetic algorithm (GA)
back propagation neural network (GABP) and the adaptive
learning online hybrid algorithm. [11] propose a convolu-
tional graph autoencoder to provide probabilistic forecasts of
future solar irradiance. The problem of spatio-temporal solar
irradiance forecasting is presented as a graph distribution
learning problem.

In this paper, ELM is utilized to construct PIs which
directly outputs the upper and lower bound of PIs. ELM
has advantages of less learning parameters, fast training
speed, and strong generalization ability [12], but it has the
downside of low generalization capability [11]. To overcome
the drawback of ELM, we utilize the stochastic sensitivity
(STSM) to achieve a low generalization error for future
unseen sample. Also, STSM improves the forecasting per-
formance by considering the following features:

Sensitivity: The model’s output fluctuations to unseen
samples with small differences (perturbations) from training
samples [13].

Stability: The model is stable enough to minimize forecast-
ing errors due to unseen samples, with strong generalization
ability and low sensitivity [13].

Reliability: The reliability measures the probability of the
true values lie in the PIs, which is usually evaluated by the
value of prediction interval coverage probability (PICP) [9],
[14].

Sharpness: The width of prediction interval coverage [15].
Robustness: The model is insensitive to the influence of

noise or minor disturbance [16].
Moreover, these LUBE-based methods [17] all focus on

narrower interval width and higher accuracy only without
considering the sensitivity of the model itself. Some error
evaluation metrics will not optimize the prediction interval,
but more improve the performance of point prediction, such
as RMSE [18]. Some methods [17], [19], [14], [15], [20],
[21] assess the performance of intervals by PICP or predic-
tion interval normalized average width (PINAW), etc., ig-
nore sensitivity. Multi-objective particle swarm optimization
approach as described in [9] only simultaneously optimizes
two goals, i.e., closeness to the target PIs nominal confidence

and the interval width of the upper and lower limits of the
PIs.

Therefore, in this paper, in addition to the width (sharp-
ness) and accuracy (reliability), sensitivity is considered for
robust forecasting. A multi-objective optimization algorithm
is utilized to train the neural network by optimizing these
three objectives (RSS). Moreover, this paper presents a
comprehensive evaluation indicator without artificial weight
distribution to evaluate the quality of the interval-valued
prediction model. Moreover, a technique of pre-training then
adjusting is used to narrow the searching range of the
optimization algorithm and to improve the algorithm effi-
ciency. After that, non-dominating sorting genetic algorithm
III (NSGA3) [22] was used to train the ELM, optimizing the
RSS. The major contributions of this work are:

1) A multi-objective optimization method is applied to
optimize the three objectives reliability, sharpness and
sensitivity simultaneously to achieve better generaliza-
tion ability and more accurate prediction interval. The
key advantage is that the three objectives are optimized
in a vector form, such that the selection of weights
for different objectives is not required before applying
the optimization. The final solution is selected from the
Pareto front which consists of a set of non-dominating
optimal solutions.

2) A new evaluation framework for RSS is proposed to
train ELM-based PIs model with higher generalization
capabilities. The RSS evaluates a PIs model in three
aspects: reliability, sharpness and sensitivity. In contrast
to traditional LUBE-based PIs learning which optimizes
the reliability and sharpness only, the optimization of
sensitivity in RSS enhances the robustness of the net-
work for future unseen samples with minor differences
from training samples.

3) A comprehensive evaluation indicator is proposed to
evaluate the interval-valued prediction results. This indi-
cator has the advantage of without assigning weights to
the model’s sharpness and reliability, which is suitable
for for the multi-objective optimization problem.

4) Extensive experiments are carried out to confirm the
superiority of P RSS. P RSS greatly reduces the width
of the prediction interval, by only losing a small amount
of prediction accuracy.

II. RSS EVALUATION FUNCTIONS

The solar irradiance interval-valued prediction model fore-
casts the solar irradiance of the next timestamp and gives a
prediction interval with a certain degree of confidence. One
of the goals of constructing the prediction interval is to keep
it as reliable and as sharp as possible. Therefore, measures to
evaluate the accuracy and width of the prediction interval are
necessary. These two measures had been reported in many
studies of interval-valued prediction [23], [24], [25]. Models
that produce stable results with a training set may perform
better in test sets or in practical applications, where high
uncertainty may be encountered due to various factors [22].
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Therefore, in addition to reliability and sharpness, sensitivity
is also considered in the P RSS.

A. Reliability and Sharpness

This paper employs PICP to assess the reliability of the
model’s performance, which can be evaluated by calculating
the probability that the target solar irradiance falls within the
PIs.

PICP =
1

N

N∑
i=1

ci (1)

ci =

{
0 Yi /∈ [Li, Ui]

1 Yi ∈ [Li, Ui]
(2)

where N is the number of samples, Yi is the target solar
irradiance, and Li, Ui are the lower bound and upper bound
of prediction interval respectively.

In general, higher PICP is preferred. But in a practical
situation, a common practice is to achieve a prescribed
probability (1−α), named PINC. Therefore, we propose an
evaluation function R to adapt to this situation as follows:

R = max((1− α)− PICP, 0) (3)

When PICP is lower than given PINC (1 − α), R =
max((1−α)−PICP, 0), when PICP is greater than (1−α),
R = 0. A lower R means stronger reliability of the given
prediction interval.

It is important to note that the PICP may not achieve the
PINC (1−α). Even if the PICP achieves PINC on the training
set, it maybe a little lower on testing set or in practical
applications. Therefore, we do not rigidly require that the
PICP be greater than (1 − α) and only treat the PINC as a
soft constraint.

When the interval covers the entire range of solar irradi-
ance, we can get a 100% PICP. However, this interval is
meaningless. We cannot get any information about future
solar irradiance. Therefore, an evaluation criterion to control
the width of the interval is needed, i.e., the prediction interval
average width (PIAW):

PIAW =
1

N

N∑
i=1

(Ui − Li) (4)

If the range of solar irradiance is known, then the predic-
tion interval normalized average width (PINAW) could be
calculated as:

PINAW =
1

N × r

N∑
i=1

(Ui − Li) (5)

where r is the maximum value of solar irradiance in each
data set.

In addition to simply considering the width of the interval,
a penalty function Pi is included for the deviation of the
prediction interval from the target solar irradiance:

ci =


Yi − Li Yi<Li

0 Yi ∈ [Li, Ui]

Ui − Yi Yi>Ui

(6)

When the target solar irradiance falls within the PIs, Pi =
0, otherwise, Pi equals the distance from the target solar
irradiance to the PIs boundary.

By combining PINAW and penalty function Pi, we pro-
pose an evaluation function SharpScore to evaluate sharpness:

SharpScore =
1

N × r

N∑
i=1

(Ui − Li + µPi) (7)

where µ is a penalty coefficient.

Fig. 1. The structure of ELM.

B. Stability

The training process should produce a stable model for
better generalization capabilities. Therefore an indicator to
evaluate the sensitivity of the model is necessary. The sen-
sitivity of P RSS is measured by the stochastic sensitivity
(STSM) derived from [26]. The STSM has been widely
applied in different applications, for instances, neural net-
work architecture selection [27], sample selection [28], time
sequence forcasting [29] and multilayer perceptron neural
network (MLPNN) training [26]. The STSM of a model f is
computed by the average output deviations yielded by small
perturbations to its input features:

ESQ

[
(∆y)2

]
=

1

N

N∑
i=1

E
[
(f(xi +∆x)− f(xi))

2
]

(8)

where xi is a d-dimension input of model f , ∆x ∈
[−Q,Q]

d denotes the perturbation within a distance of Q
in each dimension of the input features, ∆y is the output
perturbation of model f , and E() is the expectation operator.
In this work, P RSS would output upper bound and lower
bound at the same time, which means model f would return
a 2−dimensional vector. Therefore, we propose STSM for
multi-dimensional output:
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STSM = ESQ

[
(∆y)2

]
=

1

N

N∑
i=1

E
[
∥f(xi +∆x)− f(xi)∥2

]
(9)

where ∥ · ∥ means the 2−norm of a vector.
A quasi-Monte-Carlo-based method is used to calculate

STSM. ∆x is generated via an n-dimensional Halton se-
quence [30] with each coordinate ranging from [−Q,Q]. In
P RSS, 30 Halton points are used in the calculation of the
expectation term in Equation(9).

Finally, three objective functions (3), (7) and (9) are ob-
tained. The solar irradiance interval-valued prediction prob-
lem is turned into a multi-objective optimization problem:

Objectives: Build an optimal model to:
Minimize: SharpScore, STSM, R.

C. Comprehensive Evaluation Indicator

The goal is to build a solar irradiance interval-valued pre-
diction model with high reliability, sharpness, and stability.
A stable model will eventually be able to construct narrower
and more accurate PIs on test data with high uncertainty.
Therefore, we would evaluate PIs by PICP and PINAW. It
is difficult to identify the optimal result by using multiple
metrics at the same time. For example, a model with higher
accuracy but wider width and the other with lower accuracy
but narrower width. Therefore, many previous studies had
proposed their comprehensive indicators to integrate reliabil-
ity and sharpness [23], [24], [25]. However, these indicators
all require explicit or implicit weight distribution of the two
objectives. Here, we propose a new evaluation indicator that
does not require any weighing on PICP and PINAW:

CEI = max(1− PICP, α)× PINAW+

ρ(max(0.5− PICP, 0) +max(PINAW − 0.75, 0))
(10)

Where α comes from the PINC (1 − α). ρ is a penalty
coefficient, which should be selected to have a large value,
like 10000. The lower CEI stands for a better model re-
sult. When the result becomes better (higher PICP, lower
PINAW), the CEI would become lower, or vice versa. The
part max(1−PICP, α) will let CEI focus on PINAW when
PICP reaches PINC. This multiplication form eliminates the
problem of weight distribution. No matter how the weights
are assigned, there will be no change in the evaluation results
but just multiply a constant. Besides, we believe that results
with PICP < 50% or PINAW > 75% are unacceptable,
which are not practical. Therefore, we introduce a penalty
term (the right part in CEI). When PICP < 50% or
PINAW > 75%, CEI will increase significantly, and also
avoid the abnormal situation that CEI will get the minimum
value 0 when PINAW = 0.

III. SOLAR IRRADIANCE INTERVAL-VALUED PREDICTION
VIA RSS

P RSS is adopted for training an MLP for constructing PIs
by NSGA3 algorithm. It consists of two major components:
ELM pre-training and multi-objective optimization.

A. ELM Pre-training

If we use optimization algorithm on MLP directly, the
quality and efficiency of the underlying optimization might
be negatively affected by a large number of model parame-
ters [23]. ELM is a single hidden-layer feedforward neural
network, which randomly chooses the input weights and
analytically determines the output weights [31]. It greatly
reduces the number of parameters that need to be optimized
because the first layer weights are randomly assigned, which
do not participate in the learning step. The ELM structure
used in this article is shown in Fig. 1. The activation function
of hidden units is ϕ(x) = 1

1+ex , the activation function of
output units is a linear function l(x) = x. Given an input
vector x, the output value of hidden unit j is:

Oj(x) = ϕ(
d∑

i=1

wi,jxi + bj) (11)

where wi,j is the weight from input unit i to hidden unit
j, bj is the bias of hidden unit j. For an ELM with m hidden
units, we can get the output matrix H of the hidden layer as
below:

H =

O1(x)
...

Om(x)

 (12)

For a set of input vectors X = (x(1), x(2), · · · , x(N)), the
output matrix H would be

H =

O1(x
(1)) · · · O1(x

(N))
...

. . .
...

Om(x(1)) · · · Om(x(N))

 (13)

Then the output of the ELM would be(
U

L

)
= V H (14)

where V is a 2 ×m matrix, which represents the weight
from the hidden layer to the output layer. W represents the
weight from the input layer to the hidden layer in Fig. 1. By
randomly chooses the input weights, the matrix H has been
determined. Therefore, the problem becomes to optimize the
matrix V in Equation (14).

Since optimization algorithms are essentially search strate-
gies [22], if the range is too large, it may harm search
efficiency and quality of results. In our method, the range
of matrix H would be Rm×N . A pre-training then adjusting
method is proposed to reduce the search range. Since the
activation function of the output layer is a linear activation
function, and the upper and lower bounds of the output
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values should be near the target solar irradiance, we can
first set the target output values L and U to the target solar

irradiance Y , that is
(
U

L

)
= V H . This will get the pre-

training matrix V by solving this equation according to the
least-squares method. After that, we introduce an adjustment
matrix G ∈ [−1, 1]m×n, let V ∗ = V + G ∗ V , where
G ∗ V denotes the Hadamard product of G and V . The

final model output should be
(
U

L

)
= V ∗ H . Thus our

optimization parameter object becomes matrix G and its
range is [−1, 1]m×n.

B. Multi-objective Optimization

After pre-training the ELM, all parameters of P RSS have
been determined except for matrix G. Here, a multi-objective
optimization algorithm NSGA3 is performed to optimize the
matrix G by minimizing SharpScore, STSM and R. The
flowchart is shown in Fig. 2.

Fig. 2. The Flowchart of NAGA3.

The NSGA3 optimization algorithm used in P RSS can
be described in the following 5 steps:
S1. Initialize population

Randomly generate an initial population, where in each
individual represents a candidate matrix G.

S2. Non-dominating sorting
For each individual, the upper bounds and lower bounds
of prediction interval are calculated by the ELM model,
and then Sharpness, STSM and R can be further cal-
culated. After that, nondominating sort individuals in
population base on their Sharpness, STSM and R values,
and divide individuals into multiple ordered nondomi-
nated layers.

S3. Select parent population
Firstly, create an empty parent population which can
contain N individuals. Consequently, add the individuals
in the top ranked non-dominated layers to the parent
population in turn, until the limit is reached. For the
last included nondominated layers, not all individuals

can be selected to join the parent population. In this
situation, in order to satisfy the individual’s diversity, a
reference point-based method [22] is used for individual
selection.

S4. Check termination criteria
If the iteration reaches the limit, output the Pareto
optimality solutions (individuals belonging to the first
non-dominated layers) in parent population as results,
otherwise perform S5.

S5. Generate new population
Generate child population by recombination and muta-
tion [22] from parent population, and then combine it
with parent population as a new population. After that,
go to S2.

As a result, a set of Pareto optimality solutions is obtained.
It is hypothzised that the solutions obtained with the multi-
objective optimization algorithm are relatively stable. This
is because one of the objectives is to minimize STSM.
Therefore, we focus on the reliability and sharpness, use
CEI to evaluate these solutions and pick the solution with
the smallest CEI as our final prediction model.

TABLE I
PARAMETER VALUES

Parameters Values
Significance Level α 0.1

Q 0.01
Penalty Coefficient ρ 4

Number of Hidden Units 30
Maximum Number of Iterations 200

Population Size 100
Crossover Percentage 0.5
Mutation Percentage 0.5

Mutation Rate 0.04

TABLE II
PERFORMANCE OF THE PROPOSED METHOD ON A DIFFERENT NUMBER

OF HIDDEN UNIT FOR USADATA-1.

Hidden Units PICP[%] PINAW[%] CEI
10 90.63 43.37 0.0434
20 89.79 31.31 0.0320
30 89.10 27.47 0.0300
40 89.03 28.00 0.0307
50 88.98 35.74 0.0394

IV. EXPERIMENTS

Three sets of USA solar irradiance data and weather
data from National Renewable Energy Laboratory (https:
//www.nrel.gov/gis/data-tools.html) [32] are used to evaluate
the effectiveness of the proposed method. The latitude and
longitude of these three datasets are 30.25◦N 81.86◦W,
41.45◦N 84.46◦W, and 41.17◦N 75.42◦W respectively. Data
from 1st Jan 2010 to 31st Dec 2017 consist of sampling
frequency to be 30min/sample. Data from 1st Jan 2010 to
31st Dec 2016 are used for training and the rest for testing.
The collected data consists of 7 features, including times-
tamp, temperature (◦C), relative humidity (%), wind speed
(m/s), dew point (◦C), global horizontal irradiance (GHI)
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(W/m2), and clear sky GHI (W/m2). Some data processing
steps like normalization, feature difference (new features are
obtained by subtracting the corresponding features from half
an hour ago), feature intersection and feature selection are
performed before the half-hour-ahead prediction. Also, data
before sunrise have been removed. PICP and PINAW in
Equations (1) and (5) are used to evaluate accuracy and
interval width, respectively. CEI in Equation (10) is the
comprehensive evaluation indicator of the model.

The experiment is designed to compare the proposed
method with other methods, including lower upper bound
estimation method (LUBE) [23], optimal granule-based PIs
construction method (OGPIC) [33] and two particle swarm
optimization (PSO) based methods (MLP-PSO and MLP-
MOPSO) from [9]. Follow the suggestions from [22] and
[33], parameters of the proposed method are shown in Table
I. All methods share the same PINC, number of hidden units,
and population size. PSO based methods would have a higher
maximum number of iterations like 2000.

Firstly, we analyze the effect of using a different number
of hidden layer units. Table II summarizes the PICP, PINAW,
STS and CEI results for the proposed method with a various
number of hidden layer units from 10 to 50. Table II shows
that as the number of hidden layer units changes from 10
to 50, CEI becomes lower and then higher, and the network
with 30 hidden units performs best with the lowest CEI. On
one hand, as the number of hidden units increases, the ELM
becomes more complex, and its performance should be better
58. On the other hand, the increase in complexity means that
NSGA3 needs to optimize more parameters and it is more
difficult to find a better solution. The experiment in Table II
shows that 30 hidden units could balance these two points
and achieve a good result.

Secondly, we construct a comparative experiment on the
effectiveness of RSS-based multi-objective optimization. The
comparison method used is the same as the method except
that genetic algorithm (GA) is used for single-objective
optimization with CEI as the objective function. The result
is shown in Table III. It can be seen that the proposed RSS-
based multi-objective optimization algorithm is better than
the single-objective optimization algorithm on all three data
sets, which proves the effectiveness of the proposed method.
Also, the proposed method behaves differently on 3 datasets,
and obtains the highest PICP on USAdata-3. This is because
solar irradiance would be affected by geographical location
and climate change. USAdata-3 is located in the center of the
United States, far from the ocean, and has less rainfall, so
the accuracy of the solar irradiance prediction will be higher.

Table IV shows the experimental result on three datasets
yielded by LUBE, OGPIC, MLP-PSO, MLP-MOPSO, and
the proposed method. The proposed method yields the min-
imum value on CEI in all three datasets, i.e., the proposed
method performs the best on all three data sets. Also, the
proposed method achieves minimum values on PINAW of
all three datasets. Compared to MLP-MOPSO, the proposed
method is 21.20%, 18.43%, 30.92% narrower on PINAW and
only takes the expense of 1.96%, 1.78%, 0.23% on PICP in

Fig. 3. Proposed method (P RSS) vs LUBE for USAdata-1.

Fig. 4. Proposed method (P RSS) vs OGPIC for USAdata-1.

all three datasets respectively. It can be seen that the PIs
given by proposed method exchanges a large improvement
on PINAW at the expense of a small amount of PICP to
get a better overall result. Besides, Tables V and VI show
the comparison of results for different seasons for USAdata-
1. Compared to other methods, the proposed method yields
the lowest CEI among five comparison methods in all four
seasons. Therefore, the proposed method is more robust to
different seasons. Compared to LUBE, the proposed method
can decrease the PINAW by 35.11%, 30.15%, 48.41% and
43.33% in Spring, Summer, Autumn and Winter, respectively.
Besides that, the proposed method yields large PINAW in
Summer. It is reasonable because poor weather conditions
(e.g. showers) occur in summer. Fig. 3 to Fig. 6 show the
comparison between the proposed method with LUBE, OG-
PIC, MLP-PSO and MLP-MOPSO for USAdata-1 respec-
tively. The ordinate is the solar irradiance, and the abscissa
is the timestamp from 1st Jan 2010 (half-hour per stamp).
These figures show that the PIs provided by P RSS yield a
less interval width than other methods, which is consistent
with the results given in Table IV.

V. CONCLUSION

This paper presents a novel solar irradiance interval-
valued prediction model, P RSS, that reduces sensitivity to
unseen samples and enhances the robustness of model with
high generalization capabilities. An evaluation framework is
developed to evaluate the reliability, sharpness and sensitivity
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TABLE III
COMPARISON BETWEEN MULTI-OBJECTIVE METHOD AND SINGLE OBJECTIVE METHOD.

Objectives USAdata-1 USAdata-2 USAdata-3
PICP [%] PINAW [%] CEI PICP [%] PINAW [%] CEI PICP [%] PINAW [%] CEI

Multiple: RSS 89.10 27.47 0.0300 88.62 24.92 0.0284 91.60 30.40 0.0304
Single: CEI 89.27 29.99 0.0322 88.73 30.40 0.0343 90.79 32.42 0.0324

TABLE IV
THE FORECASTING PERFORMANCE OF VARIOUS METHODS FOR THREE DATASETS.

Method USAdata-1 USAdata-2 USAdata-3
PICP[%] PINAW[%] CEI PICP[%] PINAW[%] CEI PICP[%] PINAW[%] CEI

LUBE 88.78 39.37 0.0442 89.16 38.89 0.0422 90.53 35.85 0.0359
OGPIC 87.82 28.49 0.0347 89.88 31.66 0.0320 90.73 36.94 0.0369

MLP-PSO 90.00 45.94 0.0459 89.40 38.82 0.0411 89.30 38.84 0.0392
MLP-MOPSO 90.88 34.86 0.0358 90.23 30.55 0.0306 91.81 44.01 0.0440

P RSS 89.10 27.47 0.0300 88.62 24.92 0.0284 91.60 30.40 0.0304

TABLE V
RESULTS COMPARISON FOR USADATA-1 IN SPRING AND SUMMER.

Method Spring Summer
PICP[%] PINAW[%] CEI PICP[%] PINAW[%] CEI

LUBE 89.92 39.28 0.0396 87.47 42.62 0.0534
OGPIC 85.81 26.26 0.0373 89.97 32.86 0.0330

MLP-PSO 94.42 54.30 0.0564 89.03 44.41 0.0487
MLP-MOPSO 91.48 39.29 0.0393 89.52 34.07 0.0357

P RSS 87.67 25.49 0.0314 89.29 29.77 0.0319

TABLE VI
COMPARISON RESULTS FOR USADATA-1 IN AUTUMN AND WINTER.

Method Autumn Winter
PICP[%] PINAW[%] CEI PICP[%] PINAW[%] CEI

LUBE 88.55 46.32 0.0530 89.14 45.92 0.0499
OGPIC 88.65 30.10 0.0342 86.58 23.74 0.0319

MLP-PSO 85.74 40.40 0.0576 90.87 43.60 0.0436
MLP-MOPSO 89.99 34.28 0.0343 92.94 35.21 0.0352

P RSS 87.58 26.80 0.0332 91.09 26.02 0.0260

Fig. 5. Proposed method (P RSS) vs MLP-PSO for USAdata-1.

for model training. A multi-objective optimization method
NSGA3 is used to train the pre-training ELM model. The
method automatically tunes the model parameters by op-
timizing RSS without the need to select weights. Besides,
a new evaluation indicator CEI is proposed to evaluate the
interval prediction results for models using multi-objective
optimization. Experiment results show that the proposed
method performs better as compared to single-objective op-

Fig. 6. Proposed method (P RSS) vs MLP-MOPSO for USAdata-1.

timization models. Also, it has been determined that the
proposed method yield the smallest CEI and PINAW values,
based on case studies performed on with various data sets,
seasons, and PINC values. It is worth menitioning that
the proposed method sacrifices a small amount of PICP in
exchange for a substantial decrease in PINAW, and ultimately
provides the best overall result. The effectiveness of this
interval-valued prediction model for improving other smart
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grid applications including power demand forecasting and
wind power prediction will be future work.
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