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Abstract—This paper investigates the privacy-preserving dis-
tributed economic dispatch (DED) problem of islanded micro-
grids. To improve the convergence rate of the DED algorithm,
an accelerated consensus scheme is adopted by utilizing a short
memory. Then, a privacy-preserving strategy is introduced to
prevent sensitive information leakage by adding well-designed
perturbations into the proposed consensus algorithm at the initial
time instant. The primary objective of this paper is to design a
privacy-preserving accelerated consensus scheme to achieve a bal-
ance between supply and demand at the globally minimized cost
while preserving the initial local demand information. By virtue
of rigorous algebra manipulation and mathematical induction, a
unified framework is established under which the convergence,
the optimal convergence rate, and the optimality of the proposed
DED algorithm are simultaneously analyzed, and the main
results are extended to satisfy the privacy-preserving needs.
Furthermore, the proposed privacy-preserving DED algorithm is
shown to be resilient against both internal (honest-but-curious)
and external eavesdroppers. Finally, the effectiveness of the
developed privacy-preserving accelerated consensus algorithm is
validated on the IEEE 39-bus power systems.

Index Terms—Microgrids, accelerated consensus algorithm,
privacy preservation, distributed economic dispatch, edge-based
additive perturbations.

I. INTRODUCTION

With the rapid advancement of renewable generation tech-
nologies, the recent years have witnessed a refreshed impetus
to the research on intelligent microgrid due to its clear the-
oretical significance and practical insights [1]–[6]. As one of
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the active research topics concerning microgrids, the economic
dispatch (ED) problem has received a great deal of attention
[7], [8]. In general, the main aim of ED is to develop an
optimization algorithm to solve the power allocation problem
at minimal generation cost under practical physical constraints.
With the nowadays massive access to distributed generators,
online calculation and real-time operation become increasingly
important especially for microgrids of large scale [9], [10].
In this case, most of the traditional centralized optimization
algorithms are no longer effective and therefore the distribut-
ed implementation of optimization algorithms has recently
aroused much research interest in achieving the desired au-
tonomy, flexibility and scalability, see e.g. [11]–[15] and the
references therein.

Inspired by the idea of coordinated control of multi-agent
systems, a number of consensus-based schemes have been suc-
cessfully developed to deal with the ED issue of microgrids.
For example, a consensus-plus-innovation distributed econom-
ic dispatch (DED) algorithm has been proposed in [16] through
introducing a feedback mechanism (with a decaying factor) to
the consensus update step so as to ensure the optimality and
convergence of the algorithm. A consensus-based approach
(with a fixed feedback gain) has been developed in [8], and the
upper bound of such a gain has been further discussed in [17].
Moreover, a novel consensus-based algorithm has been applied
in [18] to address the social welfare problem. In addition,
in the context of networked systems, some efforts have been
devoted to the investigation of consensus-based DED schemes
under network-induced phenomena including packet losses
[19], communication delays [9], and cyber-attacks [20]. It
should be pointed out that the most of the existing DED
approaches focus on convergence and optimality, while little
attention is paid to the dynamic performance of the optimiza-
tion algorithm, and this motivates the current investigation.

Convergence rate, which serves as one of the most important
dynamic performance indices for the DED algorithm, quanti-
fies the ability to respond to time-varying conditions and even
emergencies in practical microgrids [21]. So far, the results on
the convergence rate analysis of the DED algorithm have been
really scattered. In [17], the convergence rate of the algorithm
has been discussed under different topological conditions and
the feedback gains have been determined via a large number
of simulation tests. The finite- and fixed-time DED algorithms
have been developed in [21], [22] whose implementation
might be difficult due to the involved nonlinearities and time
complexity. In [23], a minimum-time consensus scheme has
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been put forward to solve the ED problem of microgrids via
utilizing the historical local information and the normalized
kernel of the Hankel matrix, at the cost of occupying a certain
amount of storage and computing resources. In addition, a nov-
el consensus-based approach has been proposed in [24] with
fast convergence speed for the DED problem of microgrids.
Despite the rather fruitful results in the past few years, there is
a lack of quantitative evaluation of the improved convergence
rate in terms of certain appropriate index, and we are therefore
encouraged to shorten such a gap.

To implement the DED algorithm, agents are required to
exchange data with their neighbors over a typically open com-
munication network, and this may result in the issue of privacy
leaks, for example, the adversaries (or rivals) could manipulate
the electricity market and even attack microgrids via stealing
sensitive information about power grids [3], [25], [26]. To
enhance the security of the DED algorithms, some privacy-
preserving techniques have been developed in the literature,
which can be basically classified into two categories, namely,
the cryptography-based [27]–[29] and the noise-injected ones
[30]–[33]. The cryptography-based approach, which is known
to be computationally expensive, encrypts the transmitted data
and constructs the artful information interaction mechanism
with help from the algebraic number theory. On the other hand,
the noise-injected approach masks the true data via injecting
a well-designed noise (or noise sequence) as motivated by
the idea of obfuscation. Of course, there are still some other
privacy-preserving distributed algorithms such as the state-
decomposition technique [34], [35], the information-theoretic
method [36], and the hot-pluggable approach [37].

It is worth noting that the privacy-preserving perfor-
mance may be compromised under the existing noise-injected
schemes. For example, though a differentially private scheme
can be achieved by inserting the decaying and independent
noise sequences over the entire time domain, there is an issue
with the overall accuracy and one would have to play the
tradeoff between the convergence accuracy and the privacy
level [32]. To ensure exact convergence, a series of zero-sum
correlated noises can be injected onto the state variables to ob-
fuscate true value [30], [33] but, unfortunately, such a privacy-
preserving mechanism is vulnerable to external eavesdroppers.
In addition, some additive perturbation signals have been
constructed in [31] to prevent the disclosure of sensitive infor-
mation, but the corresponding privacy-preserving performance
may be compromised against the internal eavesdroppers. To
this end, there appears to be an urgent need to explore a
more effective privacy-preserving scheme that ensures exact
convergence of the DED algorithm while preventing privacy
disclosure.

In view of the above discussions, we endeavor to further
investigate the privacy-preserving DED problem of microgrids
in a quantitative way, where the essential difficulties we are
going to face lie in the following three aspects: 1) how to
develop a suitable DED algorithm to improve the convergence
rate without sacrificing computation/communication cost? 2)
how to design a privacy-preserving scheme that takes both
convergence accuracy and privacy-preserving performance
into account? and 3) how to evaluate algorithm performance

in terms of convergence, convergence rate, optimality and
privacy? To tackle the above-mentioned difficulties, we are
devoted to developing an accelerated consensus scheme with
edge-based additive perturbations in order to achieve optimal
ED without sensitive information disclosure. Correspondingly,
three primary contributions made in this paper are summarized
as follows.

1) A novel consensus-based algorithm is proposed to
achieve the optimal ED, where the improved conver-
gence rate is quantitatively characterized with help of a
dedicatedly defined asymptotic convergence factor.

2) With the aid of the algebra analysis technique and
the mathematical induction approach, the framework
for performance analysis is established in terms of
the convergence, the optimal convergence rate, and the
optimality of the proposed DED optimization algorithm.

3) A privacy-preserving scheme is designed by adding
edge-based perturbations, which is capable of ensuring
exact convergence (without perturbation effects) and
satisfactory security (against external eavesdroppers and
internal honest-but-curious nodes).

The remainder of this paper is arranged as follows. Section
II gives some preliminaries on the structure of the microgrid,
the optimization problem, the basic DED algorithm, and our
research objectives. In Section III, an accelerated consen-
sus scheme is presented and the optimal convergence rate
is derived. Section IV introduces a privacy-preserving data
exchange scheme, where the convergence and privacy analyses
are carried out. Simulation studies are conducted in Section
V to illustrate the theoretical results and, finally, Section VI
gives some concluding remarks.

Notation: Rn (Cn) and Rn×m (Cn×m) refer to, respec-
tively, the n-dimensional real (complex) vector space and the
n×m real (complex) matrix space. 1N (0N ) denotes an N -
dimensional column vector with all ones (zeros). IN stabds for
an identity matrix of N dimensions. AT means the transpose
of matrix A. |a| and ∥a∥2 denote, respectively, the modulus
and the 2-norm of vector a. colN{xi} denotes a column vector
with xi being the ith vector. diagN{Ai} describes a block-
diagonal matrix diag{A1, A2, · · · , AN}.

II. PRELIMINARIES

A. The Microgrid Structure

A typical microgrid consists of physical and cyber systems
whose schematic structure is shown in Fig. 1, where the physi-
cal system refers to an interconnected electric power grids that
contains flexible loads and distributed generators (DGs), and
the cyber layer is depicted by a communication network whose
main aim is to improve the efficiency of electricity dispatch
and promote relative fairness for all participants (including
both suppliers and consumers) [7].

In this paper, we assume that each agent (node) is connected
with a few loads and a DG, and is able to obtain local supply
and demand information. The communication network can be
depicted by an undirected graph G = (V, E ,A) where V =
{1, 2, · · · , N} is the set of nodes, E = {(i, j)|i, j ∈ V} ⊆
V × V is the set of edges, and A = [aij ] ∈ RN×N is the
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Fig. 1. Microgrid Structure.

adjacency matrix with nonnegative elements, respectively. The
adjacent element aij = 1 if and only if the edge (j, i) ∈ E ,
and otherwise aij = 0. The neighborhood set of node i is
denoted as Ni = {j|(i, j) ∈ E , i ̸= j}. The Laplacian matrix
is described by L = D − A with the degree matrix D =
diagN{di} where di =

∑
j∈Ni

aij . In addition, the undirected
graph G is assumed to be connected in our paper.

B. The Optimization Problem

In general, the main objective of ED of islanded microgrids
is to maintain the global balance between the generation power
and the load demand at the least generation cost under practical
physical constraints.

Now, let us formalize the optimization problem. For an
underlying microgrid with N agents, the ED problem is
described as

min
{PG

1 ,...,P
G
N }

N∑
i=1

Ci
(
PGi

)
s.t.

N∑
i=1

PGi =
N∑
i=1

PDi = PD,

Pmin
i ≤ PGi ≤ Pmax

i , (1)

where PDi is the local demand, PGi is the local gener-
ation power, PD is the total demand satisfying condition∑
i∈V P

min
i ≤ PD ≤

∑
i∈V P

max
i , and the generation cost

Ci(P
G
i ) of agent i is expressed as the following quadratic

function:

Ci(P
G
i ) = ai(P

G
i )2 + biP

G
i + ci. (2)

Here, ai > 0, bi > 0, and ci > 0 are the proper cost
coefficients. For ease of analysis, the cost function (2) can
rewritten as

Ci(P
G
i ) =

(PGi − ψi)
2

2ϕi
+ ιi, (3)

where ϕi = 1
2ai

, ψi = − bi
2ai

, and ιi = ci− b2i
4ai

. Subsequently,
define the incremental cost of node i as

λi =
dCi(P

G
i )

dPGi
=
PGi − ψi

ϕi
. (4)

For the physical explanation of the cost function (2), we refer
the readers to [7].

C. The Common Consensus-Based ED Algorithm

In order to solve the optimal ED problem (1), the consensus
algorithm proposed in [8] is given as follows:

λi,k+1 = λi,k + ϵ1
∑
j∈Ni

aij(λj,k − λi,k) + εisi,k,

PGi,k+1 =


Pmax
i , λi,k+1 ≤ λmax

i ,

ϕiλi,k+1 + ψi, λmin
i < λi,k+1 < λmax

i ,

Pmin
i , λi,k+1 ≥ λmin

i ,

si,k+1 = si,k + ϵ2
∑
j∈Ni

aij(sj,k − si,k)− (PGi,k+1 − PGi,k),

(5)
where λi,k, si,k, (i ∈ V) are, respectively, the incremental
cost and the local estimated mismatch between the power
generation and the demand, εi > 0 is a small gain parameter,
ϵ1, ϵ2 ∈ (0, 1

max{d1,d2,··· ,dN}+1 ) are the coupling constants,

λmin
i =

Pmin
i −ψi

ϕi
and λmax

i =
Pmax

i −ψi

ϕi
. Furthermore, the

initial value of the consensus algorithm (5) can be set as
follows: 

PGi,0 ∈ [Pmin
i , Pmax

i ],

λi,0 =
PG

i,0−ψi

ϕi
,

si,0 = PDi − PGi,0.

(6)

It should be pointed out that the optimization problem (1) is
solved by the consensus algorithm (5) in the following lemma.

Lemma 1: [8] Consider the consensus-based DED algo-
rithm (5) under the condition (6). If the undirected graph G
is connected and the scalar εi satisfies εi ∈ (0, ε̄), then
the algorithm (5) converges to the optimal solution of the
optimization problem (1), i.e.,

lim
k→∞

λi,k = λ⋆, lim
k→∞

si,k = 0, lim
k→∞

PGi,k = P ⋆i , i ∈ V. (7)

Here, the explicit expressions of λ⋆ and P ⋆i are written as
follows:

λ⋆ =

∑N
i=1 P

D
i −

∑
i∈V1

P ⋆i −
∑
i∈V2

ψi∑
i∈V2

ϕi
,

P ⋆i =


Pmin
i , λ⋆ < λmin

i , i ∈ V1,

ϕiλ
⋆ + ψi, λmin

i ≤ λ⋆ ≤ λmax
i , i ∈ V2,

Pmax
i , λ⋆ > λmax

i , i ∈ V1,

(8)

where V1,V2 are the subset of nodes satisfying V1 ∪ V2 = V
and V1 ∩ V2 = ∅. If node i (i ∈ V1), then the corresponding
generator outputs the maximum or minimum power.

Note that the scalar εi plays a vital role in ensuring the
convergence of the algorithm (5), and its upper bound ε̄ is
discussed in Proposition 2 of [17] by means of a result of the
optimal matching distance.

D. The Research Objectives

Before presenting our main objective, two definitions con-
cerning the convergence rate and the privacy are given as
follows.
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Definition 1: [39] The asymptotic convergence factor is
described by

rasym = sup
x0 ̸=x⋆

lim
k→∞

(∥xk − x⋆∥2
∥x0 − x⋆∥2

)1/k

,

where x⋆ = limk→∞ xk.
Definition 2: [35] For the topology G of N nodes, the

privacy of all nodes is said to be preserved, if external
eavesdroppers and internal honest-but-curious nodes cannot
estimate/infer power sensitive information with any accuracy.

We are now in a position to state the research objectives of
this paper as follows.

1) Design an accelerated consensus scheme to realize op-
timal power distribution at the lowest generation cost
with the fastest convergence rate for an improved DED
algorithm.

2) Develop a privacy-preserving algorithm to prevent the
sensitive information from being inferred (or estimated)
by internal honest-but-curious agents or external eaves-
droppers with any guaranteed accuracy.

Remark 1: It is worth noting that the privacy-sensitive data
includes the local demand, the generation parameters, and the
generation power, all of which involve significant business
information and consuming habits/behaviors, even the safe and
reliable operation of power grids [3]. For example, a competi-
tor who aims to pursue more profit may manipulate its power
output to upset the electricity market when the individual
sensitive data is revealed by eavesdroppers. In addition, if the
individual demand is stolen, the burglar might enter into the
consumer’s home when the residence is empty, resulting in un-
necessary property damage or loss. Note that the initial value
of the distributed algorithm plays an important role in optimal
power dispatch and power-sensitive information preservation
in this paper. As a result, it is of practical significance to
develop a privacy-preserving DED algorithm to preserve the
initial value, which is capable of ensuring the optimal power
dispatch without sensitive information disclosure.

Remark 2: Actually, it is much simpler and more efficient
to implement the distributed algorithm over undirected graphs
than over directed graphs in actual engineering. The undirected
graphs are used to stand for the communication networks
where communication devices operate in the so-called full-
duplex mode [38] that allows communication devices to trans-
mit and receive information, simultaneously. Compared with
directed communication networks, the distributed algorithm
over undirected graphs does not require any additional infor-
mation about the nominal out-degrees, and can achieve fast
convergence since more information are exchanged.

III. ACCELERATED CONSENSUS SCHEME

In this section, an accelerated consensus algorithm is devel-
oped to solve the ED problem (1), and then the optimal con-
vergence rate is derived by taking advantage of the algebraic
analysis method. Furthermore, the optimality of the proposed
algorithm is analyzed by mathematical induction.

Motivated by the idea of short memory [40], [41], the
accelerated DED algorithm is given as follows:

λi,k+1 = α
(
λi,k + ϵ1

∑
j∈Ni

aij(λj,k − λi,k) + εisi,k

)
+ (1− α)λi,k−1,

PGi,k+1 =


Pmax
i , λi,k+1 ≤ λmax

i ,

ϕiλi,k+1 + ψi, λmin
i < λi,k+1 < λmax

i ,

Pmin
i , λi,k+1 ≥ λmin

i ,

si,k+1 = α
(
si,k + ϵ2

∑
j∈Ni

aij(sj,k − si,k)

− (PGi,k+1 − PGi,k)
)
+ (1− α)si,k−1,

(9)
where α ∈ (1, 2) is an unknown parameter to be designed,
and

λi,−1 = λi,0, si,−1 = si,0, i ∈ V. (10)

To obtain our main results, the performance analysis is
divided into two parts: the DED algorithm without and with
practical constraints.

We first consider the DED algorithm without generation
constraints, and the corresponding algorithm (9) can be de-
scribed by

λi,k+1 = α
(
λi,k + ϵ1

∑
j∈Ni

aij(λj,k − λi,k) + εisi,k

)
+ (1− α)λi,k−1,

si,k+1 = α
(
(1− εiϕi)si,k + ϵ2

∑
j∈Ni

aij(sj,k − si,k)

− ϵ1ϕi
∑
j∈Ni

aij(λj,k − λi,k)
)
+ (1− α)si,k−1.

(11)
For simplicity, let us denote

λk = colN{λi,k}, sk = colN{si,k}, xk = [ λTk sTk ]T ,

Φ = diagN{ϕi}, ε = diagN{εi}, ς = 1TNΦ1N .

The compact form of the DED algorithm (11) can be
expressed as follows:

xk+1 = αTxk + (1− α)xk−1, (12)

where

T =

[
A1 εI

Φ(IN −A1) A2 − εΦ

]
,

A1 = IN − ϵ1L, A2 = IN − ϵ2L.

Note that A1 and A2 are doubly stochastic matrices, which
satisfy A11N = A21N = 1N and 1TNA1 = 1TNA2 = 1TN .

Before proceeding further, let us introduce the following
important lemma.

Lemma 2: If matrices A1 and A2 are doubly stochastic and
the scalar εi satisfies εi ∈ (0, ε̄), then matrix T has a simple
eigenvalue 1 and all the remaining 2N − 1 eigenvalues κi
(i = 2, 3, · · · , 2N) satisfy ρ = max{|κ2|, |κ3|, · · · , |κ2N |} <
1. Moreover, the left and right eigenvectors corresponding
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to eigenvalue 1 are v = [1TNΦ 1TN ]T /ς , u = [1TN 0TN ]T ,
respectively.

Proof: The proof follows the similar line of that of
Lemma 1 in [28], and is therefore skipped here.

In light of Definition 1 and Lemma 2, one has that the con-
vergence rate of the common consensus algorithm (5) without
generation constraints is ρ. In other words, the convergence
rate of accelerated consensus algorithm (11) is ρ when α = 1.
In what follows, the performance of algorithm (11), in terms
of the convergence, the convergence rate and the optimality,
is evaluated in the following theorem.

Theorem 1: For the accelerated consensus-based ED algo-
rithm (11) with initial conditions (6), (10), if all DGs have no
physical constraints with the connected graph G and the scalar
εi satisfies εi ∈ (0, ε̄), then the algorithm (11) converges to
the optimal solution (7) of the ED problem (1) with the optimal
convergence rate

r⋆ =
ρ

1 +
√
1− ρ2

< ρ < 1 (13)

via selecting the following optimal α⋆

α⋆ =
2

1 +
√

1− ρ2
∈ (1, 2). (14)

Proof: Let us first analyze the convergence and conver-
gence rate of the proposed distributed ED algorithm.

It follows from Lemma 2 that vectors u, v are the
right and left eigenvectors of matrix T corresponding to
the eigenvalue 1. Then, we know that there exists an in-
vertible matrix Q ,

[
u q1 · · · q2N−1

]
(with it-

s inverse Q−1 ,
[
v r1 · · · r2N−1

]T
) such that

Q−1TQ = diag{1, κ2, · · · , κ2N} for vectors qi, ri ∈ C2N

(i = 1, 2, · · · , 2N − 1).
Define the consensus error as x̄k = (I −uvT )xk. Based on

the fact that uvTT = TuvT = uvTuvT = uvT , the dynamics
of consensus error system can be described by

x̄k+1 = α(T − uvT )xk + (1− α)(I − uvT )xk−1

= α(T − uvT )(xk − uvTxk) + (1− α)x̄k−1

= α(T − uvT )x̄k + (1− α)x̄k−1. (15)

Noting that rank(uvT ) = rank(vTu) = 1 and vTu = 1, we
have that the matrix uvT has a simple eigenvalue 1 with other
eigenvalues being 0. As a result, the matrix T−uvT can be ex-
pressed as T−uvT = QJQ−1 with J , diag{0, κ2, · · · , κ2N}
and its spectral radius is ρ < 1.

In what follows, by denoting ηk =
[
x̄Tk x̄Tk−1

]T
, we

obtain

ηk+1 = Θηk, (16)

where

Θ =

[
α(T − uvT ) (1− α)I2N

I2N 02N×2N

]
.

Since Q−1(T − uvT )Q is diagonal, one has

Θ̃ = diag{Q−1, Q−1}Θdiag{Q,Q}, (17)

where Θ̃ =

[
αJ (1− α)I2N

I2N 02N×2N

]
.

By means of an appropriate permutation of the columns and
rows, the matrix Θ̃ can be transformed into a block diagonal
matrix Θ̃ = diag2N{Θ̃i} where

Θ̃i =

[
ακi 1− α

1 0

]
(18)

with κ1 = 0. Furthermore, the eigenvalues τ1i , τ2i of the
matrix Θ̃i can be written as

τ1i,2i =
ακi ±

√
∆Θ̃i

(α)

2
, (19)

where ∆Θ̃i
(α) = α2κ2i −4α+4, and |τ11 | = |τ21 | =

√
α− 1.

The next step is to minimize maxi∈V{|τ1i |, |τ2i |} via se-
lecting the optimal α. Note that if α2ρ2 − 4α + 4 ≥ 0, then

maxi∈V{|τ1i |, |τ2i |} =
αρ+

√
α2ρ2−4α+4

2 , f(α). In this case,
the definition domain of α is calculated as α ≤ 2

1+
√

1−ρ2
=

α⋆ ∈ (1, 2), and those α satisfying α ≥ 2

1−
√

1−ρ2
≥ 2 is

discarded. As a result, the optimal convergence rate can be
written as:

r⋆ = min
α∈

(
1, α⋆

] f(α). (20)

It is not difficult to calculate that the function f(α) is mono-
tonically decreasing when α ∈

(
1, α⋆

]
. Hence, the minimum

spectral radius of matrix is r⋆ = f(α⋆) = ρ

1+
√

1−ρ2
< ρ < 1.

It follows from ∆Θ̃i
(α⋆) ≤ 0 (i = 2, 3, · · · , 2N ) that

|τ1i | = |τ2i | =
√
α⋆ − 1 =

ρ

1 +
√
1− ρ2

∈ (0, 1). (21)

In addition, when α ∈ [α⋆, 2), the spectral radius is expressed
as r =

√
α− 1, and its minimum value is also r⋆. To sum up,

the minimum spectral radius of matrix Θ is r⋆ = ρ

1+
√

1−ρ2
<

1 with the optimal α⋆, which concludes that the optimal
convergence rate is r⋆, and therefore limk→∞ ηk = 0.

In what follows, we are ready to carry out the optimality
analysis of the DED algorithm by mathematical induction.
Note that uvTx1 = uvTx0 is true. Assume that uvTxk =
uvTxk−1 holds, one has

uvTxk+1 = αuvTTxk + (1− α)uvTxk−1

= αuvTxk + (1− α)uvTxk

= uvTxk, (22)

which further leads to

uvTxk+1 = uvTxk = · · · = uvTx0 = vTx0u.

Hence, the algorithm (11) converges to λ⋆ = limk→∞ λi,k =

vTx0 =
1TNΘλ0+1TNϕ0

ς , and hence limk→∞ si,k = 0 for ∀i ∈ V .
The proof is now complete.

The above theorem shows that the developed accelerated
consensus algorithm without constraints can converge to the
optimal incremental cost λ⋆ with the optimal convergence rate
r⋆. Next, we are ready to deal with the general case with
generation constraints.
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Theorem 2: For the accelerated consensus-based ED algo-
rithm (9) with initial conditions (6), (10), if communication
graph G is connected and the scalar εi satisfies εi ∈ (0, ε̄),
then the algorithm (9) converges to the optimal solution (7) of
the ED problem (1) with the optimal convergence rate

r⋆ =
ρ′

1 +
√
1− ρ′2

< ρ′ < 1

via selecting the following optimal α⋆

α⋆ =
2

1 +
√

1− ρ′2
∈ (1, 2).

where ρ′ is the modulus of the largest eigenvalue of matrix T̃
except 1, and the matrix T̃ is denoted in (25).

Proof: Recalling the constraint condition
∑
i∈V P

m
i ≤

PD ≤
∑
i∈V P

M
i , it is known from the Karush-Kuhn-Tucker

(KKT) necessity condition [42] that there exists at least one
generator that is not saturated when supply-demand balance
is achieved. If all local power generation is unsaturated at any
time instant (i.e., PGi,k ∈ [Pmin

i , Pmax
i ], ∀k ∈ {0, 1, · · · }, ∀i ∈

V), then the corresponding proof follows readily from Theo-
rem 1. As such, we only investigate the saturated case.

Inspired by [8], denote Λk =
∑N
i=1 λi,k and Sk =∑N

i=1 si,k. In light of the algorithm (11), one has

Λk+1 = αΛk + (1− α)Λk−1 + α
N∑
i=1

εisi,k,

Sk+1 = αSk + (1− α)Sk−1 − α

N∑
i=1

εiϕisi,k. (23)

Without loss of generality, we assume Sk > 0. It is
observed that Λk will increase and the sum of all generation
power

∑N
i=1 P

G
i will also increase in light of the established

relationship in (4). Meanwhile, the mismatch Sk will decrease.
After sufficiently long time kt, if PGi,kt is saturated, then
PGi,k stays unchanged for ∀k > kt since the increment cost
λi,k approaches to the same value. Hence, for k > kt,
the accelerated algorithm with generation constraints can be
written by:

xk+1 = αT̃xk + (1− α)xk−1, (24)

where

T̃ =

[
A1 εI

Φ̃(I −A1) A2 − εΦ̃

]
,

Φ̃ , diag{ϕ̃1, ϕ̃2, · · · , ϕ̃N},

ϕ̃i ,
{

0, if i ∈ Ω1(P
G
i,k) ∪ Ω2(P

G
i,k) for k ≥ kt,

ϕi, otherwise,

Ω1(P
G
i ) , {i|PGi = Pmax

i },
Ω2(P

G
i ) , {i|PGi = Pmin

i }. (25)

Next, following the similar proof line of Theorem 1, the
accelerated algorithm can converge to the optimal solution (7)
of the optimization problem (1), and the proof is omitted here.

IV. PRIVACY-PRESERVING SCHEME

In this section, the privacy-preserving DED algorithm is first
provided by introducing edge-based perturbations at the initial
time instant, and then the convergence and optimality of the
proposed algorithm are discussed. Furthermore, the privacy
analysis is conducted to show the security against external
and internal (honest-but-curious) adversaries.

A. Privacy-Preserving DED Algorithm

At the initial time instant, each agent produces some per-
turbation signals that are injected into edges in the communi-
cation graph. To be more specific, agent i generates a group
of perturbations πji ∈ R and transmits ŝji,0 = si,0 + πji to
its neighboring node j (j ∈ Ni). Furthermore, the privacy-
preserving accelerated consensus algorithm is designed as:

λi,1 = α
(
λi,0 + ϵ1

∑
j∈Ni

aij(λj,0 − λi,0) + εisi,0

)
+ (1− α)λi,−1,

si,1 = α
(
si,0 + ϵ̂2

∑
j∈Ni

aij(ŝ
i
j,0 − si,0) + ϵ̂2π

i
i

− (PGi,1 − PGi,0)
)
+ (1− α)si,−1,

(26)

where ϵ̂2 is a non-zero constant, εi ∈ (0, ε̄) is a small gain
parameter, and πii = −

∑
j∈Ni

πij . For k ≥ 1, all agents
transmit their true state information in light of the accelerated
consensus algorithm (9). The privacy-preserving DED scheme
is summarized in Algorithm 1.

Algorithm 1 Privacy-Preserving DED Algorithm
I When k = 0:

Step 1: Agent i generates di real numbers: πj1i , πj2i ,
· · · , π

jdi
i where j1, j2, · · · , jdi ∈ Ni.

Step 2: Agent i computes πii = −
∑
j∈Ni

πji .
Step 3: Agent i transmits λi,0 and ŝji,0 to agent j, and
receives λj,0 and ŝij,0, where j ∈ Ni.
Step 4: Agent i updates its state via (26).

I When k ≥ 1:
Step 1: Agent i transmits λi,k, si,k to agent j, and
receives λj,k, sj,k, where j ∈ Ni.
Step 2: Agent i updates its state via (9).

Theorem 3: Under Algorithm 1, the proposed privacy-
preserving accelerated consensus scheme converges to the
optimal solution (7) of the optimization problem (1).

Proof: First, define the perturbation matrix as Π =
[πji ]N×N ∈ RN×N where πji is the i-th row and j-th column
element of matrix Π, and πji = 0 if j /∈ Ni. Noting that
πii = −

∑
j∈Ni

πij , one has Π1N = 0N . Furthermore, the
augmented form of (26) can be rewritten as

x1 = αT̂x0 + (1− α)x−1 + αϵ̂2diag{0N×N ,Π
T }12N ,

(27)

where

T̂ =

[
A1 εI

Φ(IN −A1) Â2 − εΦ

]
,

Copyright © 2023 Institute of Electrical and Electronics Engineers (IEEE). Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or 
future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any 
copyrighted component of this work in other works by sending a request to pubs-permissions@ieee.org. See https://journals.ieeeauthorcenter.ieee.org/become-an-ieee-journal-author/publishing-
ethics/guidelines-and-policies/post-publication-policies/ for more information 

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: 
DOI10.1109/TSMC.2023.3344885, IEEE Transactions on Systems, Man, and Cybernetics: Systems



FINAL 7

A1 =IN − ϵ1L, Â2 = IN − ϵ̂2L.

Due to x0 = x−1 and vT diag{0N×N ,Π
T } = 0T2N , one has

uvTx1 = αuvT T̂ x0 + (1− α)uvTx−1

+ αϵ̂2uv
T diag{0N×N ,Π

T }12N
= uvTx0.

For k ≥ 1, all agents carry out the distributed algorithm
(9). It follows from Theorem 1 that the proposed privacy-
preserving distributed algorithm can achieve optimal ED,
which ends the proof.

The above theorem shows that the privacy-preserving DED
algorithm can exactly converge to the optimal solution of ED
problem, where the perturbation signals converge to 0 via
consensus update due to the well-designed construction of the
perturbation matrix.

B. Analysis of Privacy

In this subsection, we shall show that the proposed algorith-
m can preserve privacy against two types of adversaries [35]:
1) external eavesdroppers who can wiretap communication
links of whole network; and 2) honest-but-curious nodes who
can learn/infer the state of neighboring nodes but follow the
update rules of the DED algorithm.

1) Privacy Preservation Against External Eavesdroppers
Define information set obtained by an external eavesdropper

as Ψ = {G , α, ŝij,0|j∈Ni , λi,k|k≥0, si,k|k≥1, ∀i ∈ V}. Then,
one has the following theorem.

Theorem 4: Let the conditions in Theorem 1 be satisfied
and the date exchange of all agents follow the privacy-
preserving scheme illustrated in Algorithm 1. Then, an ex-
ternal eavesdropper with accessible information set Ψ cannot
estimate/infer the initial state si,0 (i ∈ V) with any accuracy.

Proof: Note that the local supply PGi,0 and local demand
PDi are reflected in si,0 = PDi − PGi,0, and hence si,0 is
regarded as the privacy value to be preserved. Clearly, Ψ is
the only information accessible to the external eavesdropper
for the purpose of inferring the initial value s0, and therefore
if Ψ is unchanged under different initial conditions of s0,
then an adversary certainly cannot infer/estimate the initial
value s0. In this case, to prove that the sensitive information
s0 , [s1,0, s2,0, · · · , sN,0]T is not leaked to an external
eavesdropper, we provide a privacy-proving approach to show
that any arbitrary change of s0 is indistinguishable to external
attackers, i.e., the information set Ψ stays unchanged under
arbitrarily different initial value s̄0, (s̄0 ̸= s0). To this end,
we turn to prove that Ψ̄ = Ψ for s̄0 ̸= s0, where Ψ̄ is the
information set under the initial value s̄0.

To be more specific, the initial conditions, the perturbations
and the parameters can be given as follows:

s̄0 = s0 + α∆ϵ2(Ls0 −ΠT 1N ), λ̄0 = λ0,

π̄ji = πji + (si,0 − s̄i,0), ∀(i, j) ∈ E ,

π̄ii = −
∑
j∈Ni

π̄ji , ε̄i,0 =
εisi,0
s̄i,0

, ϵ̄2 = ϵ̂2 +∆ϵ2, (28)

where ∆ϵ2 ̸= 0 is an arbitrary constant.

We can observe that the proposed algorithm under condi-
tions in (28) can converge to the optimal solution (7), and
corresponding proof can follow directly from that of Theorem
3.

Next, let us show that Ψ̄ = Ψ. Note that π̄ji+s̄i,0 = πji+si,0
and λ̄0 = λ0, which means that the exchanged information
at k = 0 is identical under two different initial conditions.
Furthermore, in the case that k ≥ 1, one has

∆s1 = s1 − s̄1

= α(IN − ϵ̂2L)s0 + (1− α)s−1 + αϵ̂2Π
T 1N

− α(IN − ϵ̄2L)s̄0 − (1− α)s̄−1 − αϵ̄2Π̄
T 1N

= (IN − αϵ̄2L+ α∆ϵ2L)s0 − (IN − αϵ̄2L)s̄0

+ α(ϵ̄2 −∆ϵ2)Π
T 1N − αϵ̄2Π̄

T 1N
= s0 − s̄0 + α∆ϵ2(Ls0 −ΠT 1N )

− αϵ̄2(Ls0 − Ls̄0 −ΠT 1N + Π̄T 1N )

= 0, (29)

which implies that s̄1 = s1 and λ̄1 = λ1. When k ≥ 2,
the privacy-preserving DED algorithm carries out the identical
state update, i.e., λ̄k = λk, s̄k = sk. Thus, we can conclude
that Ψ̄ = Ψ under s̄0 ̸= s0, which ends the proof.

2) Privacy Preservation Against Honest-But-Curious Agents
Define the information set available for agent i as

Ωi =
{
G , α, λj,k|j∈Ni∪{i},k≥0, ŝ

i
j,0|j∈Ni , sj,k|j∈Ni,k≥1,

si,k|k≥0, π
j
j |j∈Ni∪{i}

}
.

Theorem 5: Let the conditions in Theorem 1 be satisfied,
and the date exchange of all agents follow the privacy-
preserving algorithm summarized in Algorithm 1. Then, an
honest-but-curious node i cannot estimate/infer the initial state
sj,0 (j ∈ Ni) of legitimate node j via the obtained information
set Ωi.

Proof: For the convenience of privacy analysis, let us
denote the legitimate nodes as A (Alice) and B (BoB), and the
honest-but-curious node as E (Eve). Without loss of generality,
two cases are investigated as follows:

Eve

Alice Bob

(a)

Alice Eve

Other

nodes

(b)

Fig. 2. Two connection configurations

• Case 1. Agent A owns at least a legitimate neighboring
agent B

For ease of analysis, let the communication topology be
described in Fig. 2(a). Similarity, to show that the privacy of
Alice is preserved against the honest-but-curious adversary E,
we just verify that Ω̄E = ΩE holds under s̄A ̸= sA.Specifically,
to ensure the optimality of the proposed accelerated consensus
algorithm without leaking sensitive information, the initial
incremental cost satisfies λ̄i,0 = λi,0 (i ∈ V), the local demand
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satisfies

P̄DA ̸= PDA , P̄
D
B = PDA + PDB − P̄DA , P̄

D
E = P̄DE ,

and thus the initial power mismatch satisfies

s̄A ̸= sA, s̄B = sA + sB − s̄A, s̄E = sE. (30)

Furthermore, the perturbations can be selected as

π̄B
A = πB

A + (sA,0 − s̄A,0), π̄E
A = πE

A + (sA,0 − s̄A,0),

π̄A
A = πA

A − 2(sA,0 − s̄A,0), π̄
E
B = πE

B + (sB,0 − s̄B,0),

π̄B
B = πB

B +
( 1

αϵ̂2
− 2

)
(sB,0 − s̄B,0),

π̄A
B = πA

B +
(
1− 1

αϵ̂2

)
(sB,0 − s̄B,0),

π̄jE = πjE, j = A,B,E, (31)

and the initial gain parameter can be set as

ε̄B =
εBsB,0
s̄B,0

, ε̄A =
εAsA,0
s̄A,0

, ε̄E = εE. (32)

It is not difficult to validate that the privacy-preserving
DED algorithm can converge to the optimal solution (7) under
conditions (30)-(32). Next, we are in position to show that
Ω̄E = ΩE.

In light of the established relationship in (31), we have
λ̄j,0 = λj,0 and ŝEj = s̄j,0 + π̄E

j = sj,0 + πE
j (j = A,B),

which means that, by using the received information, the node
E cannot tell the difference under different initial conditions
at k = 0. Subsequently, one obtains

∆sA,1 = sA,1 − s̄A,1

= (α− 2αϵ̂2)∆sA,0 − αϵ̂2∆sB,0 + 2αϵ̂2∆sA,0

+ αϵ̂2
( 1

αϵ̂2
− 1

)
∆sB,0 + (1− α)∆sA,−1

= α∆sA,0 + (1− α)∆sA,−1 +∆sB,0

= ∆sA,0 +∆sB,0

= 0. (33)

Via similar calculation, one has ∆sB,1 = ∆sE,1 = 0, which
further implies that s̄1 = s1 and λ̄1 = λ1. As a result, Ω̄E =
ΩE holds under different initial conditions, which shows that
the proposed algorithm can protect privacy against curious-
but-honest neighbors in Case 1.
• Case 2. All neighbors of Alice are honest-but-curious
Note that multiple honest-but-curious agents can coopera-

tively estimate/infer the private value of agent A in collusion
with each other, and thus these honest-but-curious agents can
be viewed as a node. Hence, without loss of generality, we just
consider the case that agent A has only an honest-but-curious
neighboring agent E as illustrated in Fig. 2(b).

Note that Alice only communicates with the internal honest-
but-curious agent Eve. In light of Algorithm 1, the available
information of Eve is

ŝEA,0 = sA,0 + πE
A,

sA,1 = αsA,0 + αϵ̂2(ŝ
A
E,0 − sA,0) + αϵ̂2π

A
A

+ (1− α)sA,−1 + αϕA(λE,0 − λA,0),

πA
A = − πE

A.

TABLE I
COMPARISON AMONG EXISTING PRIVACY-PRESERVING DED

ALGORITHMS.

ours [32] [28] [33] [30]

convergence accuracy X × × X X
honest-but-curious nodes X X X X X
external eavesdroppers X X X × X

convergence rate fast mid mid mid slow

computational complexity low low high low low

Note that ϕA is unknown to Eve and thus Eve cannot infer
sA,0 via the following equations:

sA,0 = sA,1 − αϵ̂2(ŝ
A
E,0 − ŝAE,0)− αϕA(λE,0 − λA,0). (34)

Therefore, combing with Case 1 and Case 2, the privacy-
preserving property of the developed algorithm is validated
against internal honest-but-curious nodes. The proof is com-
plete.

Remark 3: In this work, an edge-based additive perturba-
tions are injected into the proposed consensus-based algorithm
at the initial time instant for the purpose of privacy preser-
vation. In light of the obtained results in Theorem 2, the
convergence rate of the developed algorithm is independent
of state variables. As a result, the injected perturbations do
not affect the convergence rate of the proposed algorithm.
In addition, it should be pointed that the honest-but-curious
agent can be regarded as a competitor in microgrids. The
competitor may unfairly strike rivals and disrupt market order
for more interests by stealing the opponent’s power-sensitive
information.

Remark 4: In this paper, the edge-based additive pertur-
bations have been injected into the consensus-based DED
algorithm to achieve privacy preservation. It is observed
in Table I that, in contrast to existing privacy-preserving
techniques, our privacy-preserving scheme shows the notable
merits from four aspects given as follows: 1) different from the
differential privacy technique [32], our approach can exactly
converge to the optimal solution to the ED problem (1) due
to the well-designed perturbations; 2) in comparison with the
homomorphic encryption method [28], the developed privacy-
preserving algorithm can be easily implemented due to its
simple multiplication and addition operations; 3) unlike the
privacy-preserving approach in [33], this work shows a high
level of privacy preservation against external eavesdroppers;
and 4) compared with [28], [30], [32], [33], our algorithm
exhibits the fast convergence. In summary, the developed
privacy-preserving DED algorithm covers a wider range of
practical applications.

Remark 5: Up to now, we have developed an acceler-
ated consensus algorithm with edge-based additive pertur-
bations to achieve the privacy-preserving optimal ED of
microgrids. Compared with the existing results, our work
presents the following distinctive superiorities: 1) the devel-
oped consensus-based scheme is capable of improving the
convergence rate of the DED algorithm without increasing
computation/communication cost; 2) the optimal convergence
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rate is accurately obtained by virtue of rigorous algebra analy-
sis according to the defined asymptotic convergence factor; and
3) the adopted privacy-preserving distributed scheme exhibits
better system performance in terms of convergence accuracy
and security against external eavesdroppers and/or internal
honest-but-curious nodes.

V. SIMULATION STUDY

In this section, we provide simulated cases to illustrate the
validity and superiority of the proposed privacy-preserving
DED algorithm.

We adopt the IEEE 39-bus systems with 10 DGs and 18
local loads to validate the obtained results. Assume that there
are 10 agents in microgrids, where each agent is connected
with a DG and a few local loads. The communication links
among all agents are depicted by the red dashed lines as
presented in Fig. 3. The parameters of DGs are given in Table
II. Set ε = 0.03, ϵ1 = ϵ2 = 0.2.

Fig. 3. IEEE 39-Bus system

TABLE II
PARAMETERS OF DGS [17]

DGi ai bi ci Pm
i PM

i

1, 6 0.105 2.53 78 3.8 40

2, 7 0.074 3.17 62 4.2 18

3, 8 0.078 3.41 31 8 60

4, 9 0.082 4.02 42 5.4 45

5, 10 0.094 1.22 51 10 80

Select the local demand PDi (i ∈ V) as PD1 =
25KW , PD2 = 10KW , PD3 = 20KW , PD4 = 30KW , PD5 =
35KW , PD6 = 20KW , PD7 = 15KW , PD8 = 20KW , PD9 =
25KW , PD10 = 40KW , and thus the total demand is PD =∑10
i=1 P

D
i = 240KW .

A. Case 1: Without Generation Constraints

We first consider the case that the DED algorithm without
generation constraints. Select the initial generation power PGi,0
as PG1,0 = 10KW , PG2,0 = 5KW , PG3,0 = 8KW , PG4,0 =
11KW , PG5,0 = 23KW , PG6,0 = 12KW , PG7,0 = 17KW ,
PG8,0 = 14KW , PG9,0 = 23KW , and PG10,0 = 34KW .
It calculates ρ = 0.9640, and further obtains the optimal
convergence rate r⋆ = 0.7614 with α⋆ = 1.5797. The test
results are shown in Figs. 4-5, It is observed in Fig. 4 that,
after a few of time instants, the incremental cost converges to
the optimal value λ⋆ = 7.031, the local mismatch approaches
0, local generation power PGi,0, i ∈ V respectively converge
to the optimal value P ⋆i , and the supply-demand balance is
achieved, which verifies the established theoretical results. In
addition, Fig. 5 shows the simulation results via employing the
common consensus-based ED algorithm [8]. Comparing Fig. 4
with Fig. 5, the proposed accelerated consensus scheme has a
significant merit in improving convergence rate.
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Fig. 4. Convergence of accelerated consensus algorithm without generation
constraints
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Fig. 5. Convergence of consensus algorithm without generation constraints
[8]
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B. Case 2: With Generation Constraints

Next, we carry out the simulation of the proposed acceler-
ated consensus algorithm with generation constraints. Select
the initial generation power PGi,0 as PG1,0 = 10KW , PG2,0 =
12KW , PG3,0 = 20KW , PG4,0 = 8KW , PG5,0 =
20KW , PG6,0 = 15KW , PG7,0 = 13KW , PG8,0 = 18KW ,
PG9,0 = 16KW , and PG10,0 = 25KW . It derives that ρ =
0.9640 when P2,k and P7,k are saturated, and further obtains
the optimal convergence rate r⋆ = 0.7587 with α⋆ = 1.5757.
The simulation results are presented in Figs. 6-7. Fig. 6
plots the dynamic evolution of the incremental cost, the
local power mismatch, the local generation power, and the
global generation power. Note that all the states converge to
corresponding optimal solutions. In comparison with [8], our
developed algorithm exhibits faster convergence rate, which
demonstrates the advantage of the developed algorithm.
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Fig. 6. Convergence of accelerated consensus algorithm with generation
constraints
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Fig. 7. Convergence of consensus algorithm with generation constraints [8]

C. Case 3: Privacy Preservation Against External Eavesdrop-
pers

Now, we are in position to show that the proposed accelerat-
ed consensus algorithm with additive perturbations is privacy-
preserving against external eavesdroppers. Set ϵ̄2 = 1.1,
ϵ̂2 = 1. Based on the construction in (28), we set s̄0,
π̄ji , ∀(i, j) ∈ E , and ε̄i =

εisi,0
s̄i,0

where i ∈ V . Note that
Fig. 8(a)(b) display the evolution of incremental cost and local
power mismatch with additive perturbations, which shows
the developed privacy-preserving DED algorithm can achieve
optimal power allocation at a minimum cost. Fig. 8(c) plots the
trajectories of local power mismatch under initial conditions s̄0
and s0, from which we can see s̄k = sk, ∀k ≥ 1. In addition,
the transmitted information at k = 0 is shown in Fig. 8(d)
under initial conditions s̄0 and s0. It is observed from Fig. 8(c)
and Fig. 8(d) that the information sets Ψ̄ and Ψ accessible to
external eavesdroppers are completely identical, even though
all initial values are changed. Hence, the proposed algorithm
is privacy-preserving against external eavesdroppers.
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Fig. 8. Convergence and privacy preservation against external eavesdroppers

D. Case 4: Privacy Preservation Against Honest-But-Curious
Agents

In this case, assume that agent 9 (Eve) is an honest-but-
curious nodes who can intend to estimate agent 1 (Alice).
According to the construction in (23), we select P̄D1 =
PD1 + 10 = 35KW , P̄D10 = PD10 − 10 = 30KW , and other
local power demand is unchanged. The perturbations and gain
parameters are chosen in light of (31)-(32). Fig. 8(a)(b) plot the
dynamic of incremental cost and local power mismatch with
additive perturbations, which validates the theoretical results
derived in Theorem 3. Fig. 8(c) shows the trajectories of local
power mismatch under initial conditions s̄0 and s0, where
we can see s̄k = sk, ∀k ≥ 1. In addition, the transmitted
information at k = 0 is described in Fig. 8(d) under initial
conditions s̄0 and s0. Combining Fig. 8(c) with Fig. 8(d),
the information sets ΩE and Ω̄E available for honest-but-
curious node E are exactly identical. Therefore, the proposed
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algorithm is privacy-preserving against internal honest-but-
curious nodes.
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Fig. 9. Convergence and privacy preservation against honest-but-curious
agents

VI. CONCLUSION

In this paper, the privacy-preserving DED problem has been
investigated for islanded microgrids. A privacy-preserving
accelerated consensus algorithm has been proposed to achieve
optimal ED with improved convergence rate while preserving
privacy information. By taking full advantage of the algebra
analysis method and the mathematical induction approach,
the optimal parameter has been derived to ensure the con-
vergence, the optimal convergence rate, and the optimality of
the proposed accelerated consensus scheme with and without
privacy-preserving mechanism. Moreover, the extended anal-
ysis of the privacy-preserving performance has exhibited the
security against internal and external eavesdroppers. Finally,
the simulation cases have been provided to illustrate the
validity and superiority of the proposed privacy-preserving
DED algorithm. One of the future research topics would be
to extend the main results to distributed robust optimization
problems with transmission loss and production uncertainty for
more general systems such as networked systems [43], [44],
communication systems [45], [46], cyber-physical systems
[47], power systems [48], [49], multi-agent systems [50], [51],
and other complicated systems [52]–[56].
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