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Abstract—Traffic sign detection is of great significance to the 
development of the Intelligent Transportation System (ITS) as a 
database for environmental awareness. The main challenges of 
existing traffic sign detection method are inaccurate small object 
detection, difficult mobile deployment, and complex working 
environment. Based on these, a vehicle-mounted adaptive traffic 
sign detector (VATSD) for small-sized signs in multiple working 
conditions is proposed in this paper. First, the Backbone of the 
detector is optimized. A feature tight fusion structure is designed 
to constitute a new feature extraction module, DCSP, which 
improves the feature extraction capability and the detection 
accuracy of small objects with negligible additional parameters. 
Second, an image enhancement network IENet with an adaptive 
joint filtering strategy is proposed. The IENet enables the dynamic 
selection of filters and thus adaptively optimizes low-quality 
images under multiple conditions to improve the accuracy of 
subsequent detection tasks. The proposed method has 
experimented on three traffic sign datasets and the detection 
accuracy increased by up to 7.6% compared to the original. The 
proposed detector demonstrates superiority over other state-of-
the-art (SOTA) methods in terms of small object detection 
accuracy, detection speed, and environmental adaptability. 
Further, we deployed VATSD to Jetson Xavier NX and achieved a 
detection speed of 21.6 FPS, meeting real-time requirements. 

Index Terms—Adaptive joint filtering, image enhancement, 
small objects, traffic sign detection 

I. INTRODUCTION
ntelligent Transportation System (ITS) can understand and 
sense road conditions to reduce traffic accidents [1]. Traffic 
sign detection (TSD), as a crucial sub-module, enables 

drivers or intelligent vehicles to make timely decisions to 
control and improve driving safety by quickly and accurately 
conveying traffic information [2]. Excellent TSD methods can 
advance autonomous driving by integrating into Autonomous 
Driving Systems (ADS) or Advanced Driver Assistance 
Systems (ADAS). 

Long-range TSD can provide sufficient response time for the 
driver or the autonomous vehicle, but it requires a model with 
high feature extraction capability for small-sized targets. 
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Considering that ADS and ADAS require fast and accurate 
detection of traffic signs, general two-stage networks [3-5] such 
as Faster RCNN cannot be deployed on the vehicle side due to 
their large computing and memory costs. The general one-stage 
networks [6, 7] sacrifice part of the detection accuracy to 
improve the detection speed, especially for the poor detection 
performance of small-sized objects. Existing researches 
improve the feature extraction ability of the detector through 
the attention mechanism [8, 9] or by combining localization, 
segmentation and other modules [2, 10, 11]. For example, Shen 
et al. [8] designed a group multi-scale attention (GMSA) 
module that aggregates features in the foreground and ignores 
irrelevant information, which can enable the network to focus 
more on small object regions and improve the detection 
accuracy of small traffic signs. Min et al. [2] proposed a 
multiscale densely connected object detector relying on an 
effective feature fusion strategy to improve the detection of 
small traffic signs. However, the extra modules will slow down 
the detection speed of the detector and increase its memory cost 
for in-vehicle deployment.  

Based on the above, many researchers have improved their 
feature extraction capabilities by improving the feature 
extraction module of the network itself [12-15], among which 
the optimization of lightweight networks [16-20] is a good 
remedy. Lightweight networks such as CSPNet [18], 
MobileNet [19] and VGG [21] accomplish traffic sign tasks 
with their simple and efficient backbones, but simple use of 
them will affect the detection accuracy of small-sized objects 
due to their limited model width and depth. Some researches 
[22-24] improve the detection ability of small objects based on 
the improvement of lightweight backbone. However, most of 
the above methods are general object detection methods. The 
traffic sign detector deals with traffic signs with multiple 
features, consistent morphology, and diverse features, which is 
different from general targets with multi-scale variation and 
large feature variance. It is difficult for the general object 
detection network to efficiently complete the feature extraction 
of traffic signs, and it is easy to extract background features by 
mistake and lose some traffic sign features at the same time. 
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Fig. 1. Architecture of VATSD. x in DCSP(x) represents the number of resnet blocks contained in the DCSP. 

This paper considers part of the feature extraction process for 
traffic signs assigned using dynamic convolutions. Dynamic 
convolution is able to simultaneously extract multi-faceted 
features of traffic signs (e.g., color, shape, content details, etc.) 
and allows more diverse features to be extracted. Based on this, 
our group designed a two-stage feature tight fusion structure, 
by fusing the multi-faceted features of dynamic convolution, 
and then fusing residuals to further extract traffic sign features. 

On the other hand, TSD needs to be applicable to complex 
environments, such as dimly lit tunnels and foggy weather, 
which may lead to poor-quality captured images and increase 
the difficulty of object detection. Existing studies always 
optimized these low-quality images by image enhancement. 
Zheng et al [25] introduced a generative adversarial network 
with an expanded feature pyramid generator to improve the 
detection accuracy of images with motion blur. Liang et al. [26] 
achieved optimization of dim images through a Recurrent 
Exposure Generation (REG) module and seamlessly connected 
it with Multi-Exposure Detection (MED) to suppress non-
uniform illumination and noise problems. Yu et al. [16] 
proposed a fusion model based on YOLOv3 and VGG19 
networks to achieve accurate detection of traffic signs 
underexposure and dimness using relationships in multiple 
images. Yuan et al. [27] proposed a color angle model to 
provide color differentiation information as a way to improve 
the detection of traffic signs after color changes. However, [25, 
26] only considered traffic sign detection under a single
condition. Although [16, 27] realizes the processing of multi-
working conditions, they operate the same for all working
conditions, and cannot adaptively process visual information
according to changes in light and color like the brain.

In this paper, a vehicle-mounted adaptive traffic sign detector 
(VATSD) for small-sized signs in multiple working conditions 
is proposed. It not only provides a better trade-off between 
detection accuracy and detection speed but also considers the 
effect of complex conditions on detection results. First, a 
feature tight fusion structure in the Backbone of VATSD is 
designed, and the proposed dynamic cross stage partial (DCSP) 
module with negligible additional parameters can improve the 

feature learning capability and the detection accuracy of small-
sized traffic signs. Secondly, an image enhancement network 
IENet based on an adaptive joint filtering strategy is proposed 
to achieve real-time optimization of low-quality images by the 
dynamic combination of multiple filters, thus improving the 
subsequent detection accuracy. Finally, the proposed detector is 
deployed on Jetson Xavier NX for practical road tests to verify 
its good practical significance. 

Our main contributions in the present work can be 
summarized as follows: 
● A novel feature tight fusion structure is designed to

improve the Backbone of the detector. The proposed
feature extraction module DCSP improves the feature
extraction capability for small traffic signs with negligible
additional parameters, achieving a trade-off between
detection accuracy and detection speed.

● An image enhancement network IENet with an adaptive
joint filtering strategy is proposed. IENet achieves fast and
efficient optimization of dynamic scenes under complex
working conditions, thus improving the accuracy of
subsequent object detection.

● A vehicle-mounted adaptive traffic sign detector (VATSD)
for small-sized signs in multiple working conditions is
proposed. The proposed method is evaluated on three
traffic sign datasets and deployed on Jetson Xavier NX to
illustrate the superior small object detection capability and
excellent model performance.

II. VATSD ARCHITECTURE

A vehicle-mounted adaptive traffic sign detector suitable for 
multiple complex conditions is proposed in this paper. For the 
complexity of the driving environment, the adaptive filtering 
strategy is proposed thus the designed IENet accomplishes 
adaptive optimization of the images. Second, the proposed 
DCSP module enriches the network structure with negligible 
parameters to enhance the network feature extraction capability. 
The structure of the object detector is shown in Fig. 1. 

The network structure is divided into five parts: Input, Leg, 
Backbone, Neck, and Head. This paper is mainly for the 
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optimization of Leg and Backbone part. These two components 
optimize the input images and extract features from them, 
ensuring the reliability of the subsequent detection results. 
IENet is proposed as the Leg of the network. The image is input 
to IENet after size scaling, and the image quality is improved 
through the adaptive joint filtering strategy, to improve the 
subsequent detection effect. In Backbone, a feature tight fusion 
structure is designed to fuse CSPNet and dynamic convolution 
[28] and DCSP is proposed. The existing feature fusion
structures suffer from the feature information disparity issue,
resulting in the unavailability of certain fused feature
information. In this paper, we leverage a two-stage process of
gradually fusing shallow features with deep features to achieve
tight fusion of features. The specific tight fusion method will be
described in detail in Section III, which can improve the
representation of small objects.

III. DYNAMIC CROSS STAGE PARTIAL MODULE

The proposed feature tight fusion structure combines 
CSPNet and dynamic convolution, which can improve the 
feature learning ability for small-size traffic signs. Similar with 
CSP, DCSP based on the feature tight fusion structure can be 
applied to a variety of network structures such as ResNet [29] 
and DenseNet [30] to improve the network structure. Jocher et 
al. [23]optimized the structure of CSPNet on the backbone of 
YOLOv5 to improve the performance of the detector. In order 
to illustrate the effectiveness of the DCSP structure, this paper 
compares the performance of DCSPResNet, CSPResNet and 
YOLO-CSPResNet based on ResNet [31-33]. 

The DCSP first divides the input according to the channel 
dimension: x0 = [x0’, x0’’, x0’’’]. First, x0’’ uses dynamic 
convolution to improve the feature extraction ability, and then 
merges it with x0’ and implements the Transition operation [18]. 
Transition operation represents the transition layer of the 
module, which mainly contains 1×1 convolutional layer and 
pooling layer. x0’’’ goes through Transition, ResNet, and 
Transition respectively. Finally, the above three parts are 
merged through the Concat operation. The proposed DCSP is 
shown in Fig. 2(d). It can be seen that DCSP performs two 
Concat and Transition operations on the divided three-part 
input to ensure that the features under a single path are 
preserved to the greatest extent and that the feature information 
of the three paths is fully integrated. 

Since the standard dynamic convolution will bring additional 
computational cost and parameter cost, the dynamic 
convolution decomposition (DCD) is used to solve this 
limitation. A low-parameter dynamic convolution is designed, 
which aims to improve the feature extraction ability with 
negligible additional parameters. The specific expression of 
dynamic convolution is shown in (1) 
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where K represents the number of convolution combinations, 
Wk represents the parameter of the kth ordinary convolution, πk(x) 
represents the attention parameter given for the input x, and Wd 
represents the parameter of the dynamic convolution. 

Fig. 2. Various structures in which the CSP module is applied 
to ResNet. (a) ResNet [29], (b) CSP-ResNet [18], (c) 
YOLOCSP-ResNet [31], and (d) proposed DCSP-ResNet. 
Trans. represents the Transition operation and DConv 
represents the dynamic convolution layer. 

The dynamic convolution is a combination of K ordinary 
convolutions, the attention parameters need to be computed for 
each convolution, so the number of parameters will increase by 
a factor of K compared to the ordinary convolution. To find a 
balance between model size and performance, the DCD is 
invoked to optimize the dynamic convolution in DCSP. 

Assuming that the weight of each ordinary convolution can 
be decomposed into a static weight W0 and an offset weight ΔWk, 
W0 represents the average of the weights of all ordinary 
convolutions, and ΔWk represents the difference between the 
ordinary convolution weight and the static weight. The dynamic 
convolution can be rewritten by (2).  
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where the main computational cost is on the right-hand side. 
Assuming that the channel of the ordinary convolution is C, 
after decomposing the singular value decomposition (SVD) on 
the right, it can be seen that the calculated hidden channel is 
enlarged to KC, which is the fundamental reason for a large 
amount of calculation of the dynamic convolution. 

The dynamic channel fusion mechanism is used to address 
the limitations of dynamic convolution, which is implemented 
using a full matrix Φ(x), where each element ϕi, j(x) is a function 
of the input x. Φ(x) is an L×L matrix, where L<<C. The key idea 
is to significantly reduce the dimensionality in the latent space 
to achieve a more compact model. Dynamic convolution is 
implemented with dynamic channel fusion using 
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where Q is a C×L matrix, which is used to compress the input 
to a lower channel space and the number of channels is 
compressed from C to L. The result is dynamically fused with 
Φ(x). Finally, the channel is re-expanded to the original C 
channel through the P matrix. The dynamic convolution 
constructed in this way can greatly reduce the computational 
cost without affecting its performance. 

Take the input of a matrix with 256 channels and all random 
values as an example, x0∈ℝ (40,40,256). The MAC and parameter 
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Fig. 3. Structure of IENet. α1-α15 are the required parameters for the six filters, which are trained by the small neural network Micro 
CNN. 

TABLE I 
MAC AND PARAMETERS OF DIFFERENT CSP STRUCTURES 

Net. MAC Params. 
CSP-ResNet 0.396G 0.247 
YOLOCSP-ResNet 0.501G 0.313 
DCSP-ResNet 0.463G 0.426 
DCSP-ResNet with DCD 0.422G 0.263 

quantities under different CSP structures are calculated, and the 
results are shown in Table I. Multiply-accumulate (MAC) 
operations used to evaluate the computational intensity and 
efficiency of the network. The MAC of the DCSP without DCD 
is fewer compared to YOLOCSP-ResNet, but greater compared 
to CSP-ResNet. And the number of parameters is larger than 
these two methods. The results demonstrate that the 
competitiveness of DCSP cannot be adequately showcased 
without the inclusion of DCD. The DCSP optimized by DCD 
has a certain decrease in MAC and parameter amount, and the 
parameter amount is reduced by half compared with that before 
the optimization, which satisfies the trade-off between 
detection speed and detection. 

IV. ADAPTIVE IMAGE ENHANCEMENT NETWORK

Based on the working conditions of existing traffic sign 
detectors, the following five conditions are selected for image 
optimization: fog/haze, exposure, blur, fading, and dimness. 

These five working conditions involve the processing of 
lighting, color, resolution, etc., and basically cover the image 
problems existing in existing driving scenes. Considering the 
memory and computing cost, this paper selects six filters: white 
balance filter, gamma filter, Defoe filter, hue filter, histogram 
equalization filter and Laplacian filter, based on adaptive joint 
filtering strategies to achieve targeted handling of multi-
working-condition driving scenarios. 

The proposed adaptive joint filtering strategy is similar to the 
human visual perception mechanism. The human visual system 
[34] is able to process images of different scenes using a
combination of various mechanisms and strategies, enabling 
people to perceive and interpret visual information in various 
environments. Likewise, an adaptive joint filtering strategy can 
adjust its processing strategy according to specific 
characteristics of the image, such as illumination, color, or 
resolution. As shown in Fig. 3, the training of Micro CNN can 
well simulate the learning process of the brain. After the 
learning is completed, it can be evaluated under different 
working conditions. Similar to the selective attention of the 
brain, visual information is selectively processed and 
prioritized according to the perceived relevance and importance 
of stimuli. The adaptive joint filtering strategy can also select 
the optimal filter combination strategy to complete the image 
processing through the evaluation score of the image. This 
process can not only achieve targeted optimization of multi-
working-condition driving scenarios, but also improve 
processing efficiency. The above-mentioned specific process is 
shown in the Algorithm 1. L1 loss [35] is used to optimize the 
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neural network by calculating the mean absolute error (MAE) 
loss ℒMAE of the clean image and the filtered image.  

Next, the adaptive joint filtering strategy is described in 
detail. First, the soft attention in Micro CNN implements the 
quality assessment of the image, and its calculation is as follows: 

( )
1

,
N

i i
n

att m mα α
=

= ∑  (4) 

where α represents the soft attention weight, m represents the 
feature map, and the most important weight is selected by 
weighted summation. The soft attention weights as follows: 

( ) ( )
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j

z

z

j

esoftmax z z avp m
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α = = =
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where the avp( ) function represents the global average pooling, 
which can effectively reduce the dimensionality of m. 

By adding a soft attention layer to the Micro CNN, the Micro 
CNN is able to adaptively adjust the required filter parameters 
and suppress the effects of other filters on the image for the 
complex working conditions of the input image. Here softmax 
is applied for feature normalization, and the normalized value 
is compared with the filter initialization threshold to realize 
adaptive joint filtering 

The adaptive joint filtering strategy provides the optimal 
filter combination and filter order according to the current 
environment, achieving efficient image optimization. On the 
one hand, it can solve the additional parameter amount and 
calculation cost caused by repeated filtering, and on the other 
hand, it can effectively avoid the negative optimization of the 
image caused by the filter working independently.  

The parameters of White Balance filter and Gamma filter are 
generated directly by Micro CNN as shown in (6) and (7). 

( ) ( ) ( ) ( )( ), , , , , ,WB b g rI x y W B x y W G x y W R x y= (6) 

( ) ( ), ,gaI x y I x y γ=  (7) 
where x, y represents the position of a pixel of the image, I(x,y) 
represents the original image, IWB(x, y) and Iga(x, y) represent 
the image after the White Balance filter and Gamma filter 
respectively. B(x, y), G(x, y) and R(x, y) represent the three color 
channels in the original image (blue, green, red). Wb, Wg, Wr 
represent the parameters needed for the White Balance filter 
and γ represents the parameters needed for the Gamma filter. 

Based on the dark channel priori algorithm [36] and the 
atmospheric scattering model [37], (8) is used to represent the 
fogged image. 

( ) ( ) ( ) ( )( )1I x J x t x A t x= + − (8) 
where I(x) represents the original image, and J(x) represents the 
target image. t(x) is the transmission transmittance from the 
scene to the camera. A is global atmospheric light. To get a clear 
J(x), the key is to get A and t(x). To do this, we can directly pass 
I(x) to A, and t(x) is calculated as 

( )
( ) 1 min (min( ( ) / ))c c

y x c
t x I y A

∈Ω
= −  (9) 

where the superscript c indicates the three channels of RGB, 
Ω(x) represents a window centered at pixel x. 

To make the image more realistic, this paper corrects (9), by 
making Micro CNN adaptively learn a parameter ω. The 
corrected equation is shown below: 

Algorithm 1 Adaptive joint filtering strategy 
Input: Image with noise I; 
Result: Image after joint filtering Ic; 
1: Initialize Micro CNN networks M and load model 

weights, filter parameter threshold T=0.5, Ic = I;  
2: Image Shrink Is∈ℝ128×128×3←I; 
3: Output preliminary filter parameters 𝒜𝒜(α1, α2,…, 

α15) by forward Is in M, 𝒜𝒜←M(Is); 
4: Normalize weights ℬ(β1, β2,…, β15) ←𝒜𝒜, where 

βj∈(0,1); 
5: if βn > T then 
6:   Retain weight; 
7: else 
8:   Delete weight; 
9: Obtained by anti-normalization 𝒞𝒞(c1, c2, …, cn), 

n<=15; 
10:  According to weight 𝒞𝒞 choice and initialize filters 
11:  Sort filter in order cmax →cmin; 
12:  for f in filters do 
13:    Ic = f(Ic); 
14:  end 
15:  return Ic; 

( )
( ) 1 min (min( ( ) / ))c c

y x c
t x I y Aω

∈Ω
= − (10) 

Based on (10), a clear defogged image can be obtained as 
shown in (11): 

0( ) ( ( ) ) / max( ( ), )J x I x A t x t A= − +  (11) 
where t0 is the partiality factor that prevents the denominator of 
the expression from being zero, which we set to 0.01 in our 
experiments. 

The Tone filter [38] is designed as a monotonic and 
segmented linear function. Micro CNN gets the points (k/8, 
Tk/T8) on the tone curve by learning 8 parameters (t0, t1, …, t7) 
and calculating the prefix and Tk of all parameters. The 
transformation of the Tone filter is shown in (12). 
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where the clamp( ) is used to limit the input value to the range 
(0, 1). 

In addition, histogram equalization is utilized to enhance the 
contrast of the image, which makes the image gray values 
approximately uniformly distributed by a nonlinear 
transformation. The basic principle is to find a suitable 
monotonic nonlinear mapping f to map the original image IA to 
the target image IB. To obtain the appropriate f, can be 
calculated as 

0 0
( ) ( / ( )Ap

B A Ap f p L A H p dp= = ∫） (13) 

0
0

( ) ( / ) ( )
Ap

B A A
k

p f p L A H k
=
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Fig. 4. Distribution of instance sizes and categories for the three traffic datasets. In order from left to right: TT100K, STSD and 
DFG. 

where A0 is the number of pixels, L=256 means the gray level 
depth, HA( ) is the of the histogram distribution of original 
image, p denotes the size of the pixel values. 

From the above method, the generalization of the histogram 
equalization filter can be obtained as written in (15), where the 
HE( ) represents the histogram equalization and α represents the 
parameter output by the Micro CNN. 

( , ) ( ( , )) (1 ) ( , )HEI x y HE I x y I x yα α= ⋅ + − ⋅  (15) 
Laplace sharpening is also used to highlight image details, 

and the generalization of the Laplace filter is written in (16). 
2 2

2 2

( , ) ( ( , ) ( , )), ( , ) 0
( , )

( , ) ( ( , ) ( , )), ( , ) 0L
I x y I x y I x y I x y

I x y
I x y I x y I x y I x y

λ
λ

 + −∇ ∇ <
= 

+ +∇ ∇ >
 (16) 

where ∇2 represents the Laplace operator and the positive scale 
parameter λ is generated by Micro CNN, the sharpening degree 
of the filter can be adjusted by λ. 

V. EXPERIMENTS & ANALYSIS

In this section, we provide a detailed and comprehensive 
evaluation of the performance of VATSD from multiple aspects. 
Firstly, we conduct a comparative analysis between VATSD 
and state-of-the-art (SOTA) methods in terms of overall 
performance, including detection accuracy and computational 
complexity. Secondly, we individually assess the reliability and 
efficiency of VATSD in addressing the three challenges 
proposed in this study: small target detection, complex working 
condition detection, and deployment on mobile devices. Lastly, 
through ablation experiments, we evaluate the impact of each 
module on model performance and further verify the ability of 
VATSD to achieve balanced performance across the three 
challenges. 

A. Datasets
Five datasets that are currently more popular in the field of

TSD were selected to evaluate the proposed method in this 
paper: Tsinghua-Tencent 100K (TT100K) [39], DFG [17], 
Swedish Traffic Signs Dataset (STSD) [10], CCTSDB [15], and 
CURE-TSD [7].  

TT100K: TT100K provides 100k images of Chinese roads 
and contains a total of 30k traffic sign examples. Its categories 
are 221 in total, covering almost all traffic sign categories that 
appear in traffic scenes. TT100K dataset has a large proportion 
of small and medium objects, which is a good measure of the 
performance of small-sized traffic sign detection. 

DFG: The DFG dataset contains 200 traffic sign categories 
captured on Slovenian roads, covering about 7,000 high-
resolution images, each of which contains at least one instance 
of a traffic sign. The DFG is rich in traffic sign categories and 
has a large proportion of large objects. 

STSD: STSD contains sequences from highways and others 
recorded from more than 350km of Swedish roads, and more 
than 20k images with 20% labeled. We select images 
containing traffic signs in the above three datasets that are 
labeled as training data. The light changes in STSD are more 
obvious, while its lower resolution can simulate the color 
distortion problems of actual traffic signs under five working 
conditions. 

CCTSDB: The open source CCTSDB has 15723 images of 
Chinese roads, including different roads (urban, highway, and 
street) under different traffic scenario working conditions [40, 
41]. However, the number of categories of CCTSDB is only 3, 
which is not applicable to evaluate the TSD. This dataset is used 
to evaluated IENet in this paper. 

CURE-TSD: The CURE-TSD dataset released by George 
Institute of Technology contains 2 million traffic sign images 
based on real-world and simulator data. This dataset will 
increase the diversity of the dataset by adding a variety of 
complex working scenarios such as rain, snow, blur, and haze 
to the traffic sign images. 

The first three datasets are utilized to evaluate the overall 
performance of VATSD, with their data distributions depicted 
in Fig. 4. These datasets are widely employed for the evaluation 
of traffic sign detectors due to their diverse categories and 
uniformly distributed sizes. While CCTSDB and CURE-TSD 
exhibit a lower number of traffic sign categories, they 
encompass diverse traffic scenarios, thereby facilitating the 
evaluation of detection capability in complex environments. 
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TABLE II 
COMPARISON EXPERIMENTS WITH SOTA ON TT100K, STSD AND DFG 

Datasets Methods AP AP50 AP75 APS APM APL 

TT100K 

RetinaNet 45.7 67.2 49.6 26.2 59.4 80.5 
QueryDet 57.1 77.1 66.3 37.9 69.8 79.6 
YOLOv5s  55.5 74.8 63.5 35.1 65.1 79.8 
OneNet 50.8 72.9 58.4 41.5 59.9 71.0 
FCOS 51.1 69.1 59.1 27.6 65.8 80.4 
YOLOX 60.6 80.3 71.7 40.7 66.9 75.7 
VATSD 62.0 82.8 72.7 46.2 71.3 81.4 
Faster R-CNN  59.4 78.5 70.4 42.7 70.2 77.4 
CenterNet 63.2 81.4 72.8 44.0 72.0 83.9 
Cascade R-CNN 66.7 85.7 77.2 45.6 73.1 86.5 
Sparse R-CNN 64.4 82.0 71.8 42.2 72.7 82.5 
VATSD 62.0 82.8 72.7 46.2 71.3 81.4 

STSD 

RetinaNet 51.7 78.9 53.8 43.8 69.6 80.4 
QueryDet 57.5 83.8 68.1 52.6 69.3 79.4 
YOLOv5s 58.6 83.5 70.4 50.4 67.8 81.2 
OneNet 60.1 86.3 73.3 56.8 66.9 78.3 
FCOS 53.6 76.2 62.0 39.5 75.8 86.8 
YOLOX 55.6 79.7 65.3 46.2 80.1 81.9 
VATSD 65.9 89.6 76.6 59.2 81.9 91.0 
Faster R-CNN  61.9 87.8 74.5 53.3 72.9 86.4 
CenterNet 65.2 90.9 77.0 54.2 76.3 89.5 
Cascade R-CNN 68.4 90.6 78.4 57.0 84.0 91.3 
Sparse R-CNN 63.7 88.3 75.6 53.9 82.5 88.1 
VATSD 65.9 89.6 76.6 59.2 81.9 91.0 

DFG 

RetinaNet 69.3 76.7 74.2 27.8 68.7 84.1 
QueryDet 72.5 79.4 77.0 25.3 62.3 85.8 
YOLOv5s 71.7 77.9 76.1 28.5 67.8 86.4 
OneNet 70.3 78.9 76.4 28.1 67.5 86.5 
FCOS 70.2 75.9 74.5 25.0 70.4 85.2 
YOLOX 73.1 82.5 88.1 31.6 70.5 87.6 
VATSD 79.0 89.4 88.2 32.4 72.4 88.1 
Faster R-CNN  77.8 86.0 86.1 27.9 70.8 87.2 
CenterNet 82.9 90.8 88.5 30.1 73.2 89.0 
Cascade R-CNN 86.3 92.5 90.2 30.8 75.6 90.4 
Sparse R-CNN 75.3 83.1 81.7 23.2 67.9 85.3 
VATSD 79.0 89.4 88.2 32.4 72.4 88.1 

B. Experimental Details
Environment settings: Distributed experiments are used in

that the training and testing of the model are carried out in two 
different hardware environments while ensuring that the 
training and testing environments of the comparison methods 
are uniform. The former training environment is as follows: 
Linux4.15.0-142-generic Ubuntu 18.04, with Intel(R) Xeon(R) 
Silver 4210R CPU @ 2.40GH, 8×32GB DDR4 and 8×TITAN 
Xp, 12GB video memory, the batch size is set to 32. The test 
environment is as follows: Linux 5,13,0-40-generic Ubuntu 
20.04.1, with Intel(R) Core (TM) i7-10700 CPU @ 2.90GHz, 

2×16GB DDR4 memory and 1×GeForce RTX 3080 which with 
10GB video memory. 

Metrics: The evaluation metrics used in this section are as 
follows: 

( ) TPPrecision P
TP FP

=
+
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=

+ + +
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Fig. 5. Qualitative experimental results of the VATSD and SOTA methods on the TT100K dataset. 

AP50: AP at IoU=0.50 
AP75: AP at IoU=0.75 
APS: AP at IoU=0.50:0.05:0.95 for small objects: area < 322 
APM: AP at IoU=0.50:0.05:0.95 for medium objects: 322 

<area< 962 
APL: AP at IoU=0.50:0.05:0.95 for large objects: area > 962 

1

1 N

n
n

FPS f
N =

= ∑
TP (True Positive) denotes the number of samples predicted to 
be positive and actually positive, TN (True Negative) represents 
the number of samples predicted to be negative but actually 
negative. FP (False Positive) represents the number of samples 
predicted to be positive but actually negative, FN (False 
Negative) represents the number of samples predicted to be 
negative but actually positive. AP is computed through 
Precision-Recall Curve, p(r) denotes the maximum precision at 
recall level.  

Frames per second (FPS) is used to evaluate the inference 
speed of the model, indicating the number of images that can be 
processed per second. N denotes the number of images in the 
test set and fn denotes the inference speed on the n-th image. 

C. Performance Comparison with Other Methods
The proposed VATSD is compared with other state-of-the-

art (SOTA) methods across three datasets: TT100K, STSD, and 
DFG, to evaluate its overall performance. The analysis will be 
conducted from both quantitative and qualitative perspectives. 

Qualitative analysis: The detection accuracies of various 
methods are presented in Table II. RetinaNet  [9], QueryDet 
[11], YOLOv5s [42], YOLOX [43], OneNet [22], and FCOS 
[24] are popular one-stage object detection networks in recent
years.  These networks employ lightweight network
architectures, enabling real-time and efficient traffic sign
detection, while also facilitating deployment on mobile devices.
Faster R-CNN [5], CenterNet [3], Sparse R-CNN [44] and
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Fig. 6. Qualitative experimental results of the proposed method on the STSD dataset. Enlarged display of small-sized traffic signs 
in green and red boxes. 

TABLE III 
COMPARISON OF TIME COMPLEXITY, SPACE COMPLEXITY 

AND SPEED 

Methods TC SC Infer time Acc. 
QueryDet 37.6 38.3 0.093 57.5 

FCOS 34.8 32.2 0.067 53.6 
YOLOv5s 16.0 6.75 0.008 58.6 

Cascade R-CNN 57.8 69.4 0.142 68.4 
VATSD 16.6 7.86 0.010 65.9 

*TC: Time complexity (GB), SC: Space complexity (MB),
*Infer time (s)

TABLE IV 
EVALUATION RESULTS ON TT100K-S 

Method P R F1 mAP 
RetinaNet  19.3 37.9 25.6 10.2 
YOLOv5s 30.5 55.4 39.3 24.6 

FCOS 18.4 41.0 25.4 13.5 
Cascade R-CNN 32.7 63.3 43.1 29.8 

VATSD 46.1 67.8 54.9 34.8 

Cascade R-CNN [4] are two-stage object detection networks 
that achieve high detection accuracy through intricately 
designed network structures.  

From Table II, VATSD outperforms the one-stage networks 
in terms of accuracy metrics on three datasets. Compared to the 
two-stage networks, VATSD also demonstrates strong 
competitiveness in terms of detection accuracy, with a minor 
difference compared to the well-performing Cascade R-CNN. 
Notably, VATSD excels in detecting small-sized objects and 
achieving 46.2%, 59.2%, and 32.4% on the TT100K, STSD, 
and DFG, respectively. The STSD dataset exhibits significant 
variations in brightness and low image resolution, making it 
difficult for the human eye to discern distant traffic signs. 
However, the proposed method shows improved detection 
accuracy compared to the TT100K dataset, indicating its 

adaptability to complex environments. Additionally, Table III 
showcases the evaluation results of each method concerning 
computational complexity, inference speed, and detection 
accuracy. From the Table III, VATSD exhibits a computational 
complexity that is closely ranked after YOLOv5s, with a 
minimal difference, and its inference speed is only slower by 
2ms. Remarkably, VATSD achieves a detection accuracy that 
surpasses YOLOv5s by 7.3%. Cascade R-CNN notably 
outperforms other one-stage comparison networks in terms of 
detection accuracy, yet its margin compared to VATSD is 
merely 2.5%. While the time complexity and space complexity 
of VATSD are 16.6GB and 7.86MB respectively, which are far 
lower than Cascade R-CNN. These findings demonstrate that 
VATSD not only excels in detection accuracy but also 
demonstrates strong competitiveness in terms of computational 
complexity and inference speed. 

Quantitative analysis: Fig. 5 illustrates the detection results 
of various methods on the TT100K dataset. From Fig. 5, our 
approach demonstrates more precise localization and 
recognition of traffic signs compared to other methods. 
Particularly, VATSD achieves accurate identification of distant 
traffic signs as well. In contrast, methods such as FCOS and 
QueryDet are prone to omission and false positive, as observed 
in rows three and four, where detection of the "pl80" category 
is concerned. Fig. 6 and 7 present the test samples of VATSD 
on the STSD and DFG datasets, respectively. The STSD dataset 
contains a large number of traffic signs and includes scenarios 
with varying exposure and dim lighting. In such cases, VATSD 
demonstrates high detection confidence (above 0.85) for signs 
like "NO_PARKING" and "PASS_RIGHT-SIDE," showcasing 
its reliability. The DFG dataset comprises 200 traffic 
categories, with certain signs bearing high visual similarity, 
leading to potential false positive detections. Through the 
DCSP module, VATSD effectively extracts precise target 
features and captures semantic information, enabling multi-
class traffic sign detection. 

D. Performance of Small-Sized Signs Detection
To further substantiate the high-precision capability of

VATSD in detecting small-sized traffic signs, a specialized 
dataset called TT100K-S is constructed by leveraging the 
TT100K dataset. This created dataset only contains small-sized 
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Fig. 7. Qualitative experimental results of the proposed method on the DFG dataset. 

TABLE V 
COMPARISON OF THE DETECTION ACCURACY OF EACH METHOD UNDER DIFFERENT WORKING CONDITIONS 

Method 
Sunny Dimness Fog/Haze 

All Speed 
limit Stop All Speed 

limit Stop All Speed 
limit Stop 

RetinaNet  30.2 42.8 45.6 11.8 24.6 26.6 16.4 28.3 32.2 
YOLOv5s 34.4 47.7 51.8 16.3 27.0 30.2 19.5 31.1 35.8 
FCOS 30.6 44.3 46.1 12.8 23.2 24.0 15.4 27.0 32.6 
YOLOX 38.5 52.9 54.1 17.4 29.8 31.6 22.0 33.4 37.0 
Sparse R-CNN 41.8 56.2 57.0 21.7 34.9 35.8 26.3 38.2 41.6 
Cascade R-CNN 47.5 55.7 60.5 24.9 37.1 37.0 30.1 41.4 43.8 
VATSD 44.2 53.4 56.8 38.3 46.6 47.3 39.7 49.0 50.3 

traffic sign instances. By training VATSD on TT100K-S, we 
ensure that the proposed approach is not influenced by objects 
of different sizes, thereby accentuating its proficiency in 
detecting small-sized traffic signs. Since the dataset solely 
comprises small targets, we evaluated VATSD based on four 
key metrics: Precision, Recall, F1, and mAP, as depicted in 
Table IV. 

From Table IV, VATSD demonstrates superior performance 
across all metrics when compared to other methods. Here mAP 
is equivalent to APS because only small-sized traffic signs exist 
in the dataset. VATSD achieves an impressive mAP of 34.8%, 
surpassing the two-stage network Cascade R-CNN by a margin 
of 5%. Furthermore, VATSD exhibits considerably higher 
recall rate (67.8%) and F1 score (54.9%) than the one-stage 
network, indicating its effectiveness in mitigating both missed 
detections and false positives. 

E. Performance in Complex Working Conditions
Firstly, we assess the detection performance of VATSD in

both typical and challenging conditions and compare it with 
other methods, as presented in Table V. We consider sunny 
weather scenes as representative of typical conditions 
(favorable lighting and clear visibility for detection), while 
challenging conditions involve adverse weather such as rain 

and fog. To evaluate the generalization ability of VATSD, we 
employ a model trained on the DFG for testing. 

Table V provides a comprehensive analysis, where the "All" 
represents the average detection accuracy across all classes for 
each method. Notably, we highlight the detection accuracy of 
the "Speed limit" and "Stop" classes, which are frequently 
occurring in the dataset, to emphasize the performance 
differences more prominently. From Table V, VATSD exhibits 
significant advantages in detection accuracy compared to other 
methods. In “Sunny” conditions, VATSD achieves detection 
accuracy second only to Cascada R-CNN, while in complex 
scenes such as "Dimness", the detection accuracy of VATSD 
has not decreased significantly compared with other methods. 
For example, Cascada R-CNN experiences a 22.6% decline in 
detection accuracy in dim conditions compared to sunny 
weather, VATSD only experiences a modest decline of 5.9%. 
Under the “Fog/Haze” conditions, VATSD achieves detection 
accuracies of 49% and 50.3% for the “Speed limit” and “Stop” 
categories, respectively, surpassing the two-stage network 
Sparse R-CNN by approximately 10%. These findings 
highlight the reliability and stability of VATSD in complex 
detection scenarios. 

Secondly, to evaluate the detection performance of VATSD 
on small objects under complex conditions, TT100K dataset, 
which contains a significant number of small-sized objects, was 
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Fig. 8. Experimental results of IENet for adaptive image enhancement in dynamic scenes. Composite Videos denote the videos 
generated by the arrangement and combination of the five working scene images; Detected Videos denote the detection results of 
the videos by VATSD; Average Confidences denote the average confidence of VATSD with and without IENet. 

TABLE VI 
ROBUSTNESS ANALYSIS OF NOISE EFFECT 

No IENet With IENet 
AP APS AP APS 

Clean 61.2 45.4 62.0 46.2 
Gaussian noise 56.3 32.7 61.5 43.2 
Pepper noise 53.8 30.1 59.6 41.6 
Speckle noise 50.0 26.9 59.1 37.9 
Fog noise 53.4 37.4 61.6 40.4 
High brightness 56.4 24.8 60.8 38.5 
Low brightness 51.4 22.5 58.7 37.0 

TABLE VII 
VALIDATION OF IENET AND ADAPTIVE JOINT FILTERING 

STRATEGY 

IENet AJF Average 
Confidence 

Time(ms) 

Net.1 84% / 
Net.2 √ 80% 7 
Net.3 √ √ 93% 3 

subjected to various noise perturbations to simulate complex 
scenarios. Table VI presents the detection accuracy of VATSD 
with and without the incorporation of IENet under different 

noise augmentation techniques. IENet, employing adaptive 
filtering algorithms, effectively enhances image optimization 
and significantly improves the reliability of VATSD in complex 
conditions. Among the noise types, the maximum improvement 
in detection accuracy is observed under Speckle noise, where 
the AP increases by 9.1%. Notably, for small-sized objects, 
IENet demonstrates even more pronounced enhancements in 
detection accuracy, achieving a peak improvement of 14.5% in 
optimizing for Low Brightness conditions. The AP and APS of 
Gaussian noise reach 61.5% and 43.2%, respectively. 
Thesenumbers are only marginally reduced by 0.5% and 3% 
compared to the case without noise enhancement. Therefore, 
IENet greatly enhances the reliability and stability of VATSD 
in complex scenarios. 

Thirdly, qualitative experiments were conducted on IENet 
using TT100K, STSD, DFG, and CCTSDB datasets. Fig. 8 
illustrates how VATSD dynamically adapts and optimizes the 
images under five different complex working conditions to 
enhance detection accuracy. We randomly selected images of 
five working conditions as video frames, five images for each 
working condition, a total of 25 frames. Through rehearsal and 
combination, 120 video sequences can be formed for testing. 
This approach allows for a better demonstration of the 
flexibility and dynamic nature of the adaptive filtering strategy 
in IENet. Table VII serves as both a quantitative representation 
of Fig. 8 and an illustration of the significant role played by the 
adaptive joint filtering strategy in IENet. In the table, “Time (s)” 
denotes the processing time required for a single image, “AJF” 
refers to the adaptive joint filtering strategy. The adaptive joint 
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TABLE VIII 
COMPARISON RESULTS DEPLOYED TO JETSON XAVIER NX 

Method FPS Avg 
Power 

General Conditions Complex Conditions 
Detected Rate Eval. Detected Rate Eval. 

Base (None) - 489mW - - - - 
QueryDet 16.1 11.6W 79.5 Normal 61.4 N/A 
FCOS 17.3 12.2W 71.1 Normal 55.8 Normal 
YOLOv5s 23.5 5.1W 82.7 Good 63.9 Normal 
Cascade R-CNN - 17.9W - N/A - N/A
VATSD 21.6 4.8W 86.3 Good 74.8 Good

Fig. 9. Schematic diagram of the equipment on the vehicle side and on-road testing 

TABLE IX 
ABLATION EXPERIMENTS AMONG IENET AND DCSP 

+IENet +DCSP Acc. 
TT100K STSD DFG 

Net.1 57.3 58.8 71.4 
Net.2 √ 61.2 62.5 77.8 
Net.3 √ 58.6 63.7 73.1 
Net.4 √ √ 62.0 65.9 79.0 

filtering strategy not only improves the speed of image 
processing but also enhances the average confidence level in 
the detection results, achieving a confidence level of 93%. 

F. Performance on Mobile Devices Detection
Deploy the detection network on Jetson Xavier NX for actual

road testing, as shown in Table VIII. “Avg Power” denotes the 
average power required when running the model on a mobile 
device, “Detected Rate” represents the ratio of correctly 
detected small objects (Ns) to the total number of samples (Nall). 
Due to the lack of ground truth in practical detection scenarios, 
objects with detection confidence exceeding 25% are generally 
considered as correct detections. All methods were tested under 
the same road scene conditions. “General Conditions” indicate 
well-illuminated and suitable detection scenarios, while 
“Complex Conditions” encompass scenarios with adverse 
weather conditions such as rain or fog that impact detection 
performance.  

From Table VIII, it can be observed that the mobile device 
itself consumes 489mW of operational power, and VATSD 
requires 4.8W during runtime. This power consumption is 
lower than that of the lightweight network YOLOv5s, 
facilitating its deployment on diverse mobile devices. 
Furthermore, VATSD achieves a detection speed of 21.6FPS, 
second only to YOLOv5s, thereby meeting real-time detection 
requirements. VATSD exhibits a “Detected Rate” of 86.3% 
under general conditions and 74.8% under complex conditions, 
surpassing other one-stage networks. Conversely, the high-
power consumption of Cascade R-CNN renders it unsuitable 
for normal operation. 

Fig. 9 illustrates the detection samples of VATSD compared 
to other methods on mobile devices. We selected the well-
performing one-stage networks YOLOX and FCOS for 
comparison. It can be observed that our method demonstrates 
excellent detection performance in sunny, rainy, and dim 
lighting conditions. In contrast, the other two methods exhibit 
instances of missed detections and positional deviations in rainy 
and dim lighting scenarios. 

G. Ablation Experiments
This section validates the roles played by the proposed

modules within VATSD. Table IX demonstrates the 
optimization effects of IENet and DCSP on the detection 
accuracy of VATSD. The feature extraction network in VATSD 
is composed of DCSP, while the networks labeled as Net.1 and 
Net.3 in the table utilize Darknet53 [45] as their feature 
extraction network without DCSP. The results on the three 
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Fig. 10. Visualization of feature activations on the complex conditions. The red part indicates a high level of concern for the area 

TABLE X 
ABLATION EXPERIMENTS ON DIFFERENT CHANNEL SEPARATION 

RATIO 

x0’ x0’’ x0’’’ Acc. 
TT100K STSD DFG 

Net.1 2 1 1 55.7 57.3 68.2 
Net.2 1 2 1 59.3 61.0 73.9 
Net.3 1 1 2 61.2 62.5 77.8 

datasets indicate that both DCSP and IENet contribute to the 
improvement of the detection results to varying degrees. The 
STSD dataset contains complex traffic scenes, demonstrating 
the optimization effect of IENet in challenging scenarios, with 
an accuracy increase of 4.9%. Similarly, DCSP improves the 
feature extraction capabilities. It achieves an accuracy of 61.2% 
on the TT100K, which contains a significant number of small-
sized objects, and exhibits a notable 6.4% improvement in 
accuracy on the DFG dataset, showcasing the largest 
improvement magnitude. 

Meanwhile, we analyzed the channel division ratio of DCSP 
and obtained the optimal design method. Table X shows the 
detection performance under three channel divisions. Three 
ratios are set: 2:1:1, 1:2:1, 1:1:2. The experimental results show 
that the optimal detection results are obtained on the three data 
sets in the case of 1:1:2. We also conducted experiments on the 
extreme cases of channel splitting ratio. The extreme cases 
include setting a channel to 0 or setting the proportion of one 
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Fig. 11. Optimal balance between VATSD and SOTA 
approaches for small-scale traffic sign detection, adaptability to 
complex working conditions, and deployment on mobile 
terminals. 

channel much larger than the rest. In each of these extreme 
cases, the accuracy of the model deteriorates or improves only 
slightly. 

Fig. 10 presents the feature visualization results of various 
methods. It can be observed that VATSD achieves precise 
localization and focus on the objects under five different 
complex conditions, while other methods exhibit certain errors. 
For instance, in the first column depicting a foggy scene, 
YOLOv5 and FCOS fail to accurately focus on the traffic signs. 
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In the second column, QueryDet exhibits insufficient feature 
extraction for small-sized traffic signs, leading to the attention 
being concentrated only on a subset of the traffic signs. 

The main focus of this paper is to address three key 
challenges: high-precision recognition of small-sized objects, 
adaptability to complex working conditions, and deployment on 
mobile devices. Generally, improving detection performance 
often requires sacrificing certain computational and memory 
costs. Considering the balance among these factors, this paper 
proposes DCSP and IENet to optimize the model structure for 
lightweight design. Fig. 11 shows the model performance of 
VASTD and other methods facing the above three challenges. 
All detection methods are tested on the TT100K. The test set 
with randomly added noise is used to evaluate the adaptability 
to complex working conditions by measuring the variation of 
mAP before and after noise addition. APS is used to assess the 
accuracy of small object detection, while GFLOPs are used to 
evaluate the computational complexity of the models as a 
metric of the difficulty in deploying them on mobile devices.  

From Fig. 11, VATSD effectively balances the 
aforementioned challenges, with a ΔmAP variation of no more 
than 2%, achieving high accuracy in small object detection 
while controlling model computation costs. Other methods, due 
to their failure to consider the complex working conditions 
faced by the detector, experience significant degradation in 
detection accuracy when confronted with noisy images. 
Although networks such as Cascade R-CNN and CenterNet 
demonstrate good performance in small object detection, their 
high computational costs hinder their deployment on mobile 
devices, making them unsuitable for practical needs. 

Ⅵ. CONCLUSION 
In this paper, VATSD for small traffic sign detection is 

proposed that not only trade-off the detection accuracy and 
detection speed of small traffic signs, but also enables efficient 
detection under a variety of complex working conditions. First, 
to improve the feature extraction capability of the detector the 
Backbone of the network is improved. A feature tight fusion 
structure is designed and the DCSP-based feature extraction 
network effectively improves the feature learning of small 
objects with negligible additional parameters. Secondly, the 
adaptive joint filtering strategy is proposed for complex 
working conditions, which efficiently realizes adaptive 
processing of different working conditions through the 
management of multiple filters. The proposed method is 
compared with other state-of-the-art methods on three traffic 
sign datasets. The results show that the proposed detector 
outperforms other methods in terms of small object detection 
accuracy under multi-conditions, with APS reaching 59.2% on 
the STSD dataset. Further, the VATSD is deployed on Jetson 
Xavier NX with a speed of 21.6 FPS, meeting the need for high 
accuracy and real-time traffic sign detection. In the future, we 
hope to design more comprehensive image enhancement 
networks for all the harsh environments faced by existing traffic 
sign detectors and to investigate efficient object detection 
algorithms using only the CPU. 
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