
Neuroscience Letters 791 (2022) 136915

Available online 15 October 2022
0304-3940/© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Functional neuroanatomical correlates of contingency judgement 

Rahmi Saylik a,b,*,1, Andre J. Szameitat b,*,2, Adrian L. Williams b,3, Robin A. Murphy c,4 

a Mus Alparslan University, Department of Psychology, Mus, Turkey 
b Centre for Cognitive Neuroscience, Department of Life Sciences, College of Health and Medical Sciences, Brunel University London, Kingston Lane, Uxbridge UB8 3PH, 
UK 
c University of Oxford, Department of Experimental Psychology, Anna Watts Building, Radcliffe Observatory Quarter, Woodstock Road, Oxford OX2 6GG, UK   

A R T I C L E  I N F O   

Keywords: 
Contingency learning 
Associative relations 
Shared and diverse areas 
Lateral prefrontal lobe 
Parietal lobe 
fMRI 

A B S T R A C T   

Contingency judgement is an ability to detect relationships between events and is crucial in the allocation of 
attentional resources for reasoning, categorization, and decision making to control behaviour in our environ
ment. Research has suggested that the allocation of attention is sensitive to the frequency of contingency in
formation whether it constitutes a negative, zero or positive relationship. The aim of the present study was to 
explore the functional neuroanatomical correlates of contingency judgement with different frequencies and 
whether these are distinct from each other or whether they rely on a common mechanism. Using three con
tingency tasks within a streaming paradigm (one each for negative, zero, and positive contingency frequencies), 
we assessed brain activity by means of functional magnetic resonance imaging (fMRI) in 20 participants. Con
tingency frequency was manipulated between blocks which allowed us to determine the neural correlates of each 
of the three contingency tasks as well as the common areas of activation. The conjunction of task activation 
showed activity in left parietal cortices (BA 23, 40) and superior temporal gyrus (BA42). Further, the interaction 
analysis revealed distinct areas that mainly involve lateral (BA 45) and medial (BA 9) prefrontal cortices in the 
judgment of negative contingencies compared with positive and zero contingencies. We interpret the finding as 
evidence that the shared regions may be involved in coding, integration, and updating of associative relations 
and distinct regions may be involved in the investment of attentional resources to varied degrees in the 
computation of contingencies to make a judgment.   

1. Introduction 

Contingency learning refers to the ability of detecting relations be
tween a cue and a subsequent outcome [1]. It is an important component 
of our daily life as it facilitates making judgments and controlling events 
in the environment [1]. Attention is a crucial process for contingency 
learning – it requires sustained attention to determine the relation be
tween cue and outcome across various possibilities of cue-outcome 
pairings (see a-d below) [2]. Behavioural research has suggested that 
contingency judgements have different attentional demands that depend 
on the frequency of cue-outcome pairs whether they constitute negative, 
zero or positive contingency frequency [3–4]. Current research 

questions whether judgement of contingencies with different fre
quencies are distinct from each other or whether they rely on common 
mechanisms. 

A typical contingency learning task requires an individual to make a 
judgment by predicting the relationship between a cue and an outcome 
when presented many times in separate trials. In each trial, one of four 
possible pairings may occur:  

a. Cue is presented (C) and outcome is presented (O)  
b. Cue is not presented (-C), outcome is presented (O)  
c. Cue is presented (C), outcome is not presented (-O)  
d. Cue and outcome are not presented (-C) (-O) 
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The relationship between cue and outcome can be modulated by 
adjusting the frequencies of the cue-outcome pairs accordingly. For 
instance, the relationship increases toward positivity as the frequencies 
of (a) and (d) increase (positive contingency), which implies that the 
frequencies of (b) and (c) decrease. Positive contingency means that the 
presence or absence of the cue is indicative of the presence or absence of 
the outcome, respectively. If the frequency of (b) and (c) increases 
(negative contingency; implying that the frequencies of (a) and (d) 
decrease), the relation increases toward negativity. Such negative con
tingency means that the presence of the cue predicts the absence of the 
outcome and vice versa. If all four cases (a)–(d) have the same fre
quency, no relation between cue and outcome exists (zero contingency). 
The contingency between cue and outcome ranges from + 1.0 (perfect 
positive contingency) to − 1.0 (perfect negative contingency) and it is 
symbolized by ΔP which is calculated by the difference between two 
probabilities ΔP = a

a+b −
c

a+d [1,5]. 
Research suggests that contingency judgements involve the goal- 

directed system which is linked with attention, and that the allocation 
of attention is different for negative contingencies compared to other 
contingencies [6–8]. For instance, discriminating positive contingencies 
relies on coding the co-occurrence of two target stimuli such that these 
are easier to detect compared to negative contingencies because of a 
higher number of cue-outcome pairs (higher frequencies of a and d) 
which facilitate reaching a judgment [7–8]. In contrast, discrimination 
of negative contingencies is relatively demanding because these require 
being aware that one event (cue or outcome) is absent when the other is 
present (higher frequencies of b and c) [7–8]. These studies suggest that 
thinking-related areas may become more active when people evaluate a 
negative contingency as participants allocate more attentional resources 
[7–8]. Taken together, it seems likely that the allocation of attention is 
sensitive to frequency of contingency (ΔP) whether it constitutes a 
negative, zero or positive relationship. 

These behavioural findings raise the question about the functional 
neuroanatomical correlates of negative, zero and positive contingencies. 
Do these varied contingencies activate the same or different brain areas? 
Previous research generally focused on the relation between an action 
and reward based on conditional probabilities (e.g., manipulation in 
probability of b and c pairings in the zero contingency only) rather than 
establishing a relation between two events with negative, zero and 
positive frequency of contingency. These studies suggested the learning 
process is associated with activation of the frontoparietal network (e.g., 
inferior frontal gyrus (IFG), superior frontal gyrus (SFG), medial frontal 
areas (MedFG)), and more posterior areas such as inferior parietal lobule 
(IPL), posterior cingulate (PC), striatum, and caudate body [4,9–14]. 
Further, it has been shown that activations in certain areas (e.g. MedFG, 
IFG) differentiate in line with probability manipulations in tasks that 
establish a relation between the number of button presses and earning 
money [4,10–11]. Although these studies can be informative about 
brain systems and related processes, they are limited in addressing the 
question of whether contingencies with varied frequencies (ΔPvalues)
activate shared or different brain regions. 

One study has explored the neural dynamics of contingency judge
ments with different ΔPvalues using event related potentials (ERP) [4]. 
The authors employed the streaming paradigm introduced by Crump 
and colleagues [1,5] where participants viewed rapid presentations of 
emoticons as cue-outcome combinations. At the end of each stream, 
participants were required to predict the relationship between cue and 
outcome on a scale ranging from − 100 to + 100 (positive values indi
cating a positive relationship, 0 indicating no relationship, and negative 
values a negative relationship). The results demonstrated that atten
tional related areas negatively correlated with ΔP with stronger acti
vations in negative contingency conditions compared to the positive 
contingencies. Of note is that the study used emoticons as cue-outcome 
pairs - these contain emotional content which may activate similar re
gions to real emotional faces. Given this potentially confounding factor, 

we wanted to explore the neuroanatomical correlates of contingency 
judgements with neutral (non-emotional) stimuli. 

The present study utilizes fMRI to explore the neural substrates of 
contingency judgments across three contingency frequencies with 
negative, zero and positive ΔP values, all derived from the same basic 
streaming paradigm [1,5], and using neutral stimuli as cue and outcome. 
More specifically, we were interested in assessing distinct regional brain 
activations across three contingency frequencies as well as the ones that 
they have in common. We propose that due to the involvement of 
attentional processes frontal areas may be differentially activated in 
negative contingencies compared to positive and zero whereas all three 
contingencies may activate some common overlapping areas in parietal 
regions. 

2. Methods 

2.1. Participants 

Twenty healthy university students aged 18–30 (9 females: M =
20.55, SD = 3.39; 11 males: M = 22.72, SD = 3.11) took part in the 
study, giving informed consent beforehand. The participants had no 
psychiatric or neurological disorders based on a self-report question
naire and received £30 for participation. The study was approved by the 
Ethics Committee at Brunel University London. 

2.2. Task and procedure 

The experiment utilized a streaming paradigm [1,5]) with presen
tation and responses controlled by PsychoPy3 [15]. The stimuli used 
were triangles (the cue, C) and hexagons (the outcome, O) of approxi
mately similar sizes. Trials in a stream (block) began with a central 
fixation cross (250 ms) followed by a presentation of C (250 ms) dis
played on the left side of the screen, or with a blank screen (250 ms) 
reflecting -C. After that, either O appeared on the right side (500 ms), or 
a blank screen was shown (500 ms) reflecting -O. Each trial therefore 
lasted 1000 ms. There were three contingency learning conditions and a 
resting baseline condition (no stimuli or task). The contingency learning 
conditions were positive (ΔP = 0.50), zero (ΔP = 0.0) and negative 
contingencies (ΔP = -0.50), each block containing 16 trials. Before each 
block, instructions for the upcoming task was presented for 5 s; 
following each block a scale was presented to record responses (5 s, see 
below). Total block length was 26 s with each condition presented eight 
times in a randomized order. Six other conditions were presented, which 
are not relevant to this study. 

2.3. MRI procedure 

Imaging was carried out using a 3 T scanner (Trio, Siemens) equip
ped with a 32-channel array head coil. Participants lay supine in the 
scanner with cushions to reduce head motion. 35 axial slices (192 × 192 
mm FOV, 64 × 64 matrix, 3 × 3 × 3 mm voxels, interleaved slice 
acquisition) were acquired using a BOLD-sensitive gradient-echo EPI 
sequence (TR 2.5 s, TE 31 ms, 85◦ flip angle). High-resolution whole- 
brain images were acquired from each participant using a T1-weighted 
MPRAGE sequence (TR 1900 ms, TE 3.03 ms, 11◦ flip angle, 176 slices, 
1 × 1 × 1 mm voxels). Participants viewed the stimuli via a mirror 
system while holding two MRI compatible response pads. After each 
block participants viewed a scale on the screen ranging from − 4 to + 4 
making a single response using one of the two pads: The left-hand 
keypad for ratings from − 4 (little finger) to 0 (thumb), right-hand 
keypad for + 1 (index finger) to + 4 (little finger). Participants were 
asked to predict how triangle predicts hexagon based on scale and 
following their response the next block started. 
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2.4. Data analyses 

We used SPM12 for fMRI data analysis. The origins were manually 
aligned with the anterior commissure in structural and functional im
ages. To correct head motion, realign & unwarp options were applied. 
All images were transformed into MNI space using normalization and 
unified segmentation. A Gaussian filter (FWHM 8 mm) was used for 
spatially smoothing functional data. The general linear model was used 
for statistical analysis based on a voxel-wise least-squares estimation for 
serially autocorrelated observations. Utilizing a blocked design 
approach, the BOLD response model was derived using a boxcar func
tion, convolved with a canonical HRF without derivatives. Low- 
frequency noise was removed through high-pass filtering (cut-off fre
quency 1/128 Hz). To enable comparison across different contingency 
tasks, we modelled only the last 21 s of each block for all conditions (i.e. 
stimulus and response). The 5 s instruction period was modelled as a 
regressor of no interest. 

Contrast of interests were first calculated for each individual 
participant. In the second-level analysis, we used a one-sample t-test to 
establish contingency-related activations. 

In the conjunction analysis, we calculated the contrast of interests for 
negative, zero, and positive contingency streams separately i.e., 
(Negative contingency – Resting baseline), (Zero contingency – Resting 
baseline), and (Positive contingency – Resting baseline). All resulting t- 
maps were thresholded at the voxel level with p < 0.05 (FWE corrected, 
3 3 3 mm3 voxel size). Conjunction analyses were carried out for the 
three contrasts using the minimum statistics approach. 

In the interaction analysis, we first calculated six subtraction con
trasts to obtain contingency-related activation differences across ΔP 
manipulation: Negative contingency – Positive contingency, Negative 
contingency – Zero contingency, Zero contingency – Positive contin
gency and their reversed versions. Second-level results were examined 
with cluster-level corrections for multiple comparisons (uncorrected 
cluster-forming threshold of p < 0.005 and a family-wise error corrected 
cluster-level (FWEc) threshold of p < 0.05). Given the stimulus/task 
uniformity, we propose that activation derived from these subtractions 
cannot simply be explained by stimulus or response mechanisms. 

3. Results 

3.1. Behavioural results 

To test whether the participants accurately discriminated contin
gencies, we calculated an ANOVA with the within-subject factor 
(negative, zero and positive contingencies). For the judgement ratings, 
we averaged the ratings of each type of contingency. Participants ratings 
increase as ΔP increases from negative to zero and to positive (main 
effect contingency; F(2,18) = 21.69p < 0.001), η2 = 0.68 (Fig. 1). More 

precisely, the Bonferroni analysis demonstrated that positive contin
gencies were discriminated from negative (M difference = 3.1 (95 % CI, 
4.10 to 2.45) and, zero contingencies (M difference = 1.50 (95 % CI, 
2.23 to 0.84). Similarly, zero contingencies were discriminated from 
negative contingencies (M difference = 1.53 (95 % CI, 2.53 to 0.48), 
together indicating that participants were able to discriminate contin
gencies. Finally, as the average of zero contingencies were rated slightly 
positive, we calculated one sample t-tests to examine whether the 
average ratings were significantly different from zero. The results 
demonstrated that for all contingencies this was the case (Negative 
contingencies: t(19) = -20.36, p < 0.001, Zero contingencies t(19) =
6.00, p < 0.001, Positive contingencies t(19) = 22.86, p < 0.001). 

3.2. Neuroimaging results 

To determine the common cerebral areas activated by all three 
contingency frequencies, a conjunction analysis was carried out in 
which the changes in activity common to the comparison of the three 
versus baseline was assessed. This analysis showed shared areas with 
increased activity mainly in the left hemisphere in two clusters 
(Table 1). The first cluster included posterior cingulate gyrus (PC, BA23) 
while the second cluster included inferior parietal lobule (IPL, BA40), 
supramarginal gyrus (SMG) and superior temporal gyrus (STG, BA42) 
(Table 1, Shared Areas; Fig. 2, yellow patches). 

Another question of interest concerned the brain activity unique to 
each individual contingency judgment process which we identified on 
the basis of brain activity that was differentially activated by only one 
contingency frequency compared to one other during the judgment 
processes. Of the six comparison contrasts, the contrast comparing 
negative, and zero contingencies revealed one large significant cluster 
covering IFG (BA 45) and MedFG (BA 9/10) in the left lateral and medial 
prefrontal areas (Table 1; Fig. 2, blue patches). A second contrast 

Fig. 1. Participant mean contingency judgements for different contingency 
frequencies (negative, zero and positive). Error bars indicate SEM. 

Table 1 
Coordinates of significant clusters common to all three contingency frequencies 
(Shared Areas) as well as those unique to individual contingency judgements 
(see Methods for details). Coordinates are reported in relation to the MNI space.  

Anatomical 
area 

BA x y z t/p 
(uncorr) 

Cluster-level p 
(FWE) 

Num. 
Voxels 

Shared Areas      
Cluster 1      
PC 23 − 3–34 28 7.38/ 

0.001  
0.001 581 

Cluster 2      
IPL 40 − 63–40 

23 
6.63/ 
0.001  

0.014 479 

SMG 40 63–34 23    
STG 42 − 63–31 

18    
Negative – Zero      
Cluster 1      
MedFG 9/ 

10 
15 38 23 5.54/ 

0.0001  
0.001 1679 

IFG 45 − 39 23 
11    

MedFG 9 − 9 44 23    
Negative – 

Positive      
Cluster 1      
IFG 45 − 57 23 

20 
4.67/ 
0.0001  

0.04 581 

IFG 44 − 48 20 
17    

IFG 45 − 51 26 2    
Cluster 2      
MedFG 9/ 

10 
− 6 59 32   0.02 792 

SFG 10 − 18 59 
23    

SFG 9 − 9 50 44     
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comparing negative and positive contingencies revealed significant ac
tivations in two clusters in the left lateral and medial frontal cortices. 
The cluster in the left lateral prefrontal cortices mainly included inferior 
frontal gyrus (BA 45/44), the second cluster in the medial frontal 
cortices covered MedFG (BA 9/10) and SFG (BA 9/10) (Table 1; Fig. 2, 
red patches). The remaining four contrasts, including the comparison 
between zero and positive contingencies, did not show significant 
activation. 

Finally, we extracted the beta values around the group peak coor
dinate over IFG and MedFG and examined the correlation between 
behavioural performance and activations (Fig. 3). The results showed 
significant correlations between behavioural responses of negative 
contingencies and beta values from left IFG r = 0.52, p < 0.05 and 
MedFG r = 0.46, p < 0.05. Moreover, we observed significant correla
tion between behavioural responses of zero contingency and left MedFG 
activations (r = -0.43, p < 0.05) and positive contingencies and left IFG 
(r = –0.57, p < 0.05). Similar patterns of results were observed for 
positive contingencies and MedFG as well as zero contingencies and IFG, 
but results did not reach statistical significance. 

4. Discussion 

Our behavioural findings demonstrated that participants discrimi
nated negative, zero and positive contingencies from each other as 
evidenced by higher ratings as ΔP increased. The neuroimaging results 
showed shared areas mainly in the left parietal and temporal cortices 
including STG, IPL as well as PC that activated for the three contin
gencies (negative, zero and positive). Unique areas of activity were 
mainly evident for negative contingencies compared to positive and zero 
contingencies in the lateral and medial prefrontal cortices including IFG, 
MedFG and SFG. 

The shared activity (i.e., IPL, SPL, PC and STG) observed in the 
current study for judgment of three contingencies suggests a potential 
common mechanism. Previous research suggested that most of these 
areas are activated in a wide range of attention related tasks for coding, 
maintenance and integration of information serving in a domain-free 
capacity not exclusively linked to specific tasks [10,16–17]. In the 
context of contingency judgements, it has been suggested that these 
regions are involved in coding the value of outcomes related to a po
tential cue in animals [18] as well as in humans [19]. It has been shown 
both frontal and parietal regions are involved in contingency learning, 

Fig. 2. Significant clusters of activity common to all 
three contingency frequencies (Negative, Zero, Posi
tive) shown in yellow (p < 0.05, FWE corrected). The 
comparison contrasts that show differences between 
negative and zero contingency is shown in blue; dif
ferences between negative and positive contingency is 
in red (uncorrected cluster-forming threshold of p <
0.005 and a family-wise error corrected cluster-level 
(FWEc) threshold of p < 0.05). Data is super
imposed on an MNI template brain.   

Fig. 3. demonstrate behavioural responses and beta activities across negative, zero and positive contingencies in scatter plots.  
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but these regions differ regarding their roles [18,20]. While the parietal 
areas are involved in information integration and acquisition of the 
associative relations, prefrontal regions are involved in supervising of 
these contingency judgements [18]. For instance, the posterior cingulate 
cortex has reciprocal connections with all sensory cortices making it an 
ideal region for the integration of information [24]. Moreover, human 
studies showed that areas of the parietal lobe such as the posterior 
cingulate cortex, inferior parietal lobule as well as superior temporal 
gyrus are involved in conditioning and establishing causal relationships 
[21–23]. Our findings are consistent with those previous studies and 
further indicate that these activated areas may be involved in contin
gency judgments regardless of ΔP manipulation. It seems likely that 
whatever the relation between cue and outcome, a common mechanism 
is needed to integrate and update information for establishing a judg
ment because any contingency judgment process requires assessment of 
the contingency that involves integration and updating of the informa
tion [18,20]. However, despite of this consistency, the caution is advised 
as we did not use a control task in the analysis that may leads involve
ment of stimuli/response areas in the observed findings. 

We found differential activations in negative contingencies 
compared with positive and zero contingencies in attention related 
prefrontal areas. These results are consistent with an ERP study [8] that 
reported stronger activity in attention related areas during discrimina
tion of negative contingencies compared with positive and zero con
tingencies. It was suggested that establishing a prediction is easier 
during the process of positive contingencies compared to negative ones 
because there is consistency between pairs of cue and outcome [7]. Such 
a co-occurrence and co-absence of cue-outcome pairs may allow a more 
automatic establishment of a link between cue and outcome [7]. In 
contrast, it’s harder to conceptualise that the presence of a cue means 
absence of an outcome and vice versa [7]. Therefore, discriminating 
negative contingencies are more demanding since these processes 
involve being aware of the absence of an event while the other is present 
and such a process may require investment of more attentional resources 
into the task rather than an automatic development [7]. 

It is worth noting the observation that increased activations in IFG 
and MedFG have been repeatedly reported to be involved in contingency 
learning process for supervising and computation of contingencies 
[10–11] as well as working memory for resolution of conflicts repre
senting inhibition function [24]. Therefore, the inconsistency between 
occurrence of cue and outcome (i.e., higher frequencies of b and c 
pairings) may lead to a greater involvement of inhibitory control to 
identify negative contingencies accurately. In line with this argument, 
one study demonstrated that when participants judge an inconsistent 
relation between cue and outcome such as evaluation of an implausible 
statement with a strong theory, attention related areas activated 
strongly [25]. Taken together, activating representation of a consistency 
between cue and outcome and activating representation of the incon
sistency between cue and outcome may differentiate – the latter may 
activate working memory areas more strongly. 

Although the activations in comparison of negative-zero and 
negative-positive look different, more detailed scrutiny reveals that 
there is some overlap (see Fig. 2). Consistent with the frequencies of b 
and c in each contingency, the activations for comparison of negative 
and positive contingencies were larger than the comparison between 
negative and zero. Therefore, the relationship between the frequencies 
of a-d, performance, and brain activations across different ΔP values 
suggests that contingency judgement influences the neurocognitive 
processing of judgement gradually. 

We did not find a significant difference between judgements of 
positive and zero contingencies. The current study cannot answer 
whether this is caused by a lack of statistical power or whether zero 
contingencies are associated with an optimistic perspective where they 
are perceived slightly positive. Nevertheless, examining our behavioural 
results, the average ratings of zero contingency were slightly but 
significantly greater than zero. Therefore, participants may perceive the 

contingency to be slightly positive. Previous research reported that 
healthy participants may perceive zero contingencies as positive (26). As 
our sample consisted of similarly healthy participants, they may have 
perceived zero contingencies as positive leading to non-significant re
sults. Alternatively, our relatively small sample size may have contrib
uted to this finding (20 participants), or the discrete sampling of the ΔP 
scale (three unique contingencies, ΔP = -0.50, 0, +0.50) may not be 
sufficiently distributed. 

To conclude, we found participants were able to discriminate be
tween three contingencies accordingly (negative, zero and positive); we 
also showed shared activations for these contingencies as well as distinct 
areas for negative compared to positive and zero contingencies. We 
interpret the finding as evidence that the shared regions may be 
involved in coding, integration and updating of associative relations and 
distinct regions may be involved in investment of attentional resources 
to a varied extent in the computation of contingencies to make a 
judgement. As the current study used fixed ΔPs (-0.50, 0, 0.50) across all 
tasks, future studies should focus on using multiple ΔPs for each con
tingency with greater sampling to confirm the current findings. 

Data availability 
Data, stimuli and other materials are available on: https://figshare. 

com/articles/dataset/functional_neur
oanatomical_correlates_of_contingency_judgment/19768618. 
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