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## Abstract

The proposed Muon Collider offers two distinct advantages in comparison to lepton and hadron colliders. The larger mass of the muon in comparison to the electron means synchrotron radiation is less of a concern and higher centre of mass collision energies can be reached. Secondly, the muon collider would collide point-like particles in comparison to hadron colliders, resulting in cleaner collision processes.

Challenges faced by the Muon Collider are investigated in this thesis. A charge exchange experiment was performed at the Kyoto University Institute for Integrated Radiation and Nuclear Science to investigate electron detachment cross-sections as a function of projectile energy. Results are presented for 11 MeV hydrogen anions striking a carbon foil.

Ionisation cooling, an increase in the position and momentum phase-space density of a beam, was investigated by the Muon Ionisation Cooling Experiment (MICE) for various absorber materials. The systematic uncertainties associated with the liquid hydrogen absorber are presented. The ionisation cooling result can be affected by various biases. The MICE momentum reconstruction was biased by the nonuniformity of the magnetic field in the tracker regions of the MICE experiment. It was also biased by misalignments of the solenoid, tracker and magnetic axes.

The ionisation cooling result can also be biased by transmission losses. Normalizing the phase space densities by their sample sizes as MICE had done was found to be incorrect. When transmission losses are missing not at random, the changing covariance matrix of the remaining distribution needs to be accounted for as well. Using a transfer matrix approach, a correction procedure was outlined to impute missing data points for the downstream distribution affected by transmission losses. The correct downstream covariance matrix could then be found, meaning the remaining downstream sample could be compared to the full upstream sample unaffected by any biases due to transmission losses.
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## Introduction

The Large Electron-Positron (LEP) collider led to the precision measurements of the Z boson and W boson, while the Large Hadron Collider (LHC) led to the discovery of the Higgs boson. The LHC is expected to continue to run until the 2040s. Already plans are being proposed for the next generation of lepton and hadron colliders, dubbed 'Higgs Factories', such as the Future Circular Collider (FCC), the Compact Linear Collider (CLIC), the International Linear Collider (ILC), the Circular Electron Positron Collider (CEPC) and the Muon Collider, which will have greater centre of mass energies and luminosities, that would allow for greater precision measurements of the Higgs mass and width, as well as the Higgs' decay processes. Unlike previous colliders, the proposed colliders would not be searching for any new particles in particular, but rather looking at what happens when we do collide particles at higher energies and if there is new physics to be found, the main motivation being that the standard model is an incomplete description of particle physics.

The FCC could work in three different configurations, colliding protons with protons, electrons with electrons (or positrons) or protons with electrons (or positrons). The FCC does have some natural drawbacks. The collision of electrons and/or positrons is limited by synchrotron radiation. Protons, not being point-like particles, result in messy collision processes due to the quarks and gluons within them. The muon collider provides an alternative, colliding heavier point-like particles far less affected by synchrotron radiation. The muon collider has its own challenges of course, especially due to the muons short lifetime.

This thesis will examine some of the problems the muon collider currently faces and the progress that is being made towards making a muon collider a reality. This opening chapter will begin by giving a brief outline of the muon collider and the Muon Ionization Cooling Experiment (MICE).

The proposed muon collider is expected to use an 8 TeV proton beam. The proton beam can be created from a $H^{-}$beam during charge exchange injection. When the $H^{-}$beam passes through a carbon foil, it is stripped of its electrons, creating a proton beam. The efficiency of this process depends on the injection energy and the foil thickness used. The required carbon foil thickness is expected to scale with injection energy. However, experimental results have only been taken over a narrow energy range ( $181-800 \mathrm{MeV}$ ). To verify the relationship between the required foil thickness and the injection energy across a larger energy range, low energy ( 11 MeV ) experimental results were taken at the Kyoto University Institute for Integrated Radiation and Nuclear Science (KURNS). The results are presented in chapter 2.

The remaining chapters will consider the MICE experiment. Chapter 3 will consider some of the systematic uncertainties associated with the liquid hydrogen absorber at MICE. It will also determine the density of the liquid hydrogen used during the MICE experiment.

The position of each particle can be measured at the ten tracker stations within the MICE cooling channel. The MICE reconstruction software uses these position measurements to reconstruct the momentum of each particle at the ten tracker stations. However, the MICE reconstruction software depends on the magnetic field within the MICE cooling channel. The uncertainty on the magnetic field is investigated in chapter 4.

How these uncertainties affect the momentum reconstruction will be considered in chapter 5. It will find that the MICE reconstruction software introduces small biases for the transverse momentum reconstruction and large biases for the longitudinal momentum reconstruction. The magnitude of the biases will be different for each particle, as the biases are also dependent on the trajectory of the particle in the MICE cooling channel.

Ionization cooling and emittance exchange can be demonstrated by changes in the emittance, amplitude distribution or phase-space density distribution of the beam. However, these measurements can be biased by transmission losses, as each type of measurement depends on the covariance matrix of the distribution. To overcome this issue, a transfer matrix approach is introduced in chapter 6 . It considers how the phase-space volume of the initial upstream sample of particles would have changed if there were no transmission losses. The resulting covariance matrix can then be used to calculate the phase-space density distribution of the remaining downstream particles. As the resulting covariance matrix has accounted for transmission losses, the upstream sample of particles and the remaining downstream sample of particles can be directly compared. This will result in an unbiased demonstration of the ionizing cooling process for a limited fraction of the beam, before transmission losses begin to obscure the result. The results are presented in chapter 7 .

Some of the results have been published elsewhere. The analysis on the liquid hydrogen absorber was presented in a MICE note ${ }^{2}$ and a Journal of Instrumentation article ${ }^{3}$. Progress on the study of emittance exchange at MICE was presented at the Neutrino 2020 and ICHEP 2020 conferences ${ }^{4,5}$. Previous MICE collaboration results ${ }^{6}$ presented at IPAC 2019 should be ignored, due to flaws in the analysis technique not discovered until later. Finally, the MICE collaboration has recently published papers on the emittance measurement and the cooling demonstration at MICE in the European Physical Journal C ${ }^{7}$ and Nature ${ }^{8}$ respectively.

### 1.1 Towards a muon collider

The main challenge for a muon collider is to achieve the required luminosity. The luminosity of a beam can be defined as:

$$
\begin{equation*}
\mathcal{L}=f_{\text {coll }} \frac{n_{1} n_{2}}{4 \pi \sigma_{x} \sigma_{y}} \mathcal{F} \tag{1.1}
\end{equation*}
$$

where $n_{1}$ and $n_{2}$ describe the number of particles in each bunch colliding with frequency $f_{\text {coll }}, \sigma_{x}$ and $\sigma_{y}$ are the transverse RMS beam sizes ${ }^{9}$, while the factor $\mathcal{F}$ accounts for geometric effects such as the crossing angle of the beams and the bunch length (though $\mathcal{F}=1$ will be assumed). For Gaussian position and momentum distributions, the transverse RMS beam size $\sigma$ can be explained in terms of emittance, a measure of the spread of the beam in position and momentum space through

$$
\begin{equation*}
\sigma^{2}=\epsilon \beta \quad \epsilon=\frac{\sqrt[n]{|V|}}{m c} \tag{1.2}
\end{equation*}
$$

where $\epsilon$ is the emittance of the beam, $\beta$ is the beta function describing how focused the beam is at the interaction point, $V$ is the covariance matrix of the $n$-dimensional position and momentum space considered, $m$ is the mass of the beam particle and $c$ is the speed of light. Taking $\mathcal{F}=1$, the luminosity can then be described by:

$$
\begin{equation*}
\mathcal{L}=f_{\text {coll }} \frac{n_{1} n_{2}}{4 \pi \sqrt{\epsilon_{x} \beta_{x} \epsilon_{y} \beta_{y}}} \tag{1.3}
\end{equation*}
$$

An experiment's luminosity can thus be increased by increasing the number of particles colliding, increasing the frequency of collisions, reducing the emittance of the beam or by reducing the beta function at the interaction point e.g. by focusing the beam with higher strength magnetic fields.

For the proton driver based muon collider (Fig. 1.1), the muons are produced as tertiary particles (protons striking a target producing pions which decay to muons). This production process results in the muons having a large spread in position and
momentum space (or phase-space) and thus this muon collider's main challenge will be to reduce the emittance of the muon beam within the muon's lifetime. Alternative muon collider schemes ${ }^{10-12}$ exist, though they typically suffer from low muon production cross-sections.


Figure 1.1: A basic description of the neutrino factory and muon collider. The neutrino factory, as well as nuSTORM, could be considered as stepping stones towards a muon collider, incrementally implementing more complex physics designs and technologies ${ }^{13}$.

The proton driver based muon collider ${ }^{14-17}$ can be implemented in incremental steps (nuSTORM $\rightarrow$ Neutrino Factory $\rightarrow$ Higgs Factory $\rightarrow$ Multi-Tev Muon Collider). This structure would provide both a neutrino and a Higgs physics program where each additional step could be added as the relevant physics processes and technologies are demonstrated, culminating in a multi-TeV muon collider. A brief outline of the muon collider is given next.

### 1.2 Basic description of the muon collider

### 1.2.1 Proton driver

To deliver enough pions and muons, the proton driver ${ }^{13,18}$ needs to provide a proton beam of sufficient power (in the megawatt range). Providing proton beams of sufficient energy or beam current is already possible. However, the main challenge is to deliver both at the same time ${ }^{19}$.

While the proton driver could directly produce protons and inject them into an
accumulator ring, the proton beam is typically derived from a $H^{-}$beam. This makes injection into an accumulator ring easier. As the $H^{-}$particles and the protons will follow different trajectories in a magnetic field, this can be exploited during charge exchange injection (see chapter 2). The $H^{-}$particles in the beam are stripped of both of their electrons via a thin stripping foil, with bump magnets used to join the new protons with the existing proton beam in the accumulator ring. The proton beam current thus depends on how many $H^{-}$particles can be produced, delivered and stripped into the accumulator ring.

The $H^{-}$beam is typically produced via a surface plasma source where neutral hydrogen atoms impact a surface and can pick up electrons ${ }^{20-23}$. The binding energy (or affinity) of the electron to the hydrogen atom is low at 0.7542 eV , and thus a low work function surface is used (typically caesium) to increase the likelihood of the hydrogen atom picking up an electron during impact. Magnets are then used to guide the $\mathrm{H}^{-}$beam to a superconducting linear accelerator, where a series of oscillating electric potentials are used to accelerate and chop the beam to match the predefined frequency of the RF cavities in the accumulator ring.

When the $H^{-}$beam is injected into the accumulator ring, it is stripped of its electrons, with the protons accumulating in the ring. Once a sufficient number of protons have accumulated in the ring, the protons are collected into bunches and accelerated via RF cavities. This results in a high energy and high intensity proton beam that can be extracted to a target area.

### 1.2.2 Front end

In the target area, the proton beam strikes a target, creating pions. The number of pions produced depends on the target material and the proton beam's energy. For proton beams of megawatt power, the main consideration is the survival of the target itself due to the high heat loads imparted. Experiments have been completed of proton beams impacting on a liquid mercury jet target by MERIT ${ }^{24}$ and on solid targets such as beryllium, carbon, aluminium, copper, tin, tantalum and lead by HARP ${ }^{25-27}$. Due to mercury's hazardous nature ${ }^{28}$, solid graphite and fluidised tungsten powder are considered more likely options for a muon collider ${ }^{29-31}$.

When the proton beam strikes a target material, the pions produced will scatter at large angles and at various momenta. To capture the pions, it has been proposed to use a high field strength solenoid ${ }^{32}$ (Fig. 1.2). The captured pions are then led to a decay channel consisting of a series of magnets and drift spaces, where the pions decay to muons and any remaining pions are separated from the beam. Finally, the muons are phase rotated in a series of RF cavities to decelerate high energy particles and accelerate low energy particles until a homogenous energy beam is obtained ${ }^{33}$.


Figure 1.2: When the proton beam strikes a target (in this case mercury) the resulting pions will scatter and must be captured in a solenoid ${ }^{34}$.

### 1.2.3 Cooling

Going into the cooling section, the beam has a low energy spread but a large transverse emittance. This can be reduced by cooling the beam, a reduction in the spread of the beam in position and momentum space. The most common cooling techniques include radiation ${ }^{35-37}$, laser $^{36-38}$, electron ${ }^{39-43}$, stochastic ${ }^{38,44,45}$, ionisation ${ }^{8,46}$ and frictional cooling ${ }^{47-51}$. However, most of these techniques do not sufficiently cool the muon beam within the muon's lifetime. For the muon collider, it has been proposed to use ionisation cooling.

In ionisation cooling ${ }^{8,46}$, a beam is passed through an absorber material, where the beam loses energy and momentum. The beam is then accelerated by passing it through an RF cavity, which recovers the lost longitudinal momentum of the beam but not the transverse momentum. This reduces the overall emittance of the beam.


Figure 1.3: Ionisation cooling ${ }^{52}$. The overall momentum of the beam is reduced by an absorber material before the longitudinal momentum of the beam is restored by a RF cavity, reducing the overall emittance of the beam.

Scattering and energy loss can be reduced by using a low atomic number absorber, as can be seen from the Bethe-Bloch equation ${ }^{53}$, which describes the mean energy loss of moderately relativistic heavy charged particles,

$$
\begin{equation*}
-\left\langle\frac{d E}{d x}\right\rangle=4 \pi N_{A} r_{e}^{2} m_{e} c^{2} z^{2} \frac{Z}{A} \frac{1}{\beta^{2}}\left[\frac{1}{2} \ln \frac{2 m_{e} c^{2} \beta^{2} \gamma^{2} T_{\max }}{I^{2}}-\beta^{2}-\frac{\delta(\beta \gamma)}{2}\right] \tag{1.4}
\end{equation*}
$$

where $N_{A}$ is Avogadro's constant, $r_{e}$ and $m_{e}$ are the classical electron radius and mass, $z$ refers to the charge of the incident particle, $Z$ and $A$ are the atomic and mass numbers of the material, $\beta$ and $\gamma$ are the Twiss parameters, $T_{\max }$ is the maximum kinetic energy that can be imparted to a free electron in a single collision, while $I$ is the mean excitation energy. The $\delta(\beta \gamma)$ term, is a density effect correction term due to ionisation energy loss.

The emittance of a beam changes when passing through an absorber material and is described by the ionisation cooling equation ${ }^{8}$ :

$$
\begin{equation*}
\frac{d \varepsilon_{\perp}}{d s} \cong-\frac{\varepsilon_{\perp}}{\beta^{2} E_{\mu}}\left\langle\frac{d E}{d s}\right\rangle+\frac{\beta_{\perp}(13.6 M e V)^{2}}{2 \beta^{3} E_{\mu} m_{\mu} X_{0}} \tag{1.5}
\end{equation*}
$$

where $\frac{d \varepsilon_{\perp}}{d s}$ is the rate of change of normalized transverse emittance $\left(\varepsilon_{\perp}\right)$. $\beta, E_{\mu}$ and $m_{\mu}$ are the muon velocity, energy and mass, $\frac{d E}{d s}$ is the magnitude of the mean energy loss rate through ionisation, $X_{0}$ is the absorber radiation length and $\beta_{\perp}$ is the transverse beta function at the absorber ${ }^{54}$.

In Eq. 1.5, the cooling effect is described by the negative term which reduces the emittance of the beam, while the positive term is the heating effect. When the cooling term is larger than the heating term, the emittance of a beam can be reduced. If that differential is large enough, then the beam can be cooled quickly. As the cooling term has a dependence on the atomic number of the absorber material, it is advantageous to use a low atomic number material such as liquid hydrogen to cool the beam quickly.

While ionisation cooling reduces the transverse components of the beam, Emittance exchange ${ }^{5,55,56}$ can be used to additionally reduce the longitudinal components of the beam. In Emittance exchange, a muon beam is passed through a dipole magnet to create both a position spread and a position-energy correlation in the beam. The beam is then passed through a wedge shaped absorber of specific thickness to eliminate the momentum dispersion. As a result, the beam has a lower longitudinal emittance but a greater transverse emittance. The transverse emittance of the beam can then be reduced through ionisation cooling (Fig. 1.4).

In reverse emittance exchange, the beam is first passed through a wedged shaped absorber and then through a dipole magnet. This reduces the transverse emittance of the beam at the expense of a larger longitudinal emittance.

A muon collider will require significant 6 D cooling to achieve the necessary luminosity, i.e. a reduction in the spread of both the transverse and the longitudinal components of the beam (Fig. 1.5).


Figure 1.4: Left: Emittance exchange reduces the longitudinal emittance at the expense of an increased transverse emittance. The transverse emittance can then be reduced via ionisation cooling. Right: Reverse emittance exchange reduces the transverse emittance at the expense of an increased longitudinal emittance.

### 1.2.4 Acceleration

Muon beams are most efficiently cooled at low momenta in the MAP proposal. When the muon beam emerges from the cooling section, it needs to be rapidly accelerated to overcome the muon's short lifetime ${ }^{33,57,58}$. This can be done by using high-gradient RF cavities, though they carry a significant financial cost. It is therefore advantageous for the beam to pass multiple times through the same RF cavities. To increase the muon's energy as rapidly and efficiently as possible, the accelerator facility design plans to use several different accelerators. These include the use of linacs, Recirculating Linear Accelerators (RLA), Fixed Field Alternating Gradient machines (FFA) and Rapid Cycling Synchrotrons (RCS) ${ }^{33}$.

The initial linac rapidly accelerates the cooled muon beam, before the muon beam makes a number of passes through the RLA (Fig. 1.6). The rapid acceleration of the linac makes the beam more relativistic and extends the muon's lifetime. It also reduces the beam's phase-space volume, making the RLA viable. Due to the muon's short lifetime, the RF cavities will need to operate with as high a gradient as possible. This will increase the energy spread of the beam. As the arcs of the RLA only have a limited energy acceptance, this will lead to beam losses ${ }^{33}$.


Figure 1.5: The muon beam on production occupies a large emittance. This must be reduced to achieve the luminosity required for a muon collider. The graph shows the emittance of the beam after each stage, with cooling used to achieve the desired transverse and longitudinal emittances ${ }^{13}$.

The design and size of the RLA limit its feasible energy reach. To continue accelerating a muon beam to TeV energies, RCSs and FFA machines have been proposed ${ }^{34,59}$. The RCS has a larger energy acceptance compared to the RLA, but it faces its own difficulties, such as requiring rapidly ramping magnets to follow the increase in beam energy. The RF cavity gradients also need to be far larger than for typical synchrotrons, leading to a limited longitudinal acceptance of the beam.

At higher beam energies ${ }^{60}$, FFA's have also been proposed as an alternative to RLA's. At higher beam energies, the beam makes more regular passes through the RF cavity of the FFA and becomes more efficient than the RLA. In an FFA, the magnetic field becomes stronger as the beam increases in energy ${ }^{61}$. This is


Figure 1.6: Various stages of an acceleration system design that could be used in a neutrino factory or muon collider ${ }^{33}$.
achieved by the beam moving to a higher radius orbit as it accelerates, with the field getting continuously stronger at higher radii. EMMA has demonstrated a variation of this design, called the linear non-scaling FFA, where the orbit doesn't scale with momentum ${ }^{62}$. This allows for a more compact design, though the magnets become increasingly more complex.

A further improvement called the vertical FFA has been proposed to eliminate time-of-flight variations of the beam ${ }^{63-65}$. Instead of going to a higher radius orbit as the beam energy increases, the beam orbit would change with height as the beam energy increases. As the orbital path length remains fixed, relativistic beams would then travel at a fixed revolution frequency, i.e. isochronously.

The acceleration section of the muon collider requires significant optimisation ${ }^{57}$. Different accelerator types will be optimum in terms of acceptance and muon survival at different energies. This means that each centre-of-mass collision energy (e.g. 0.125 $\mathrm{TeV}, 3 \mathrm{TeV}, 14 \mathrm{TeV}$ ) will have a different optimal acceleration scenario in terms of maximising the number of muons in the collider ring. For example, at lower collider energies it may be more efficient to accelerate the beam more slowly to increase the number of accepted muons, even at the expense of more decays e.g. by using a lower RF frequency in a RCS/FFA.

### 1.2.5 Collider ring

The muon collider proposes to use a traditional ring. At higher energies it becomes more difficult to focus the beam at the interaction point as the beta function is inversely proportional to the Lorentz factor. This increases the required strength of the final focusing magnets at the interaction point to achieve the desired luminosity ${ }^{66}$.

While radiation considerations from muon decays play a significant factor throughout the muon collider complex, they will be most severe in the collider ring due to the high energies involved and the muons nearing the end of their lifetime. This will require the use of significant shielding and perhaps the use of open mid plane magnets to prevent the decay products putting excessive power loads into the surrounding magnets. This applies to the diagnostic systems near the interaction point as well, where background reactions and decays need to be minimised ${ }^{67}$.

### 1.3 Basic description of MICE

The Muon Ionization Cooling Experiment was a proof of concept experiment to demonstrate ionisation cooling. The experiment recreated a section of the cooling channel design for a potential neutrino factory or muon collider. Based at the Rutherford Appleton Laboratory, it used the ISIS proton beam to strike a titanium target. The pions produced were captured using a quadrupole triplet and led to a dipole-solenoid-dipole combination where pions decayed to muons. The strength of the dipole field was used to select muons of the desired momentum. Another two quadrupole triplets focused the beam into the cooling section of the experiment. Here the beam passed through the upstream spectrometer solenoid, an absorber material and the downstream spectrometer solenoid (Fig. 1.8).

MICE used a series of detectors to distinguish and track the particles passing through the cooling channel ${ }^{3,68,69}$. Two Time-of-flight (TOF) detectors were placed before the cooling section, while another TOF was placed after the cooling section. The TOF system consisted of scintillator slabs and photomultiplier tubes which could distinguish muons from electrons and pions, based on their differing velocities ${ }^{70}$. Before entering the TOF system, the dipole bend had selected particles of equal momentum. This meant lighter particles would travel faster between the first two TOF stations than the heavier particles (Fig. 1.7). At higher momenta, it becomes more difficult to distinguish between the flight time differences of the particles, and therefore Cherenkov counters can be used instead. Finally, the Kloe-Light and the Electron-Muon-Ranger form a combined electromagnetic calorimeter after the ionisation cooling section. This can be used to separate decay electrons from muons ${ }^{71}$.


Figure 1.7: The time-of-flight differences between TOF0 and TOF1 can be used to distinguish muons (middle peak) from electrons (left peak) and pions (right peak) ${ }^{3}$.


Figure 1.8: A schematic of the MICE experiment ${ }^{8}$. Muons could be distinguished from pions and electrons based on their flight time differences between two TOF stations. The particles could also be tracked through ten tracker stations. The position measurements at the ten tracker stations were used to reconstruct the momentum of the particles in the MICE cooling channel.

The MICE experiment operated at a low rate, allowing for each individual particle passing through the cooling channel to be measured. The MICE beam was then assembled from all the individual particle measurements. The position and momentum of each particle was measured using two scintillating fibre trackers housed within multi-Tesla spectrometers solenoids either side of an absorber material, with each tracker containing five stations of three planes of scintillating fibres ${ }^{72}$. The stations were able to identify the position of each particle, while the longitudinal spacing and the helical trajectory of each particle was used to deduce the momentum of each particle. The reconstruction software will be further explored in section 1.5.

The position and momentum measurements of the beam particles were used to calculate the overall emittance of the beam, before and after an absorber material. In MICE, a number of different absorber materials were investigated. A lithium hydride disk and an aluminium vessel filled with liquid hydrogen were used to investigate the change in transverse emittance of a muon beam, while a polyethylene wedge was used to investigate emittance exchange, a change in both the transverse and longitudinal emittances of the beam.

In Eq. 1.5, the change in transverse emittance depended on the beam's initial energy and input emittance. For this reason MICE recorded data at various beam energies (140, 170, 200 and $240 \mathrm{MeV} / \mathrm{c}$ ) and multiple input emittances (3, 4, 6 and 10 mm ). For the MICE cooling channel, the equilibrium emittance was expected to be approximately 4 mm , i.e. when the heating and cooling terms of Eq. 1.5 balanced. Ionisation cooling would therefore be expected to be seen at input emittances greater than 4 mm (for the liquid hydrogen or lithium hydride absorbers).

The various nominal input emittances were created using a diffuser containing two brass and two tungsten irises. When one or more of the irises were closed, the beam passing through the diffuser was heated. The heating of the beam can be similarly described by the ionisation cooling equation (Eq. 1.5). Therefore, depending on which combination of irises were closed, the input beam could be heated to a desired input emittance, before the beam was passed through the cooling channel.

In addition to taking data at the MICE experiment, the MICE collaboration has written the MICE Analysis User Software (MAUS) to simulate and analyse the MICE experiment ${ }^{73}$. The software contains a simulated replica of each physical structure in the MICE experiment and uses Geant4 to simulate the particles travelling through the MICE cooling channel. The MAUS software was used as a tool to help understand and verify the physics processes seen in the MICE experiment. Further information on the MICE experiment can be found in some of the recent MICE theses ${ }^{74-77}$.

The transfer matrix for a particle travelling through a solenoid is considered in the following section. A transfer matrix can be used to describe the motion of a particle between two longitudinal positions. The predictable behaviour of a particle travelling though a magnetic field is exploited for the momentum reconstruction software (section 1.5), which only uses the physical measurements of the MICE experiment, i.e. the hits in the tracker and TOF stations.


Figure 1.9: The MICE diffuser containing two brass and two tungsten irises. The irises can be used in various configurations to heat the input beam to various input emittances in the cooling channel.

### 1.4 Transfer matrices

The transformation of a particle from some initial point, $u_{i n}(\vec{x}, \vec{p})$ to some later point, $u_{\text {fin }}(\vec{x}+d \vec{x}, \vec{p}+d \vec{p})$ of variation $d s$ can be written in terms of a transfer matrix $M$, such that ${ }^{78}$ :

$$
\begin{equation*}
u_{f i n}=M u_{i n}, \quad d u_{f i n}=M d u_{i n} \tag{1.6}
\end{equation*}
$$

This transfer matrix $M$ is a combination of all the effects which affect a particle's motion. For example, a particle travelling through a quadrupole triplet can be described by some transfer matrix $M$ which is a combination of the three transfer matrices of each individual quadrupole. If one knows the transfer matrix for an arbitrary magnet element, then one can derive a transfer matrix for a combined lens system consisting of quadrupoles, dipoles, solenoids, etc.

The transfer matrix for a magnet can be derived from the Hamiltonian ${ }^{79-85}$. For an accelerator system in the Frenet-Serret curvilinear coordinate system ${ }^{86}$, the Hamiltonian, $K$, is given by:

$$
\begin{equation*}
K=-\left(1+\frac{x}{\rho}\right)\left[p^{2}-\left(p_{x}-e A_{x}\right)^{2}-\left(p_{y}-e A_{y}\right)^{2}\right]^{\frac{1}{2}}-e A_{s} \tag{1.7}
\end{equation*}
$$

where $x, y$ and $s$ denote the transverse and longitudinal coordinates along the centre of the accelerator system with a radius of curvature defined by $\rho(s)$, while the momentum, charge and vector potential are described by $p, e$ and $A$.

A number of assumptions and approximations can then be made for a particular accelerator system. For MICE, this meant the assumption of a linear and uniform solenoid field within the tracker regions of the MICE experiment. For such a solenoid, the magnetic fields and vector potentials can be given by ${ }^{86,87}$ :

$$
\begin{gather*}
B_{x}=x \sum_{k=0}^{\infty} b_{2 k+1}\left(x^{2}+y^{2}\right)^{k}  \tag{1.8}\\
B_{y}=y \sum_{k=0}^{\infty} b_{2 k+1}\left(x^{2}+y^{2}\right)^{k}  \tag{1.9}\\
B_{s}=\sum_{k=0}^{\infty} b_{2 k}\left(x^{2}+y^{2}\right)^{k}  \tag{1.10}\\
A_{x}=y \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}  \tag{1.11}\\
A_{y}=-x \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}  \tag{1.12}\\
A_{s}=0 \tag{1.13}
\end{gather*}
$$

with

$$
\begin{gather*}
b_{2 k+1}=\frac{-1}{2(k+1)} b_{2 k}^{\prime}  \tag{1.14}\\
b_{2 k+2}=\frac{1}{2(k+1)} b_{2 k+1}^{\prime} \tag{1.15}
\end{gather*}
$$

Substituting into Eq. 1.7 the above vector potentials, then

$$
\begin{align*}
K=-\left(1+\frac{x}{\rho}\right) & {\left[p^{2}-\left(p_{x}-e y \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right)^{2}\right.} \\
& \left.-\left(p_{y}+e x \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right)^{2}\right]^{\frac{1}{2}} \tag{1.16}
\end{align*}
$$

The root can be expanded using

$$
\begin{array}{r}
(a+b)^{n}=a+n a^{n-1} b+\frac{n(n-1) a^{n-2} b^{2}}{2}+\ldots=\sum_{l=0}^{n} \frac{n!}{l!(n-l)!} a^{n-l} b^{l}= \\
=\frac{n(n-1) \ldots(n-l+1)}{l(l-1) \ldots 1}=\sum_{l=0}^{n}\binom{n}{l} a^{n-l} b^{l} \tag{1.17}
\end{array}
$$

Making the substitutions $a=p^{2}, n=1 / 2$,

$$
\begin{equation*}
b=-\left(p_{x}-e y \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right)^{2}-\left(p_{y}+e x \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right)^{2} \tag{1.18}
\end{equation*}
$$

and dividing the Hamiltonian $K$, by a reference momentum $p_{0}$ to remain canonical, then

$$
\begin{align*}
\tilde{H}= & \frac{K}{p_{0}}=-\left(1+\frac{x}{\rho}\right) \frac{1}{p_{0}} \sum_{l=0}^{\frac{1}{2}} \frac{\frac{1}{2}!}{l!\left(\frac{1}{2}-l\right)!}\left(p^{2}\right)^{\frac{1}{2}-l} \\
& \times\left[-\left(p_{x}-e y \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right)^{2}\right.  \tag{1.19}\\
& \left.-\left(p_{y}+e x \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right)^{2}\right]^{l}
\end{align*}
$$

For a solenoid with a straight geometry and approximating $p_{0}$ by $p$, then

$$
\begin{align*}
\tilde{H}=\sum_{l=0}^{\frac{1}{2}} \frac{\frac{1}{2}!}{l!\left(\frac{1}{2}-l\right)!} p^{-2 l} & {\left[-\left(p_{x}-e y \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right)^{2}\right.} \\
& \left.-\left(p_{y}+e x \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right)^{2}\right]^{l} \tag{1.20}
\end{align*}
$$

$$
\begin{array}{r}
\tilde{H}=\sum_{l=0}^{\frac{1}{2}} \frac{\frac{1}{2}!}{l!\left(\frac{1}{2}-l\right)!} p^{-2 l}\left[-p_{x}^{2}-p_{y}^{2}+2 e\left(p_{x} y-p_{y} x\right) \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right. \\
-  \tag{1.21}\\
\left.-\left(\sum_{k=0}^{\infty} \frac{e b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k+\frac{1}{2}}\right)^{2}\right]^{l}
\end{array}
$$

If only linear optic terms up to $l=1$ are considered (i.e. ignoring higher order terms), then

$$
\begin{array}{r}
\tilde{H}=1-\frac{1}{2 p^{2}}\left(-p_{x}^{2}-p_{y}^{2}+2 e\left(p_{x} y-p_{y} x\right) \sum_{k=0}^{\infty} \frac{b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k}\right. \\
\left.-\left(\sum_{k=0}^{\infty} \frac{e b_{2 k}}{2(k+1)}\left(x^{2}+y^{2}\right)^{k+\frac{1}{2}}\right)^{2}\right) \tag{1.22}
\end{array}
$$

Similarly, there are linear optic terms only when $k=0$, then

$$
\begin{equation*}
\tilde{H}=1+\frac{1}{2}\left(\left(\frac{p_{x}}{p}\right)^{2}+\left(\frac{p_{y}}{p}\right)^{2}\right)-\frac{e b_{0}}{2 p}\left(\left(\frac{p_{x}}{p}\right) y-\left(\frac{p_{y}}{p}\right) x\right)+\frac{1}{2}\left(\frac{e b_{0}}{2 p}\right)^{2}\left(x^{2}+y^{2}\right) \tag{1.23}
\end{equation*}
$$

Rewriting in terms of our original Hamiltonian $K$, using $K=\tilde{H} p$, then

$$
\begin{equation*}
K=p+\frac{1}{2 p}\left(p_{x}^{2}+p_{y}^{2}\right)-\frac{e b_{0}}{2 p}\left(p_{x} y-p_{y} x\right)+\frac{e^{2} b_{0}^{2}}{8 p}\left(x^{2}+y^{2}\right) \tag{1.24}
\end{equation*}
$$

Let $g=\frac{e b_{0}}{2}$, then

$$
\begin{equation*}
K=p+\frac{1}{2 p}\left(p_{x}^{2}+p_{y}^{2}\right)-\frac{g}{p}\left(p_{x} y-p_{y} x\right)+\frac{g^{2}}{2 p}\left(x^{2}+y^{2}\right) \tag{1.25}
\end{equation*}
$$

Using the Hamiltonian equations of motion

$$
\begin{equation*}
x^{\prime}=\frac{\partial K}{\partial p_{x}} \quad x^{\prime \prime}=p_{x}^{\prime}=-\frac{\partial K}{\partial x} \quad y^{\prime}=\frac{\partial K}{\partial p_{y}} \quad y^{\prime \prime}=p_{y}^{\prime}=-\frac{\partial K}{\partial y} \tag{1.26}
\end{equation*}
$$

then

$$
\begin{array}{ll}
x^{\prime}=\frac{p_{x}-g y}{p} & x^{\prime \prime}=p_{x}^{\prime}=\frac{-p_{y} g-x g^{2}}{p} \\
y^{\prime}=\frac{p_{y}+g x}{p} & y^{\prime \prime}=p_{y}^{\prime}=\frac{p_{x} g-y g^{2}}{p} \tag{1.28}
\end{array}
$$

The transformation from an initial point, $u_{i n}\left(x, y, p_{x}, p_{y}\right)$ to some later point $u_{f i n}\left(x+d x, y+d y, p_{x}+d p_{x}, p_{y}+d p_{y}\right)$ of variation $d s$ can be given in terms of a transfer matrix M, such that ${ }^{78}$ :

$$
\begin{equation*}
u_{f i n}=\mathbf{M} u_{i n} \quad d u_{f i n}=\mathbf{M} d u_{i n} \tag{1.29}
\end{equation*}
$$

with the condition that ${ }^{88}$ :

$$
\begin{equation*}
\mathbf{M}^{T} J \mathbf{M}=J \tag{1.30}
\end{equation*}
$$

Then

$$
\left(\begin{array}{c}
x+x^{\prime} d s  \tag{1.31}\\
y+y^{\prime} d s \\
p_{x}+p_{x}^{\prime} d s \\
p_{y}+p_{y}^{\prime} d s
\end{array}\right)=I_{4}\left(\begin{array}{c}
x \\
y \\
p_{x} \\
p_{y}
\end{array}\right)+\left(\begin{array}{cccc}
0 & -g / p & 1 / p & 0 \\
g / p & 0 & 0 & 1 / p \\
-g^{2} / p & 0 & 0 & -g / p \\
0 & -g^{2} / p & g / p & 0
\end{array}\right) d s\left(\begin{array}{c}
x \\
y \\
p_{x} \\
p_{y}
\end{array}\right)
$$

The linear transfer matrix for a particle travelling through a solenoid, described by a variation $d s$, is then given by:

$$
\mathbf{M}(d s)=I_{4}+\left(\begin{array}{cccc}
0 & -g / p & 1 / p & 0  \tag{1.32}\\
g / p & 0 & 0 & 1 / p \\
-g^{2} / p & 0 & 0 & -g / p \\
0 & -g^{2} / p & g / p & 0
\end{array}\right)
$$

The predictable nature of a particle travelling through a solenoid field is exploited for the MICE momentum reconstruction software.

### 1.5 MICE reconstruction

The MICE momentum reconstruction ${ }^{74,75,89}$ can be broadly divided into five stages: digitisation, clustering, space point production, pattern recognition and Kalman filtering. Each stage is considered separately in the following subsections.

### 1.5.1 Digitisation

The MICE cooling channel contains two trackers, with each tracker containing five stations of three planes. Each plane consists of 212 to 214 channels, with each channel containing seven $350 \mu \mathrm{~m}$ thick scintillating fibres arranged as in Fig. 1.10, with the fibres producing scintillating light when ionizing radiation passes through them ${ }^{89}$. The scintillating light is led to visible photon counters, where the signal is digitised using analogue-to-digital converters and converted into a number of photo-electrons using a simple conversion factor. After accounting for noise, if the number of photo-electrons is beyond a threshold value (at least 2 photo-electrons ${ }^{75}$ ), then the channel number and number of photo-electrons produced are recorded as a digit.


Figure 1.10: Left: Each of the MICE tracker stations consists of three planes of scintillating fibres rotated at 120 degrees with respect to one another. Right: Each plane consists of 212 to 214 channels, with each channel consisting of seven $350 \mu \mathrm{~m}$ thick scintillating fibres.

### 1.5.2 Clustering

For every channel that contains a digit, the neighbouring channel is also checked for another digit. If digits are found in neighbouring channels, a two-digit cluster is formed, with the unweighted average channel value used to define the plane co-ordinate. For all other digits, a single-digit cluster is formed.

### 1.5.3 Space point production

If all three planes of a station have a cluster coinciding in transverse position space, then a "Triplet" space point is formed. After all "Triplet" space points have been found, "Doublet" space points are formed from clusters where only two planes coincided. As each channel is uniquely numbered and positioned, the channel numbers that were used to form a "Triplet" or a "Doublet" can be used to determine the transverse position of the space point at the intersection and centre of those channels.

### 1.5.4 Pattern recognition

For a uniform solenoid field, the particle's helical trajectory projected on to the transverse position plane traces out a circle (neglecting energy loss and scattering). A potential candidate track can then be found by performing a circle fit of the spacepoints at the five different tracker stations in the transverse position plane (using a linear least-squares technique). The helical pattern recognition process checks through all the different combinations of spacepoints at the five different stations of a tracker.

For each potential candidate track, the circle centre $\left(x_{c}, y_{c}\right)$ and the radius, $R$, can be found (Fig. 1.11). From these, the turning angle, $\phi$, and the distance, $s$, the distance the particle travels along the orbital path in the transverse position plane (the arc-length), can be found between every successive pair of stations of a tracker. Using the distance between the trackers along the longitudinal $z$-axis, a straight line fit can be made in the $(z, s)$ plane, as the ratio between the arc-length distance, $s$, and the longitudinal distance between stations should remain constant, for a constant transverse momentum particle in a uniform solenoid field.

For each potential track, a $\chi^{2}$ fit can be made on the circle fit in the $(R, \phi)$ plane. Similarly, another $\chi^{2}$ fit can be made on the straight line fit in the $(z, s)$ plane. Potential tracks are then ranked according to their combined $\chi^{2}$ fit. The lowest combined $\chi^{2}$ fit potential track is then accepted as the candidate track. The above procedure is then repeated using spacepoints from only 4 of the 5 stations.

The transverse momentum of the candidate track can then be obtained from the radius of the circle via:

$$
\begin{equation*}
R=\frac{p_{t}}{q B_{z}} \tag{1.33}
\end{equation*}
$$

where $R$ is the radius, $p_{t}$ is the transverse momentum, $q$ is the charge of the particle and $B_{z}$ is the strength of the longitudinal solenoid field. The longitudinal momentum can be determined using the spacing between the five stations and the phase advance (the turning angle) the particle makes along the circular orbit via:

$$
\begin{equation*}
\frac{d s}{d z}=\sqrt{1+\left(p_{t} / p_{z}\right)^{2}} \tag{1.34}
\end{equation*}
$$

where $s$ is the arc-length, $z$ is the distance between stations, $p_{t}$ is the transverse momentum and $p_{z}$ is the longitudinal momentum.

### 1.5.5 Kalman filtering

As the scintillating fibres have a finite resolution due to their physical size, a Kalman filter is used to smooth the components of the candidate track. From Hunt, the Kalman Filter ${ }^{75,89}$ "is an optimal, linear estimator that correctly takes into account all errors and correlations of measured data ... For non-linear systems, the Kalman filter provides only the optimal linear approximation". The Kalman Filter ${ }^{75}$ contains three stages: a prediction stage, a filtering stage and a smoothing stage.

In the prediction stage, the system is predicted at a future stage (i.e. a subsequent station of the tracker) using the current state of the system.

In the filtering stage, use is made of the actual measurement at the future state of the system to adjust the predicted state based on the weight of the error between the measured and the predicted state.



Figure 1.11: Left: The projection of a particle's helical trajectory on to the transverse plane in a uniform solenoid field. Right: The vertical and horizontal position of the particle as a function of longitudinal position. Displayed are also the five stations of the tracker. These are used to reconstruct the momentum of a particle ${ }^{74}$.

In the smoothing stage, using the predicted and measured states at the five tracker stations, the Kalman filter is propagated in reverse from the optimal estimate of the final state to adjust each preceding stage. Each stage (the stations of the tracker) now contains an optimal linear estimate for the system.

For MICE, an extended Kalman filter was used. This could account for energy loss and multiple Coulomb scattering. At the first station of the tracker, the initial state vector obtained from the pattern recognition stage is given by $u=\left(x, p_{x}, y, p_{y}, q / p_{z}\right)$, the position and momentum of the particle in phase-space co-ordinates, where $q$ is the charge of the particle. The predicted state at a future stage for each phase-space co-ordinate as implemented in MAUS is then given by ${ }^{75}$ :

$$
\begin{array}{cc}
x^{\prime}=x+\frac{p_{x}}{p_{t}} R \sin \phi-\frac{p_{y}}{p_{t}} R(1-\cos \phi), & p_{x}^{\prime}=p_{x} \cos \phi-p_{y} \sin \phi, \\
y^{\prime}=y+\frac{p_{y}}{p_{t}} R \sin \phi+\frac{p_{x}}{p_{t}} R(1-\cos \phi), & p_{y}^{\prime}=p_{y} \cos \phi+p_{x} \sin \phi, \\
z^{\prime}=z+\Delta z, & p_{z}^{\prime}=p_{z} \tag{1.37}
\end{array}
$$

The equations can be rewritten in terms of a propagator matrix $F_{k}$ (see below), that the initial state vector can be multiplied by. The propagator matrix can then be multiplied by matrices describing the energy loss and scattering of the particle ${ }^{75}$.

In MAUS, the energy loss is described by the mean energy loss of the Bethe-Bloch equation (Eq. 1.4). The momentum loss the particle experiences is then described
by the fractional momentum loss, $\mu_{k}$, so that

$$
\begin{equation*}
\mu_{k}=\frac{\sqrt{\left(E_{0}-\Delta E\right)^{2}}-m^{2}}{p_{0}} \tag{1.38}
\end{equation*}
$$

where $E_{0}, p_{0}$ and $m$ are the initial energy, initial momentum and mass of the particle. The propagator matrix is then simply updated by multiplying the propagator matrix by the energy loss matrix, $P_{k}$, so that $F_{k} \rightarrow P_{k} F_{k}$, where

$$
F_{k}=\left(\begin{array}{ccccc}
1 & \frac{R}{p_{t}} \sin \phi & 0 & \frac{R}{p_{t}}(\cos \phi-1) & 0  \tag{1.39}\\
0 & \cos \phi & 0 & -\sin \phi & 0 \\
0 & \frac{R}{p_{t}}(1-\cos \phi) & 1 & \frac{R}{p_{t}} \sin \phi & 0 \\
0 & \sin \phi & 0 & \cos \phi & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right) \quad P_{k}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & \mu_{k} & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & \mu_{k} & 0 \\
0 & 0 & 0 & 0 & 1 / \mu_{k}
\end{array}\right)
$$

Scattering causes the emittance of a beam to grow. In multiple Coulomb scattering, a particle will undergo many small-angle deflections when passing through a medium. The RMS width for the projected angular distribution can be given by ${ }^{53}$ :

$$
\begin{equation*}
\theta_{0}=\frac{13.6 \mathrm{MeV}}{\beta c p} z \sqrt{\frac{x}{X_{0}}}\left[1+0.038 \ln \frac{x z^{2}}{X_{0} \beta^{2}}\right] \tag{1.40}
\end{equation*}
$$

where $p, \beta, c$, and $z$ are the momentum, relativistic beta, speed of light, and charge number of the incident particle, while $x / X_{0}$ is the thickness of the scattering medium in radiation lengths. The scattering matrix ${ }^{75}, Q_{k}$ is then given by

$$
\begin{equation*}
Q_{k}=\theta_{0}^{2} J_{k} S_{k} J_{k}^{\top} \tag{1.41}
\end{equation*}
$$

where $\theta_{0}$ is the RMS scattering angle, $S_{k}$ is a matrix describing the deflection of the transverse position and momentum components of the particle, and $J_{k}$ is a Jacobian matrix required to transform the $S_{k}$ matrix to helical phase-space. The matrices are given by,

$$
S_{k}=\left(\begin{array}{cccc}
d^{2} / 3 & d / 2 & 0 & 0  \tag{1.42}\\
d / 2 & 1 & 0 & 0 \\
0 & 0 & d^{2} / 3 & d / 2 \\
0 & 0 & d / 2 & 1
\end{array}\right) \quad J_{k}=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & p_{z} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & p_{z} \\
0 & 0 & 0 & 0
\end{array}\right)
$$

where $d$ is the distance between planes. The matrix $J_{k}$ uses the paraxial approximation, which assumes that the longitudinal momentum is far greater than the transverse momentum.

Some assumptions were made by the MICE momentum reconstruction software. It assumed a constant solenoid field. However, chapter 4 will show the that the magnetic field is non-uniform in the tracker regions. It will also show that the magnitude of the non-uniformity is different for the upstream and downstream trackers.

The MICE momentum reconstruction software attempts to make a circle fit using the five spacepoints of a tracker. However, chapter 5 will show that the MICE reconstruction software doesn't account for the changing trajectory of the particle in the spectrometer solenoids whenever it encounters energy loss. Each time the particle hits a tracker station, the particle will deviate from its initial helical trajectory path onto a new lower radius helical trajectory path. This similarly applies to the projected helical path in the transverse position plane. The particle appears to spiral inwards each time the particle hits a tracker station.

How these effects can bias the momentum reconstruction are investigated in chapter 5. It will find small biases for the transverse momentum reconstruction and large biases for the longitudinal momentum reconstruction. These biases can naturally affect the ionisation cooling result.

Chapters 6 and 7 will show that the ionisation cooling result can be severely affected by transmission losses. How to overcome the bias due to transmission losses is investigated in chapter 6 with the help of transfer matrices. Chapter 7 will then present an ionisation cooling result unaffected by transmission losses.

The next chapter however begins with the low projectile energy charge exchange experiment performed at KURNS.


## 11 MeV charge exchange at KURNS

In charge exchange, two interacting particles transfer one or more electrons between each other, resulting in a change of charge of the two interacting particles, e.g. the collision of a proton with a Helium atom ${ }^{90}$ :

$$
\begin{equation*}
\mathrm{H}^{+}+\mathrm{He} \rightarrow \mathrm{H}+\mathrm{He}^{+} \tag{2.1}
\end{equation*}
$$

The probability of the proton capturing an electron from the helium atom can be given in terms of the cross-section, $\sigma_{10}$, where the subscript denotes the change in charge of the proton, going from +1 to 0 , after gaining the electron. It can similarly denote the electron detachment cross-section from an ion e.g. for a hydrogen anion, the cross-section $\sigma_{-11}$ denotes the double electron detachment process:

$$
\begin{equation*}
H^{-} \rightarrow H^{+}+2 e^{-} \tag{2.2}
\end{equation*}
$$

While both electrons can be stripped simultaneously from a hydrogen anion, it is far more likely to occur as a two-step process, i.e. $\sigma_{-10}$ followed by $\sigma_{01}$ :

$$
\begin{equation*}
H^{-} \rightarrow H+e^{-} \tag{2.3}
\end{equation*}
$$

$$
\begin{equation*}
H \rightarrow H^{+}+e^{-} \tag{2.4}
\end{equation*}
$$

An electron can be stripped in a number of ways, including by black-body radiation ${ }^{91,92}$, Lorentz stripping ${ }^{933,94}$, laser stripping ${ }^{95-97}$, intrabeam stripping ${ }^{98,99}$, gas stripping and foil stripping ${ }^{100-102}$. Most of these processes degrade the beam quality or can even lead to beam losses. However, some of these stripping processes can also be exploited for charge exchange injection.

Charge exchange injection was first proposed by Luis Alvarez ${ }^{103}$ in 1951, where a $H^{-}$beam injected into a synchrotron is passed through a thin foil (e.g. carbon) and stripped of its electrons, creating a proton beam. The differing trajectories of the negative $H^{-}$ions and the positive protons in a magnetic field can be exploited to create a high intensity proton beam. This is achieved by stripping the $H^{-}$beam in the same path as the circulating proton beam (often with the help of an electrostatic septum and magnetic kickers). Freshly stripped protons are continuously added to the same transverse phase-space as the circulating proton beam, and therefore the circulating proton beam increases in intensity.

The foil thickness, typically measured as a surface density in $\mu \mathrm{g} / \mathrm{cm}^{2}$, dictates what fraction of the beam is stripped of its electrons when passing through the foil (Fig. 2.1). The fraction of the $H^{-}$beam remaining intact or turning to $H^{0}$ or $H^{+}$ for a foil with a surface density $x$, is given by ${ }^{104,105}$ :

$$
\begin{gather*}
N^{-}=e^{-\left(\sigma_{-10}+\sigma_{-11}\right) x},  \tag{2.5}\\
N^{0}=\frac{\sigma_{-10}}{\sigma_{-10}+\sigma_{-11}-\sigma_{01}}\left[e^{-\sigma_{01} x}-e^{-\left(\sigma_{-10}+\sigma_{-11}\right) x}\right],  \tag{2.6}\\
N^{+}=1-N^{-}-N^{0} . \tag{2.7}
\end{gather*}
$$

The ability to progressively increase the intensity of the proton beam, as well as the low beam losses when the stripping efficiency is high, make $H^{-}$injection favourable to direct proton injection. Additionally, any unstripped or partially stripped $H^{-}$and $H^{0}$ can be easily removed from the beam via a beam dump, while the stripped electrons can be removed via an electric or magnetic field.

There are drawbacks to using stripping foils during $H^{-}$injection ${ }^{106-109}$. The emittance of the beam will grow due to the scattering of the beam off of the foil. The thin foils can also be difficult to handle, very fragile, and have a tendency to curl up. This limits the maximal transverse area of foil that can be used and may limit the transverse acceptance of the beam. Energy is also deposited into the foil by the beam as it passes through. This can degrade the surface of the foil and even create holes. If the beam intensity is high enough, the deposited energy will cause the foil to heat and potentially even sublimate ${ }^{110-114}$

An alternative to using foil stripping during $H^{-}$injection is to use laser stripping ${ }^{96,97,115}$. The photons in the laser beam can detach loosely bound electrons from the $H^{-}$ions. They can also bring electrons into an excited state for $H^{0}$ atoms, that can subsequently be stripped using a magnetic field. Work is currently underway to make laser stripping viable for higher intensity beams of different pulse durations.

The foil stripping cross-section depends on the beam energy, with the stripping


Figure 2.1: The charge fraction remaining of a $200 \mathrm{MeV} \mathrm{H}^{-}$beam as it passes through various carbon foil thicknesses. The lines represent a best fit of Equations 2.5, 2.6 and 2.7 to the experimental results of Webber and Hojvat ${ }^{105}$.
cross-section generally decreasing as the beam energy increases. This is due to the progressively shorter interaction times of the beam with the foil. Many authors therefore scale ${ }^{114,116-118}$ the stripping cross-section by a factor of $1 / \beta^{2}$ (where $\beta$ is the relativistic beta), to determine the optimum thickness of stripping foil to use.

This chapter will investigate the validity of such an approach in the low and high energy limit. For the high energy limit, the consideration will be the injection of a $H^{-}$beam into a Muon Collider, based on the 8 GeV Proton Driver from Fermilab's Project X. For the low energy limit, the consideration will be the injection of a 3 MeV beam from the Front End Test Stand ${ }^{119}$ (FETS) at the Rutherford Appleton Laboratory (RAL) into a vertical fixed field alternating gradient (FFA) machine ${ }^{64,65}$. The considerations will be based on the current theoretical and experimental results. Additionally, foil stripping measurements were taken at the Kyoto University Institute for Integrated Radiation and Nuclear Science (KURNS) using an $11 \mathrm{MeV} \mathrm{H} H^{-}$beam.

### 2.1 Electron detachment cross-sections

In gas stripping, electrons can be stripped from the beam as it passes through a beam pipe if the beam interacts with any residual gas particles. This source of beam loss can be reduced by maintaining an appropriate vacuum and reducing the distance the beam travels. Figures 2.2 and 2.3 show some experimental electron loss cross-sections as a function of projectile energy in various gases for $H^{-}$and $H^{0}$ beams, respectively. As expected, the electron-loss cross-section is larger for $H^{-}$beams than for $H^{0}$ beams at the same energy. Most experimental results are however at relatively low energies. A theoretical description of the electron detachment cross-section as it extends into higher projectile energies in terms of the Born approximation was given by Gillespie.


Figure 2.2: Experimental electron loss cross-sections of a $H^{-}$beam passing through various gases (error bars where given). The cross-sections are given on a per-atom basis, which ignores any differences in the cross-section of the $H^{-}$ion being stripped by an atom or a molecule. Dot markers are the $\sigma_{-10}$ cross-section, while 'x' markers and values with error bars additionally include the double electron loss cross-section, i.e. $\sigma_{-10}+\sigma_{-11}$. Values are taken from Saha et al. ${ }^{120}$, Heinemeier et al. ${ }^{121}$, Alisson ${ }^{122}$, Kovacs ${ }^{123}$, Dmitriev ${ }^{124}$, and Smythe and Toevs ${ }^{125}$.

For hydrogen, Gillespie ${ }^{100-102}$ derived the following total electron loss cross-section $\sigma_{n m}$, the sum of the cross-sections resulting in one electron being lost, $\sigma_{-1,0}$ and both


Figure 2.3: Experimental electron loss cross-sections of a $H^{0}$ beam passing through various gases. The $\sigma_{01}$ cross-sections are given on a per-atom basis with values taken from Alisson ${ }^{122}$, Dmitriev ${ }^{124}$, Acerbi et al. ${ }^{126}$, Welsh et al. ${ }^{127}$ and Smythe and Toevs ${ }^{125}$.
electrons being lost, $\sigma_{-1,1}$ :

$$
\begin{equation*}
\left(\sigma_{-1,0}+\sigma_{-1,1}\right)=8 \pi a_{0}^{2} \frac{\alpha^{2}}{\beta^{2}} \sum_{n \neq 0} \sum_{m}\left[I_{n m}-J_{n m}\left(\beta^{2}\right)-K_{n m}\left(\beta^{2}\right)\right] \tag{2.8}
\end{equation*}
$$

where

$$
\begin{gather*}
I_{n m}=\int_{0}^{\infty}\left|F_{n}^{(1)}(K)\right|^{2}\left|F_{m}^{(2)}(K)\right|^{2} \frac{d\left(a_{0} K\right)}{\left(a_{0} K\right)^{3}},  \tag{2.9}\\
J_{n m}\left(\beta^{2}\right)=\int_{0}^{a_{0} K_{m i n}}\left|F_{n}^{(1)}(K)\right|^{2}\left|F_{m}^{(2)}(K)\right|^{2} \frac{d\left(a_{0} K\right)}{\left(a_{0} K\right)^{3}},  \tag{2.10}\\
K_{n m}\left(\beta^{2}\right)=\int_{a_{0} K_{\max }}^{\infty}\left|F_{n}^{(1)}(K)\right|^{2}\left|F_{m}^{(2)}(K)\right|^{2} \frac{d\left(a_{0} K\right)}{\left(a_{0} K\right)^{3}}, \tag{2.11}
\end{gather*}
$$

where $a_{0}, \alpha, \beta$ and $K$ are the Bohr radius, the fine structure constant, the beta velocity and the momentum transfer respectively, while $F_{n}^{(j)}(\vec{K})$ is the elastic form factor given by

$$
\begin{equation*}
F_{n}^{(j)}(\vec{K})={ }_{j}\langle n| Z_{N}^{(j)}-\sum_{l=1}^{Z_{e}^{(j)}} \exp \left(i \vec{K} \cdot \vec{r}_{l}{ }^{(j)}\right)|0\rangle_{j} \tag{2.12}
\end{equation*}
$$

where $Z_{N}^{(j)}$ and $Z_{e}^{(j)}$ are the nuclear and electronic charges respectively of the $j^{\text {th }}$ atomic system.

The summed values calculated by Gillespie for the $I_{n m}$ and $J_{n m}$ integrals of a hydrogen anion striking various target atoms have been tabulated in Table 2.1. For hydrogen like atoms, Gillespie used a 39-term Weiss wave function ${ }^{128}$, while for non-hydrogen like target atoms, the Hartree-Fock (HF) and Configuration-Interaction (CI) models were used. The Weiss, HF and CI models are correlated wave functions describing many electron systems ${ }^{129}$.

The $K_{n m}\left(\beta^{2}\right)$ integral differs from the $J_{n m}\left(\beta^{2}\right)$ integral only by its integration limits and is a factor of $\left(m_{e} / m_{p}\right)^{2}$ smaller than the $J_{n m}\left(\beta^{2}\right)$ integral. The $K_{n m}\left(\beta^{2}\right)$ integral therefore has a negligible contribution.

Table 2.1: Tabulated $I_{n m}$ and $J_{n m}\left(\beta^{2}\right)$ for incident $\mathrm{H}^{-}$on various target atoms using the Configuration-Interaction (CI) and Hartree-Fock (HF) models.

| Atom | Model | $S^{(2)}(-1)$ | $S^{(2)}(0)$ | $S^{(2)}(1)$ | $\sum_{n \neq 0} \sum_{m} I_{n m}$ | $\frac{\beta^{2}}{\alpha^{2}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\sum_{n \neq 0} \sum_{m} J_{n m}\left(\beta^{2}\right)$ |  |  |  |  |  |
| $\mathrm{H}^{-}$ | - | 7.484 | 2 | 1.495 | - | - |
| H | - | 1 | 1 | $4 / 3$ | 2.42 | 2.434 |
| $\mathrm{H}_{2}$ | - | 1.55 | 2 | 3.34 | - | $2 \times 2.71$ |
| He | - | 0.7525 | 2 | 8.167 | 2.81 | 10.28 |
| C | CI | 2.9 | 6 | 100 | 16.85 | 110 |
| N | HF | 2.6 | 7 | 150 | 18.58 | 160 |
| N | CI | 2.6 | 7 | 150 | 17.76 | 160 |
| O | HF | 2.3 | 8 | 200 | 19.38 | 210 |
| O | CI | 2.3 | 8 | 200 | 18.75 | 210 |
| Ne | HF | 2.02 | 10 | 303 | 20.3 | 316 |
| Ne | CI | 2.02 | 10 | 303 | 19.9 | 316 |
| Ar | HF | 5.502 | 18 | 1149 | 65.2 | 1170 |
| Ar | CI | 5.502 | 18 | 1149 | 62.4 | 1170 |
| Kr | HF | 7.86 | 36 | 5340 | 152.8 | 5350 |
| Xe | HF | 10.3 | 54 | 13200 | 315 | 13100 |
| Rn | HF | 14.4 | 86 | 36300 | 567.8 | 35900 |

The cross-sections $\left.\left(\sigma_{-1,0}+\sigma_{-1,1}\right)=8 \pi a_{0}^{2} \frac{\alpha^{2}}{\beta^{2}} \sum_{n \neq 0} \sum_{m}\left[I_{n m}-J_{n m}\left(\beta^{2}\right)\right)\right]$ of incident $\mathrm{H}^{-}$ions on various target atoms have been plotted in Fig. 2.4 using the values calculated by Gillespie. There are however some limitations to Gillespie's method, especially in comparison to experimental measurements (Fig. 2.5).

The first is that the first Born approximation is not valid at low projectile energies. It assumes a weak scattering potential where the wave function is only slightly different from the incident plane wave. The region of validity given by Inokuti ${ }^{130}$ is

$$
\begin{equation*}
T=\frac{1}{2} m v^{2} \gg R Z_{N}^{2} \tag{2.13}
\end{equation*}
$$

where $R$ is the Rydberg energy and $Z_{N}^{2}$ is the nuclear charge. The purpose of Eq. 2.13 is to remove the non-physical low energy behaviour. Therefore, in Fig. 2.5, the electron loss cross-section of $H^{-}$impacting on $H$ and $H e$ has been plotted for energies where $T>2 R Z_{N}^{2}$, and for $H^{-}$impacting on other elements at energies where $T>R Z_{N}^{2}$.

The electron loss cross-sections are often measured from the impact of $H^{-}$ions against target molecules rather than against target atoms, and subsequently reported on a per-atom basis. This limits the accuracy to which experimental results can be compared to the theoretical description by Gillespie. For example, the electron loss cross-section of $H^{-}$impacting on a $H_{2}$ molecule may not necessarily be twice the electron loss cross-section of $H^{-}$impacting on a $H$ atom, but only approximately that. This difference can be seen in the summation of the $J_{n m}\left(\beta^{2}\right)$ integral in Table 2.1, where on a per-atom basis, the $J_{n m}\left(\beta^{2}\right)$ integral of $H^{-}$impacting on a $H_{2}$ molecule is approximately $11 \%$ larger than that of $H^{-}$impacting on a sole hydrogen atom. One should also note that the cross-sections represented by dots in Fig. 2.5 do not include the $\sigma_{-1,1}$ cross-sections, however they are expected to be only a few percent of the $\sigma_{-1,0}$ cross-section ${ }^{100}$.

The cross-sections are a sum of all possible electron detachment cross-sections from the ground state up. Thus, if our particles are already in an excited state (e.g. for a $H^{0}$ ion impacting a target atom), the measured electron loss cross-sections will differ from those predicted by Gillespie ${ }^{101}$.

Gillespie's method uses the first Born approximation and thus neglects higher order effects. Gillespie himself supposed that the second and higher order Born approximations ${ }^{100}$ may introduce corrections of the order $\left(\frac{\alpha^{3}}{\beta^{3}}\right)$ and higher. These contributions could improve the low energy results. Figures 2.4 and 2.5 already give an indication that the outer shell structure is of importance to the cross-section, with higher order Born approximations likely to give rise to sub-shell structure.

Gillespie has described the cross-section in Eq. 2.8 in terms of the expansion parameter $\alpha^{2} / \beta^{2}$, with the approach taken "kinematical in origin and is correct, relativistically." This explains the curvature seen in the cross-sections in Figures 2.4 and 2.5 , when the incident $H^{-}$beam approaches relativistic velocities ${ }^{87,131}$. As $\beta$ approaches 1 , the interaction time between the incident $H^{-}$ion and target atom becomes constant, with the cross-section no longer reducing in size, though this assumes there are no other relativistic effects.


Figure 2.4: Electron detachment cross-sections for $\mathrm{H}^{-}$beam incident on various target atoms at various incident projectile energies.


Figure 2.5: Experimental electron detachment cross-sections compared to the theoretical values by Gillespie. '. markers do not include $\sigma_{-1,1}$, whereas 'x' do. Errors are given where available.

### 2.2 Foil stripping

The theory developed by Gillespie in the previous section was for the impact of an incident ion upon a target atom, resulting in the loss of one or more electrons by the incident ion. The treatment doesn't differentiate between target atoms in a gaseous state or in a solid state. This means that the same equations derived in the previous section apply to both gas stripping and foil stripping. The only difference is that for foil stripping, the $H^{-}$beam is striking a much denser medium. This also means that if the foil is thick enough, the $H^{-}$beam can be completely stripped to $H^{+}$over a very short distance. This is exploited for charge exchange injection. The foils used for charge exchange injection are typically made of carbon due to its low atomic number and high sublimation point.

The stripping efficiency is given by the ratio of the number of $H^{-}$ions stripped to $H^{+}$, compared to the initial $H^{-}$population. For a given surface density $x$, the fraction of the $H^{-}$beam remaining intact or turning to $H^{0}$ or $H^{+}$were given by Equations 2.5, 2.6 and 2.7. Experimental results of the measured $H^{-}, H^{0}$ and $H^{+}$ populations for a given foil surface density have been given by Saha et al. ${ }^{120}$, Webber and Hojvat ${ }^{105}$, and Gulley et al. ${ }^{132}$ for 181, 200 and $800 \mathrm{MeV} H^{-}$beams respectively in Figures 2.1 and 2.6. All three graphs follow the exact same shape and have the same peak in the $H^{0}$ population occurring at just over $50 \%$, with the only difference being that higher energy beams require higher foil surface densities to achieve the same charge fractions. This has led many authors to scale ${ }^{114,116-118}$ the stripping cross-section by a factor of $1 / \beta^{2}$, to determine the optimum thickness of stripping foil to use at a given beam energy.

The validity of the scaling can be explained in terms of the $I_{n m}$ and $J_{n m}\left(\beta^{2}\right)$ integrals used to calculate the electron loss cross-sections (Table 2.1). For a given interaction, for example

$$
\begin{equation*}
H^{-}+C \rightarrow H^{0}+C+e \tag{2.14}
\end{equation*}
$$

the $I_{n m}$ and $\left(\beta^{2} / \alpha^{2}\right) J_{n m}\left(\beta^{2}\right)$ integrals of the interaction remain constant, with the curvatures in the cross-sections at higher energies seen in Fig. 2.5 occurring when the projectile energy becomes relativistic. As the $H^{-}$and $H^{0}$ particles share similar masses, they will approach relativistic velocities at nearly identical energies, and given that the $I_{n m}$ and $\left(\beta^{2} / \alpha^{2}\right) J_{n m}\left(\beta^{2}\right)$ integrals remain constant for a given interaction, the ratio between the $\sigma_{-10}$ and $\sigma_{01}$ electron loss cross-sections also remains near constant as a function of projectile energy, even at relativistic velocities. This also explains the identical shapes of the graphs in Figures 2.1 and 2.6.


Figure 2.6: Survival Probability of (Left:) a 181 MeV , and (Right:) a 800 $\mathrm{MeV} \mathrm{H}^{-}$beam passing through various foil thicknesses of carbon by Saha et al. ${ }^{120}$ and Gulley et al. ${ }^{132}$.

Recall that the description by Gillespie was only valid when the projectile energy was sufficiently high (Eq. 2.13). This similarly means that scaling the cross-section by $1 / \beta^{2}$ is also only valid when the projectile energy is sufficiently high. There is some arbitrariness to Eq. 2.13 as to when the projectile energy is large enough. In Fig. 2.5 it has been drawn for $H^{-}$ions impacting on carbon when $T>R Z_{N}^{2}$, as the purpose of Eq. 2.13 is to remove the non-physical low energy behaviour of the Gillespie treatment i.e. when the cross-section begins to plateau at low energy. For valid projectile energies, the experimental cross-sections tend to be slightly lower than the cross-sections predicted by Gillespie. Additionally, experimental cross-sections of a $H^{-}$beam striking a carbon foil have only been taken at projectile energies that are at least an order of magnitude greater than a $H^{-}$beam striking any gaseous particle. To bridge this gap in projectile energies, a charge exchange experiment was performed at KURNS using an $11 \mathrm{MeV} H^{-}$beam and is described in the following sections. The main purpose of the experiment was to validate the $1 / \beta^{2}$ scaling of the cross-section with projectile energy. This would aid in determining what the optimum foil thickness would be for the $3 \mathrm{MeV} \mathrm{H}^{-}$beam of the FETS-FFA.

### 2.3 KURNS facility

The Kyoto University Institute for Integrated Radiation and Nuclear Science (KURNS) facility (Fig. 2.7) houses a 150 MeV Fixed Field Alternating gradient main ring (FFA) and the Multiplex Energy Recovery Internal Target ring (MERIT). The
facility wasn't designed to perform a foil stripping experiment, however alterations to the beam transport line could be made to make such an experiment possible. The design used for the experiment is not an optimal design, but rather what was possible at the KURNS facility with the equipment available.


Figure 2.7: Layout of the KURNS facility. An $11 \mathrm{MeV} H^{-}$beam is generated from the linac and transported to the MERIT ring and the FFA Main Ring via a series of dipole and quadrupole magnets.

### 2.4 Experimental design

The main practical consideration for a foil stripping experiment is to separate and measure the $H^{-}, H^{0}$, and $H^{+}$charge fractions after the $H^{-}$beam had passed through a carbon foil. At KURNS this was only possible near the D2 magnet (also called BM2, Fig. 2.8). If the dipole magnet was switched off, all of the particles in the beam would continue straight down the beamline, however if the magnet was switched on, only neutral particles could continue straight down the beamline, with negative particles travelling around the dipole bend. If the polarity of the dipole magnet was reversed, then positive particles could be selected to travel around the dipole bend instead. The beampipe near the D2 magnet also allowed for beam measurement devices such as Faraday cups to be inserted into the beamline.

Carbon foils could be inserted in two locations, either upstream or downstream of the dipole magnet. Upstream of the dipole magnet, at the Foil 1 location (F1), a movable Faraday cup (FC1) could be inserted behind the foil. Downstream of the dipole magnet, at the Foil 2 location (F2), a stationary Faraday cup (FC2) was placed behind the foil. A third Faraday cup (FC3) was placed after the dipole bend to measure the charged components of the beam when the dipole magnet was switched on.


Figure 2.8: The beam transport line near the D2 magnet at KURNS, where D refers to a dipole magnet and Q refers to a quadrupole magnet.


Figure 2.9: The foil stripping measurement set up around the dipole D2 magnet (also called BM2). Behind the upstream foil, at the Foil 1 location (F1), a movable Faraday cup (FC1) could be inserted. Behind the downstream foil, at the Foil 2 location (F2), a stationary Faraday cup (FC2) was placed. A third Faraday cup (FC3) was placed after the dipole bend of the magnet to measure any charged particles in the beam. Up to two foils could be mounted at each foil location at the same time (see top left), with the appropriate foil then slid into the beamline.

The $H^{-}$beam will naturally contain some $H^{0}$ contamination and some $H^{+}$ contamination. These can arise from production processes in the $H^{-}$source, or through effects such as intrabeam stripping and residual gas stripping when the beam is travelling through the beam pipe. These effects were reduced at KURNS through the use of a vertical chicane in the transport line between Q3 and Q4. Additionally, when a foil was inserted at the F1 location, neutral particles in the beam were stripped to $H^{+}$and deflected away by the dipole magnet.

The carbon foil at the F1 location will also strip the $H^{-}$beam. If the foil is thin enough, then only a fraction of the beam will be fully stripped to $H^{+}$, with the partially stripped neutral component continuing on to FC 2 . To measure this neutral component, a further thicker foil was placed at the F2 location just before FC2, which completely strips the neutral component to $H^{+}$. The electron loss cross-section due to foil stripping can then be determined by what percentage of the beam was only partially stripped by the first foil. This will depend on the foil thicknesses used and the projectile energy of the beam. During the beam transport line, the $H^{-}$beam had a nominal projectile energy of 11 MeV .

The required foil thicknesses for partial stripping can be estimated using the theory by Gillespie or by scaling the experimental cross-sections. Unfortunately, Gillespie only provided values of the $I_{n m}$ and $\left(\beta^{2} / \alpha^{2}\right) J_{n m}\left(\beta^{2}\right)$ integrals for $H^{-}$impacting on carbon and not for $H^{0}$ impacting on carbon. This can be circumvented with the help of some experimental results (Table 2.2). The ratio of the $\sigma_{01}$ to $\sigma_{-10}$ cross-sections should remain constant with projectile energy, meaning the $\sigma_{-10}$ cross-section at 11 MeV can be scaled by that ratio to obtain the $\sigma_{01}$ cross-section at 11 MeV . Using Eqs. 2.5, 2.6 and 2.7, the charge fractions of a $11 \mathrm{MeV} \mathrm{H} H^{-}$beam passing through various surface densities of carbon have been plotted in the top plot of Fig. 2.10. Noting that the experimental cross-sections tend to be a fraction lower than the values predicted by Gillespie, the cross-sections used for the bottom plot of Fig. 2.10 have additionally been scaled by that ratio.

### 2.5 Foil preparation

The lowest foil thicknesses available at KURNS were approximately $5 \mu \mathrm{~g} / \mathrm{cm}^{2}$. These were made by the Arizona Carbon Foil Company and had an error of $\pm 10 \%$ on the foil thickness ${ }^{133}$. The foils had been arc evaporated onto a glass substrate (a glass slide) covering a transverse area of $50 \mathrm{~mm} \times 70 \mathrm{~mm}$. To remove the foils from the glass substrate, the foils were floated on to the surface of a liquid, in this case deionised water. This was achieved by placing the glass slide onto a tilted holder in a water tank. The tank was then slowly filled with water through a hose pipe to meet the surface of the foil.


Figure 2.10: Predicted Survival Probability of an 11 MeV H - beam passing through a given surface density of carbon. The $\sigma_{-1,0}$ cross-section has been obtained using the equations by Gillespie, while the $\sigma_{0,1}$ cross-section has been obtained by scaling the $\sigma_{-1,0}$ cross-section by the ratio between the $\sigma_{-1,0}$ and $\sigma_{0,1}$ cross-sections at higher energies. The cross-sections used for the bottom figure have additionally been scaled by the ratio between the experimental and predicted values.

| Energy <br> $(\mathrm{MeV})$ | $\sigma_{-1,0(\text { the })}$ | $\sigma_{-1,0(\text { exp })}$ | $\sigma_{-1,1(\text { exp })}$ | $\sigma_{0,1(\text { exp })}$ |
| :---: | :---: | :---: | :---: | :---: |
| 181 | 2.1213 | 1.58 | 0.002 | 0.648 |
| 200 | 1.9677 | 1.56 | 0.08 | 0.6 |
| 800 | 0.8905 | 0.676 | 0.012 | 0.264 |
| Energy |  | $\sigma_{0,1(\text { exp })} /$ | $\sigma_{-1,0(\text { exp })} /$ | $\left(\sigma_{0,1(\text { exp })}+\sigma_{1,1(\text { exp })}\right) /$ |
| $(\mathrm{MeV})$ |  | $\sigma_{-1,0(\text { exp })}$ | $\sigma_{-1,0(\text { the })}$ | $\sigma_{-1,0(\text { the })}$ |
| 181 |  | 0.4101 | 0.7448 | 0.7458 |
| 200 |  | 0.3846 | 0.7928 | 0.8335 |
| 800 |  | 0.3905 | 0.7591 | 0.7726 |

Table 2.2: Top: Tabulated experimental cross-sections (in units of $10^{-18}$ $\mathrm{cm}^{2}$ per atom) of $\mathrm{H}^{-}$incident on C from Webber and Hojvat, Saha et al. and Gulley et al. as well as Gillespie's theoretical cross-sections. Bottom: Ratio between the experimental $\sigma_{01}$ to $\sigma_{-10}$ electron loss cross-sections and ratio of the experimental to theoretical $\sigma_{-10}$ electron loss cross-sections as a function of energy.

The foil then slowly peeled from the glass as the water level was raised further. The floated foil was then guided over a foil holder by gently blowing air on the surface of the water near the foil. The foil holder had two pencil inserts attached using aluminium tape, one near the bottom and one near the top of the foil holder. When the floated foil partially overlapped with the submerged foil holder in the water tank, the water was slowly removed from the tank via a hose pipe (by suction), causing the foil to slowly hang off of the top pencil insert of the foil holder as if on a washing line. Either side of the pencil insert, the overhanging foil adhered to itself, causing the effective foil thickness to double. The bottom pencil insert relieved the surface tension on the foil, and as the rest of the foil was removed from the water, the small remaining leftover foil was torn by the surface tension along this edge. This method allows for thin foils with a large transverse area to be made.

For KURNS, a foil with a surface density of $9 \mu \mathrm{~g} / \mathrm{cm}^{2}$ and transverse area of 4 $\mathrm{cm} \times 3 \mathrm{~cm}$ was made using this method. This foil was then installed at the foil 1 location of the experiment (Fig. 2.11). The foil was however very fragile and by the end of the experiment, the foil had developed a small tear near one of its edges. Using the electron loss cross-sections from Fig. 2.10, an $11 \mathrm{MeV} \mathrm{H}{ }^{-}$beam passing through a foil with a surface density of $9 \mathrm{\mu g} / \mathrm{cm}^{2}$ would be expected to produce measurable charge fractions of $0 \% \mathrm{H}^{-}, 1.33 \% H^{0}$ and $98.67 \% H^{+}$(or $<0.01 \% H^{-}, 4.12 \% H^{0}$ and $95.88 \% \mathrm{H}^{+}$when scaled for experimental results). A foil of $17.6 \mu \mathrm{~g} / \mathrm{cm}^{2}$ total thickness was also installed at the foil 2 location, and would be expected to nearly completely strip a $\mathrm{H}^{-}$beam to $\mathrm{H}^{+}$.


Figure 2.11: The upstream $9 \mathrm{\mu g} / \mathrm{cm}^{2}$ thick carbon foil inserted into the beamline at the Foil 1 location. The foil has been rotated by 90 degrees to allow a top-down view. The foil was very fragile and shows a slight tear along one of its edges.

### 2.6 Experimental run plan

Even with the thinnest foils available at KURNS, the unstripped $H^{-}$component is expected to be tiny and not measurable using the Faraday cups available at KURNS. This means the determination of the electron detachment cross-sections will depend on the measured $H^{0}$ and $H^{+}$populations. These measured populations can however be biased by any contamination present in the beam. The beam travelling through the transport line at KURNS has three main components:

- the $H^{-}$beam,
- the $H_{c o n t}^{0}$ beam contamination,
- the $H_{\text {cont }}^{+}$beam contamination.

The measured populations at FC2 and FC3 will depend on the polarity of the dipole magnet. Additionally, the measured populations will change when carbon foils are present in the beamline. To measure the partial stripping of the $H^{-}$beam by the upstream foil, the populations of the $H_{\text {cont }}^{0}$ and the $H_{\text {cont }}^{+}$beam contamination need to be accounted for.

The experimental run plan that was used is detailed in Table 2.3. Runs 2-14 cover all 12 combinations of Dipole settings and foil insertion positions ( $3 \times 2 \times$ 2). Additional runs were taken with the upstream foil moved from its initial central
position to determine the width of the beam, and runs with the first Faraday cup inserted into the beamline to measure changes in the intensity of the beam.

For the $H^{-}$beam, the following components can arise:

- $H^{-} \rightarrow H_{u n s}^{-}$, the $H^{-}$beam remains unstripped (expected to be minute).
- $H^{-} \rightarrow H^{+}$, the beam is fully stripped to $H^{+}$by either foil.
- $H^{-} \rightarrow H^{0}$ at F 1 , the beam is only partially stripped by the upstream foil to $H^{0}$ and then either gas stripped or foil stripped by the downstream foil.

The partial stripping of the $H^{-}$beam to $H^{0}$ can be described by the partial stripping factor $F_{P S 1}$. The measurement of this factor allows for the measurement of the electron detachment cross-sections of an $11 \mathrm{MeV} H^{-}$beam. For the $H_{\text {cont }}^{0}$ beam contamination, the following components can arise:

- $H_{c o n t, G S}^{0}$, the $H_{\text {cont }}^{0}$ beam contamination is gas stripped to $H^{+}$between F1 and Faraday cup 2.
- $H_{c o n t, F 1 S}^{0}$, the $H_{c o n t}^{0}$ beam contamination is foil stripped to $H^{+}$by F1.
- $H_{c o n t, F 2 S}^{0}$, the $H_{c o n t}^{0}$ beam contamination is foil stripped to $H^{+}$by F2.

Similarly, the $H_{\text {cont }}^{0}$ beam contamination may not be fully stripped by the upstream foil to $H^{+}$and can be described by the partial stripping factor $F_{P S Z}$. Additionally, a factor $F_{G S}$ can be used to describe the fraction of the $H_{c o n t}^{0}$ contamination that is gas stripped between the dipole magnet and FC 2 . The $H^{+}$beam contamination can not be stripped further and thus will remain $H^{+}$.

If any beam component passes through a foil, it will be affected by scattering and thus a reduction in the measured beam intensity. The change in the physical size of the beam as it is affected by scattering couldn't be measured directly, and thus the effect on the change in the beam intensity as it passes through either foil is approximated by the factors $F_{1}$ and $F_{2}$, the ratio in the beam intensities when a foil was present compared to when it was not.

Table 2.4 indicates the measurable hydrogen components at FC2 and FC3 in each of the runs that are due to the beam contaminants, stripped particles or various combinations. The 12 run combinations may feel superfluous, however, most measurements are in some way biased by the $H^{0}$ or $H^{+}$beam contamination and must be accounted for. The following subsections will deal with the measurements of the beam signal and its contaminants for each run.

Table 2.3: The experimental run plan, going through all 12 combinations of dipole and foil insertion settings (runs 2-14), while minimising any foil movements between runs. Extra runs were taken to investigate the effect of the beam only partially striking the foil. The amplifier used for Faraday cup 1 had an issue, as the polarity of the signal never changed when impacted on by positive or negative beams, and therefore those measurements should be treated with care. The expected signal strength measured at a Faraday cup is given as a percentage of the typical $H^{-}$beam intensity (Values in brackets are scaled for experimental results). Values below $100 \%$, which would indicate partial stripping, assume a perfect experimental environment. Measurements affected by beam impurities and residual gas stripping are shown in Table 2.4. Unfortunately, the linac producing the $H^{-}$beam underwent a failure when files 081-090 were recorded. This resulted in a substantially lower beam intensity for measurements taken after that point. The right-hand column corresponds to the filenames for each run ${ }^{134}$.

|  |  |  |  |  | Signal Strength |  |  |  | Filename |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Run | Dip | F1 | F2 | FC1 | FC2 | FC3 | @ FC1 (\%) | @ FC2 $(\%)$ | @ FC3 $(\%)$ | tek0xxxALL.csv |
| 1 | Off | No | No | Yes | Yes | Yes | 100 | 0 | 0 | $001-010$ |
| 2 | Off | No | No | No | Yes | Yes | 0 | 100 | 0 | $011-020$ |
| 3 | On | No | No | No | Yes | Yes | 0 | 0 | 100 | $021-030$ |
| 4 | On | No | Yes | No | Yes | Yes | 0 | 0 | 100 | $031-040$ |
| 5 | Off | No | Yes | No | Yes | Yes | 0 | 100 | 0 | $041-050$ |
| 6 | Off | Yes | Yes | No | Yes | Yes | 0 | 100 | 0 | $051-060$ |
| 7 | On | Yes | Yes | No | Yes | Yes | 0 | $1.33(4.12)$ | 0 | $061-070$ |
| 8 | On | Yes | No | No | Yes | Yes | 0 | 0 | 0 | $071-080$ |
| 9 | Off | Yes | No | No | Yes | Yes | 0 | $98.67(95.88)$ | 0 | $081-090$ |
| 10 | Rev | Yes | No | No | Yes | Yes | 0 | 0 | $98.67(95.88)$ | $091-100$ |
| 11 | Rev | Yes | Yes | No | Yes | Yes | 0 | $1.33(4.12)$ | $98.67(95.88)$ | $101-110$ |
| 12 | Rev | No | Yes | No | Yes | Yes | 0 | 0 | 0 | $111-120$ |
| 13 | Rev | No | No | No | Yes | Yes | 0 | 0 | 0 | $121-130$ |
| 14 | Off | No | No | No | Yes | Yes | 0 | 100 | 0 | $131-140$ |
| 15 | Off | No | No | No | Yes | Yes | 0 | 100 | 0 | $141-150$ |
| 16 | On | Yes | Yes | No | Yes | Yes | 0 | $1.33(4.12)$ | 0 | $151-160$ |
| 17 | On | Yes | Yes | No | Yes | Yes | 0 | $1.33(4.12)$ | 0 | $161-170$ |
| 18 | Off | No | No | Yes | Yes | Yes | 100 | 0 | 0 | $171-180$ |

Table 2.4: The experiment designed in Fig. 2.9 is expected to measure the partial stripping of an $11 \mathrm{MeV} H^{-}$beam by a carbon foil. Residual gas stripping and $H^{0}$ and $H^{+}$contaminant components can bias the foil stripping measurements. The table accounts for what beam components and contaminants can be measured by Faraday cup 2 (FC2) at the end of the straight section of the experiment and by Faraday cup 3 (FC3) after the curved section of the dipole magnet. The dipole magnet (Dip) was run in three settings: Off, where the beam travels straight to the end of the beamline, hitting Faraday cup 2 (FC2); On, where the $H^{-}$components travel through the dipole bend hitting Faraday cup 3 (FC3); and reverse polarity, where the polarity of the dipole magnet is reversed and the $H^{+}$component travels to FC3. When a thin carbon foil is placed in the path of the $H^{-}$beam, it will primarily strip to $H^{+}$and partially strip to $H^{0}$. The $H^{0}$ component can be further stripped by a thicker carbon foil (F2) and therefore measure the partial stripping achieved by the first foil (F1). In the table, GS means residual gas stripping, while F1S and F2S is stripping by the first and second foils respectively.

| Faraday cup |  |  | FC2 | FC2 | FC2 | FC2 | FC2 | FC2 | FC2 | FC2 | FC2 | FC3 | FC3 | FC3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Component Measured |  |  |  | H- | H+ | H+ | H+ | H+ | H+ | H+ | H+ | H+ | H- | H+ | H+ |
| Contaminant |  |  |  |  | H+ | H0 | H0 | H0 |  |  |  |  |  |  | H+ |
|  |  |  |  |  | GS | F1S | F2S |  |  |  |  |  |  |  |  |
| Stripping |  |  |  |  |  |  |  | H- | H- | H- $\rightarrow$ H0 | H- $\rightarrow$ H0 |  |  | H- |  |
|  |  |  |  |  |  |  | F1S | F2S | $@ F 1$ GS | @F1 F2S |  |  | F1S |  |  |
| Run | Dip | F1 | F2 |  |  |  |  |  |  |  |  |  |  |  |  |
| 2,14 | Off | No | No | Yes | Yes | Yes | No | No | No | No | No | No | No | No | No |
| 5 | Off | No | Yes | No | Yes | Yes | No | Yes | No | Yes | No | No | No | No | No |
| 9 | Off | Yes | No | No | Yes | No | Yes | No | Yes | No | Yes | No | No | No | No |
| 6 | Off | Yes | Yes | No | Yes | No | Yes | No | Yes | No | Yes | Yes | No | No | No |
| 3 | On | No | No | No | No | Yes | No | No | No | No | No | No | Yes | No | No |
| 4 | On | No | Yes | No | No | No | No | Yes | No | No | No | No | Yes | No | No |
| 8 | On | Yes | No | No | No | No | No | No | No | No | Yes | No | No | No | No |
| 7 | On | Yes | Yes | No | No | No | No | No | No | No | Yes | Yes | No | No | No |
| 13 | Rev | No | No | No | No | Yes | No | No | No | No | No | No | No | Yes | No |
| 12 | Rev | No | Yes | No | No | No | No | Yes | No | No | No | No | No | Yes | No |
| 10 | Rev | Yes | No | No | No | No | No | No | No | No | Yes | No | No | Yes | Yes |
| 11 | Rev | Yes | Yes | No | No | No | No | No | No | No | Yes | Yes | No | Yes | Yes |

### 2.6.1 Measurement of the partial stripping factor $F_{P S 1}$ - Foil (Measurements at FC2 for runs 7 and 11)

The signals measured at FC 2 for runs 7 and 11 respectively can be used to measure the partial stripping of the $\mathrm{H}^{-}$beam and therefore the partial stripping factor $F_{P S 1}$. Using Table 2.4, the measured signal at FC2 can be described by the following equation:
$H_{\text {measured }}=\left(\left(H^{-} \rightarrow H^{0}\right)_{G S}+\left(H^{-} \rightarrow H^{0}\right)_{F 2 S}+H_{\text {cont }, \text { uns }, G S}^{0}+H_{\text {cont,uns,F2S }}^{0}\right) \times F_{1} \times F_{2}$

For both runs, the dipole magnet was on, with the only difference being the polarity of the dipole magnet. Therefore, only neutral particles can travel through the dipole magnet towards FC2. The only neutral particles arising from the beam come from the $H^{-}$beam that was only partially stripped to $H^{0}$ or from the $H_{\text {cont }}^{0}$ that was left unstripped by the upstream foil. Each component can then be either gas stripped or foil stripped by the thick downstream foil to $H^{+}$. Finally, the measured signal will be affected by scattering in both foils.

The $H^{-}$population that is left unstripped can be described by $1-F_{P S 1}$, while the $H_{c o n t}^{0}$ population that is left unstripped can be described by $1-F_{P S Z}$. If the $H^{-}$ beam is stripped to $H^{+}$, the polarity of the measured signal changes, introducing a factor of -1 . Finally, as the downstream foil is so thick, no partial stripping should occur, meaning the downstream component is solely made up of the partially stripped $H^{-}$beam and the unstripped $H_{\text {cont }}^{0}$ beam contamination, that have both been either gas or foil stripped. Eq. 2.15 then simplifies to:

$$
\begin{equation*}
H_{\text {measured }}=\left(-\left(1-F_{P S 1}\right) \times H^{-}+\left(1-F_{P S Z}\right) \times H_{\text {cont }}^{0}\right) \times F_{1} \times F_{2} \tag{2.16}
\end{equation*}
$$

The partial stripping factor $F_{P S 1}$ is then given by

$$
\begin{equation*}
F_{P S 1}=\frac{H_{\text {measured }}}{F_{1} F_{2} H^{-}}-\left(1-F_{P S Z}\right) \frac{H_{c o n t}^{0}}{H^{-}}+1 \tag{2.17}
\end{equation*}
$$

where $H^{-}$and $H_{c o n t}^{0}$ are the initial populations of each component within the beam travelling through the transport line. To calculate the factor $F_{P S 1}$, these populations, as well as the factors $F_{1}, F_{2}$ and $F_{P S Z}$, need to be found and will be determined across the 12 different runs. The following subsections will describe what each run will measure at FC 2 and FC 3.

### 2.6.2 Measurement of the partial stripping factor $F_{P S 1}$ - Gas (Measurements at FC2 for runs 8 and 10)

Similarly to runs 7 and 11 in the previous section, runs 8 and 10 can also consider the partial stripping of the upstream foil. However, as the downstream foil is not present in the beamline, only the neutral particles that were gas stripped are measured at FC 2 . The measured signal at FC 2 is then given by:

$$
\begin{equation*}
H_{\text {measured }}=\left(\left(H^{-} \rightarrow H^{0}\right)_{G S}+H_{c o n t, u n s, G S}^{0}\right) \times F_{1} \tag{2.18}
\end{equation*}
$$

Residual gas stripping of the neutral component of the beam between the dipole magnet and FC2 is described by the factor $F_{G S}$. Eq. 2.18 then similarly simplifies to:

$$
\begin{equation*}
H_{\text {measured }}=\left(-\left(1-F_{P S 1}\right) \times H^{-} \times F_{G S}+\left(1-F_{P S Z}\right) \times H_{c o n t}^{0} \times F_{G S}\right) \times F_{1} \tag{2.19}
\end{equation*}
$$

The partial stripping factor $F_{P S 1}$ is then given by

$$
\begin{equation*}
F_{P S 1}=\frac{H_{\text {measured }}}{F_{1} F_{G S} H^{-}}-\left(1-F_{P S Z}\right) \frac{H_{\text {cont }}^{0}}{H^{-}}+1 \tag{2.20}
\end{equation*}
$$

### 2.6.3 Measurement of the $H_{c o n t}^{0}$ beam contamination (Measurements at FC2 for runs 3, 4, 12 and 13)

When the upstream foil is removed from the beamline and the dipole magnet is on, only the $H_{\text {cont }}^{0}$ beam contamination can pass through the dipole magnet. When the downstream foil is removed from the beamline, then FC2 measures the neutral component of the beam that was gas stripped. Runs 3 and 13 then measure:

$$
\begin{equation*}
H_{\text {measured }}=H_{c o n t}^{0} \times F_{G S}=H_{c o n t, G S}^{0} \tag{2.21}
\end{equation*}
$$

If the downstream foil was present, however, then the remaining neutral component is completely stripped by the thick downstream foil. For runs 4 and 12 , the completely stripped $H_{\text {cont }}^{0}$ beam contamination is measured, though it is affected by scattering in the downstream foil.

$$
\begin{equation*}
H_{\text {measured }}=\left(H_{c o n t, G S}^{0}+H_{c o n t, F 2 S}^{0}\right) \times F_{2}=H_{c o n t}^{0} \times F_{2} \tag{2.22}
\end{equation*}
$$

### 2.6.4 Measurement of the variance of the beam intensity (Measurements at FC2 for runs 2 and 14)

Runs 2 and 14 had the exact same conditions and were used to measure the variance of the beam intensity during the experiment. When no foils were present in the beamline and the dipole magnet was switched off, FC2 measured the whole beam intensity, including the beam contamination:

$$
\begin{equation*}
H_{\text {measured }}=H^{-}+H_{\text {cont }}^{+}+H_{\text {cont }, G S}^{0} \tag{2.23}
\end{equation*}
$$

The $H^{-}$beam component is then given by:

$$
\begin{equation*}
H^{-}=H_{\text {measured }}-H_{c o n t}^{+}-H_{c o n t, G S}^{0} \tag{2.24}
\end{equation*}
$$

### 2.6.5 Measurement of the scattering factors $F_{1}$ and $F_{2}$ (Measurements at FC2 for runs 5, 6 and 9)

When the dipole magnet was switched off, the effect of scattering by either foil could be determined using the measured signal at FC2. For run 5, when the downstream foil was present in the beamline, the measured signal is given by:

$$
\begin{equation*}
H_{\text {measured }}=\left(H_{\text {cont }}^{+}+H_{\text {cont }, G S}^{0}+H_{c o n t, F 2 S}^{0}+\left(H^{-} \rightarrow H_{F 2 S}^{+}\right)+H_{\text {uns }, F 2}^{-}\right) \times F_{2} \tag{2.25}
\end{equation*}
$$

The thick downstream foil should result in no unstripped $H^{-}$component being present, with a partial stripping factor of 1 assumed $\left(F_{P S 2}=1\right)$, while a change of charge states from $H^{-}$to $H^{+}$introduces a factor of -1 . The thickness of the downstream foil also means that the whole of the $H_{\text {cont }}^{0}$ beam contamination is either gas or foil stripped. Eq. 2.25 then simplifies to:

$$
\begin{equation*}
H_{\text {measured }}=\left(H_{\text {cont }}^{+}+H_{\text {cont }}^{0}-H^{-}\right) \times F_{2} \tag{2.26}
\end{equation*}
$$

The scattering factor $F_{2}$ is then given by

$$
\begin{equation*}
F_{2}=\frac{H_{\text {measured }}}{H_{\text {cont }}^{+}+H_{\text {cont }}^{0}-H^{-}} \tag{2.27}
\end{equation*}
$$

A similar description can be made when only the upstream foil is present in the beamline for the scattering factor $F_{1}$. The measured signal for run 9 is given by:

$$
\begin{align*}
H_{\text {measured }}= & {\left[H_{\text {cont }}^{+}+H_{\text {cont }, F 1 S}^{0}+H_{\text {cont }, \text { uns }, G S}^{0}\right.}  \tag{2.28}\\
& \left.+\left(H^{-} \rightarrow H_{F 1 S}^{+}\right)+\left(H^{-} \rightarrow H^{0}\right)_{G S}+\left(H^{-} \rightarrow H_{u n s}^{-}\right)\right] \times F_{1} \\
H_{\text {measured }}= & {\left[H_{c o n t}^{+}+H_{\text {cont }}^{0}\left(F_{P S Z}+\left(1-F_{P S Z}\right) F_{G S}\right)\right.}  \tag{2.29}\\
& -H^{-}\left(F_{P S 1}+\left(1-F_{P S 1}\right) F_{G S}+H_{u n s}^{-}\right] \times F_{1}
\end{align*}
$$

However, as the partial stripping factors $F_{P S 1}$ and $F_{P S Z}$ are unknown, it is difficult to determine what the scattering factor $F_{1}$ should be. Instead, run 6 will be considered where both foils are present in the beamline and every part of the beam is completely stripped. The measured signal for run 6 is given by:

$$
\begin{align*}
H_{\text {measured }}= & {\left[H_{\text {cont }}^{+}+H_{\text {cont }, F 1 S}^{0}+H_{\text {cont }, \text { uns,GS }}^{0}+H_{\text {cont,uns }, F 2 S}^{0}\right.} \\
& +\left(H^{-} \rightarrow H_{F 1 S}^{+}\right)+\left(H^{-} \rightarrow H^{0}\right)_{G S}+\left(H^{-} \rightarrow H^{0}\right)_{F 2 S}  \tag{2.30}\\
& \left.+\left(H^{-} \rightarrow H_{\text {uns }}^{-}\right)_{F 2 S}\right] \times F_{1} \times F_{2}
\end{align*}
$$

The thick downstream foil completely strips the three $H_{\text {cont }}^{0}$ contamination contributions, meaning they can be combined to the original $H_{\text {cont }}^{0}$ beam contamination:

$$
\begin{align*}
H_{c o n t, F 1 S}^{0}+H_{c o n t, u n s, G S}^{0}+H_{c o n t, u n s, F 2 S}^{0} & =H_{c o n t}^{0} \times F_{P S Z} \\
& +\left(1-F_{P S Z}\right) \times H_{c o n t}^{0} \times F_{G S} \\
& +\left(1-F_{P S Z}\right) \times H_{c o n t}^{0} \times\left(1-F_{G S}\right)  \tag{2.31}\\
& =H_{c o n t}^{0}
\end{align*}
$$

This can be similarly be done for three stripped $\mathrm{H}^{-}$contributions:

$$
\begin{align*}
\left(H^{-} \rightarrow H^{+}\right)_{F 1 S}+\left(H^{-} \rightarrow H^{0}\right)_{G S}+\left(H^{-} \rightarrow H^{0}\right)_{F 2 S} & =-F_{P S 1} \times H^{-} \\
& -\left(1-F_{P S 1}\right)\left(F_{G S}\right) \times H^{-} \\
& -\left(1-F_{P S 1}\right)\left(1-F_{G S}\right) \times H^{-} \\
& =-H^{-} \tag{2.32}
\end{align*}
$$

Eq. 2.30 can then be rewritten as

$$
\begin{equation*}
H_{\text {measured }}=\left[H_{\text {cont }}^{+}+H_{\text {cont }}^{0}-H^{-}-H_{u n s}^{-}\right] \times F_{1} \times F_{2} \tag{2.33}
\end{equation*}
$$

$F_{1}$ is then given by

$$
\begin{equation*}
F_{1}=\frac{H_{\text {measured }}}{\left(H_{\text {cont }}^{+}+H_{\text {cont }}^{0}-H^{-}-H_{\text {uns }}^{-}\right) \times F_{2}} \tag{2.34}
\end{equation*}
$$

### 2.6.6 Measurement of the $H^{+}$beam contamination (Measurements at Faraday cup 3)

The measurements for Faraday cup 3 are simpler to consider. For runs 2, 5, 6 and 9 the dipole magnet is switched off which should result in no measured signal:

$$
\begin{equation*}
H_{\text {measured }}=0 \tag{2.35}
\end{equation*}
$$

As the downstream foil cannot affect the measurements at FC3, each of the remaining measurements is effectively taken twice. When the dipole magnet was switched on, runs 3 and 4 measured the full $H^{-}$beam

$$
\begin{equation*}
H_{\text {measured }}=H^{-} \tag{2.36}
\end{equation*}
$$

while runs 7 and 8 measured the $H^{-}$beam component that remained unstripped. The intensity of the measured beam component will however be affected by scattering off of the first foil.

$$
\begin{equation*}
H_{\text {measured }}=H_{\text {uns }}^{-} \times F_{1} \tag{2.37}
\end{equation*}
$$

When the polarity of the dipole magnet was reversed, runs 12 and 13 measured the $H_{\text {cont }}^{+}$beam contamination

$$
\begin{equation*}
H_{\text {measured }}=H_{\text {cont }}^{+} \tag{2.38}
\end{equation*}
$$

while runs 10 and 11 measured the $H_{\text {cont }}^{+}$beam contamination and the stripped $\mathrm{H}^{-}$ beam component.

$$
\begin{equation*}
H_{\text {measured }}=\left(H_{\text {cont }}^{+}-H^{-} \times F_{P S 1}\right) \times F_{1} \tag{2.39}
\end{equation*}
$$

As the $H^{-}$beam component changes polarity when stripped, the measured signal will also change polarity and is therefore multiplied by a factor of -1 .

### 2.7 Experimental results

The pressure level recorded throughout the period of data-taking was $1-2 \times 10^{-5}$ Pa . There is some uncertainty on this value as the experiment was performed in the beam transport line, while the pressure level was recorded in the main ring. When the foils were installed in the beam transport line, the vacuum needed to be broken. This resulted in some gas leak and outgassing issues thereafter. By the time the experiment was performed, the pressure levels were still higher than during typical beam operation at KURNS. The measured signal for the gas stripped component
may therefore be affected by the vacuum improving throughout the experiment, though the vacuum improves by no more than a factor of two.

The $H^{-}$beam will naturally undergo fluctuations. Therefore, 10 measurements were taken for each run, with each measurement recording the average output of the amplified beam current at the Faraday cups from 512 beam pulses. The measurements were then recorded in files as detailed in Table 2.3. During run 9, the linac underwent a brief failure. Once the run was completed, the experiment was paused until that afternoon. However, when the experiment resumed with run 10, the beam pulse shape had changed and the beam was now operating at a significantly lower intensity. This makes comparison of runs before and after run 9 more difficult.

The current measured by each Faraday cup in the beam transport line at KURNS was amplified using a current to voltage amplifier, with the subsequent voltage recorded on an oscilloscope in the control room. The amplifier also inverted the polarity of the signal, resulting in a $H^{-}$beam that displayed a positive voltage. Faraday cup 1 appeared to have a problem, however, as it always showed a positive signal, no matter whether a positive or negative beam had impacted the Faraday cup. Therefore, only the results of Faraday cups 2 and 3 will be considered here.

When the upstream foil was placed into the centre of the beamline, the large transverse area of the foil meant none of the beam could reach FC2 without passing through the foil. This was not the case for FC3 due to the dipole magnet. A small number of slower or faster particles could pass either side of the foil and still find a path to be bent onto FC3 due to the dipole magnet. That path corresponded with a position-momentum correlation in the transport line. This was due to the presence of a vertical chicane in the transport line. The position-momentum correlation meant a time cut could be applied to the beam pulse, to select only particles that did pass through the upstream foil ( 0.015 to 0.075 ms ).

To compare all of the runs, the integral of the measured signal during the interval of the time cut was taken. To ensure a fair comparison, a zero offset was removed from the measured signal before the interval was taken. This was due to the measured signal showing a zero offset even when the beam was off. Figures 2.12 and 2.13 show the integrated beam voltage in a time interval going from 0.015 to 0.075 ms for the various dipole magnet and foil insertion configurations for Faraday cups 2 and 3 respectively. The integrated values have also been tabulated in Table 2.5.

## Integral of Faraday Cup 2 Signal in Interval



Figure 2.12: Data from the 5 December 2019. The integral of the corrected Faraday cup 2 signal for the twelve different run combinations within a time interval where the beam occupies an area covered by the foil. Provided the integrated voltage is large enough, the integrated voltage as a function of time is approximately linear in the time interval going from 0.015 to 0075 ms.

## Integral of Faraday Cup 3 Signal in Interval



Figure 2.13: Data from the 5 December 2019. The integral of the corrected Faraday cup 3 signal for the twelve different run combinations within a time interval where the beam occupies an area covered by the foil. Provided the integrated voltage is large enough, the integrated voltage as a function of time is approximately linear in the time interval going from 0.015 to 0075 ms.

Table 2.5: The integrated average beam signal measured in the time interval going from 0.015 to 0.075 ms at Faraday cup 2 and Faraday cup 3 after the zero offset has been removed from all runs in units of $10^{-9} \mathrm{mVs}$ i.e. pVs . The errors given are only the error on the average beam signal measurement.

| Run | Dip | F1 | F2 | FC2 | Error | FC3 | Error |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | Off | N | N | 17994.805 | 35.693 | -54.132 | 1.022 |
| 14 | Off | N | N | 7300.915 | 129.807 | -18.971 | 1.186 |
| 5 | Off | N | Y | -15926.172 | 89.362 | 41.865 | 1.796 |
| 9 | Off | Y | N | -9656.308 | 143.836 | 20.668 | 1.496 |
| 6 | Off | Y | Y | -2170.824 | 4.808 | -1.000 | 2.334 |
| 3 | On | N | N | -204.816 | 2.065 | 22096.392 | 177.080 |
| 4 | On | N | Y | -2150.464 | 11.891 | 20678.501 | 67.198 |
| 8 | On | Y | N | -6.875 | 0.928 | 12.782 | 1.278 |
| 7 | On | Y | Y | -113.456 | 0.512 | 16.501 | 1.028 |
| 13 | Rev | N | N | -107.132 | 0.562 | -110.204 | 0.474 |
| 12 | Rev | N | Y | -638.699 | 8.901 | -105.924 | 0.697 |
| 10 | Rev | $Y$ | N | 16.770 | 0.911 | -12354.274 | 143.926 |
| 11 | Rev | Y | Y | 13.092 | 0.965 | -12001.341 | 128.333 |

### 2.8 Calculating the partial stripping factor $F_{P S 1}$

Sections 2.6.1 and 2.6.2 showed that the partial stripping factor, $F_{P S 1}$, depended on the factors $F_{1}, F_{2}, F_{P S Z}$ and $F_{G S}$. Additionally, $F_{P S 1}$ depended on the $H^{-}$ beam and $H_{\text {cont }}^{0}$ beam contamination populations, which can vary throughout the experiment. The following subsections will determine the variance of the beam intensity throughout the experiment, as well as the various factors required to calculate $F_{P S 1}$.

### 2.8.1 Error on the beam intensity

Due to the linac failure during run 9 and the subsequent reduction in the beam intensity thereafter, the specific runs taken to measure the variance of the beam intensity at the start and end of the experiment showed a great variance. When the dipole magnet was switched off and no foils were present in the beamline, Faraday cup 2 measured an integrated voltage (in units of picoVolt-seconds) of 17994.805 pVs and 7300.9 .15 pVs for runs 2 and 14 respectively. The average integrated voltage for runs 2 and 14 is $12647.860 \pm 5346.945 \mathrm{pVs}$, giving an uncertainty of $\pm 42.3 \%$ on every measurement. This large error is unfortunate, with the variance on the beam signal likely to be much lower either side of the linac failure. It was attempted to take a second set of data, however the downstream foil holder failed during those runs. This means the large error will permeate throughout the rest of the results.

### 2.8.2 $H^{-}$beam and $H^{+}$beam contamination at FC3

The signals measured by Faraday cups 2 and 3 cannot be directly compared, as the transverse areas of each cup will occupy slightly different transverse areas of the beam. The ratio of the beam populations is not expected to change, however. Therefore, the ratio of the $H_{\text {cont }}^{+}$beam contamination compared to the $H^{-}$beam population is expected to remain constant for both Faraday cups and will be exploited as the $H_{\text {cont }}^{+}$beam contamination cannot be measured directly by FC2.

Runs 3 and 4 measured the pure $H^{-}$beam at FC 3 , finding an average integrated voltage of $21387.447 \pm 189.401 \mathrm{pVs}$. Similarly, the pure $H^{+}$beam contamination was measured during runs 12 and 13 at FC 3 , finding an average integrated voltage of $108.064 \pm 0.843 \mathrm{pVs}$. When including the variance of the beam intensity, the $H^{+}$ beam contamination as a fraction of the pure $H^{-}$beam signal is $0.5 \% \pm 0.3 \%$.

The $H^{-}$beam that was left unstripped by the upstream foil (less any scattering, i.e. constant factor $F_{1}$ ) measured an average integrated voltage of $14.642 \pm 1.860$ pVs for runs 7 and 8 . The fraction of the $H^{-}$beam that is left unstripped by the upstream foil is then given by

$$
\begin{equation*}
\frac{H_{\text {uns }}^{-}}{H^{-}}=\frac{H_{\text {measured }}}{H^{-} \times F_{1}}=\frac{14.642}{21387.447 F_{1}}=0.000685 / F_{1} \tag{2.40}
\end{equation*}
$$

The fraction of the $H^{-}$beam that is left unstripped by the thicker downstream foil will be even smaller, and thus this contribution is considered negligible.

### 2.8.3 $H^{-}$beam and $H_{c o n t, G S}^{0}$ beam contamination at FC2

The $H^{-}$beam cannot be measured directly at FC2, however it can be inferred using Eq. 2.23 and runs 2 and 14. The $H_{\text {cont }}^{+}$beam contamination is only $0.5 \%$ as large as the $H^{-}$beam. Therefore, the value $H_{\text {cont }}^{+}$can be substituted by $-0.005 H^{-}$(the change of state introduces a factor of -1). Rearranging Eq. 2.23 for $H^{-}$, then

$$
\begin{equation*}
H^{-}=\frac{H_{\text {measured }}-H_{\text {cont }, G S}^{0}}{0.995} \tag{2.41}
\end{equation*}
$$

Runs 3 and 13 measured $H_{c o n t, G S}^{0}$ directly, however, the measurements taken before and after the linac failure need to be treated separately. Table 2.6 shows the $H_{\text {cont }, G S}^{0}$ values along with the corresponding $H^{-}$values. Using runs 2 and 3, it can be seen that the $H^{0}$ beam contamination that is gas stripped between the dipole magnet and the Faraday cup is $1.197 \pm 0.468 \%$ of the intensity of the pure $H^{-}$beam (Table 2.6). Similarly, for runs 14 and 13 the value is $1.439 \pm 0.600 \%$. While the values are consistent with each other, they are still extremely large considering the loss rate due to residual gas stripping is expected to be minimal at the measured vacuum pressure levels $\left(1-2 \times 10^{-5} \mathrm{~Pa}\right)$.

Table 2.6: The first row compares the $H^{0}$ beam contamination that is gas stripped as a ratio of the $H^{-}$beam intensity before the linac failure, while the second row compares the ratio after the linac failure. The errors are large, as the error due to the variance of the beam intensity is large.

| Run | $H_{\text {measured }}$ | Run | $H_{G S}^{0}$ | $H^{-}$ | $H_{G S}^{0} / H^{-}(\%)$ | Error (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 17994.805 | 3 | -204.816 | 18292.045 | 1.197 | $\pm 0.468$ |
| 14 | 7300.915 | 13 | -107.132 | 7445.668 | 1.439 | $\pm 0.600$ |

### 2.8.4 Scattering factors $F_{1}$ and $F_{2}$

The scattering factor $F_{2}$ can be determined using Eq. 2.25 and the value measured for run 5. It however depends on $H_{\text {cont }}^{0}$ which can be found using Eq. 2.22 and the value measured for run 4. Substituting Eq. 2.22 into Eq. 2.25 and rearranging for $F_{2}$ results in

$$
\begin{equation*}
F_{2}=\frac{H_{\text {measured,Run } 4}-H_{\text {measured,Run } 5}}{H^{-}-H_{\text {cont }}^{+}}=0.749 \pm 0.487 \tag{2.42}
\end{equation*}
$$

After the beam has passed through the downstream foil, $25.1 \% \pm 48.7 \%$ of the beam is scattered or deflected beyond the aperture of the Faraday cup. The error is large due to the number of parameters used to calculate $F_{2}$, that suffer from the large error on the variance of the beam intensity.

The scattering factor $F_{1}$ can be found in a similar manner using Eq. 2.34 and run 6. The $H_{\text {cont }}^{0}$ beam contamination is found in the exact same way as for $F_{2}$. The $H_{u n s}^{-}$component will only make a minute difference and cannot be found directly using FC2. However, a value for $H_{\text {uns }}^{-}$can be found by assuming its ratio to $H^{-}$ remains constant for FC2 and FC3, i.e. using Eq. 2.40. Substituting in Eqs 2.22 and 2.40 into Eq. 2.34 and rearranging for $F_{1}$, then

$$
\begin{equation*}
F_{1}=\frac{H_{\text {measured,Run } 6}+0.000685 H^{-} \times F_{2}}{\left(H_{\text {cont }}^{+}-H^{-}\right) \times F_{2}+H_{\text {measured,Run } 4}} \tag{2.43}
\end{equation*}
$$

If Eq. 2.42 is rearranged for $\left(H_{\text {cont }}^{+}-H^{-}\right)$and substituted into Eq. 2.43, then

$$
\begin{equation*}
F_{1}=\frac{H_{\text {measured,Run } 6}+0.000685 H^{-} \times F_{2}}{H_{\text {measured,Run } 5}}=0.136 \pm 0.081 \tag{2.44}
\end{equation*}
$$

### 2.8.5 Gas stripping factor $F_{G S}$

The residual gas stripping factor is simply the ratio between the gas stripped $H_{\text {cont }}^{0}$ beam contamination and the total $H_{\text {cont }}^{0}$ beam contamination:

$$
\begin{equation*}
F_{G S}=\frac{H_{c o n t, G S}^{0}}{H_{\text {cont }}^{0}}=\frac{H_{\text {measured,Run } 3} \times F_{s}}{H_{\text {measured,Run } 4}}=0.071 \pm 0.063 \tag{2.45}
\end{equation*}
$$

### 2.8.6 $\quad H^{0}$ beam contamination

Having calculated $F_{2}$, the $H^{0}$ beam contamination as a function of the initial $\mathrm{H}^{-}$ beam intensity can be calculated. Using Eq. 2.22, then

$$
\begin{equation*}
\frac{H_{\text {cont }}^{0}}{H^{-}}=\frac{H_{\text {measured }}}{F_{2} \times H^{-}} . \tag{2.46}
\end{equation*}
$$

Treating the runs either side of the linac failure separately, then for run 4:

$$
\begin{equation*}
\frac{H_{c o n t}^{0}}{H^{-}}=-0.157 \pm 0.138 \tag{2.47}
\end{equation*}
$$

The minus sign is due to the different charge states of $H^{-}$and the stripped $H_{c o n t}^{0}$ component. Similarly, for run 12:

$$
\begin{equation*}
\frac{H_{\text {cont }}^{0}}{H^{-}}=-0.114 \pm 0.101 \tag{2.48}
\end{equation*}
$$

The two values are consistent with each other, though the reduction in the absolute value of the $H_{c o n t}^{0}$ component can also be explained by the vacuum improving for the latter runs of the experiment.

### 2.8.7 Calculating the stripping factor $F_{P S 1}$

In Eqs. 2.17 and 2.20, $F_{P S 1}$ has a dependence on $F_{P S Z}$. The dependence is given by:

$$
\begin{equation*}
-\left(1-F_{P S Z}\right) \frac{H_{c o n t}^{0}}{H^{-}} \tag{2.49}
\end{equation*}
$$

In a similar way that the expected hydrogen populations were calculated for a $\mathrm{H}^{-}$ beam passing through varying surface densities of carbon in Fig. 2.10, the expected hydrogen populations for a $H^{0}$ beam passing through varying surface densities of carbon can also be calculated. For a $9 \mu \mathrm{~g} / \mathrm{cm}^{2}$ foil, this results in a partial stripping factor of 0.992 (or a partial stripping factor of 0.975 when scaled for experimental results).

Using either Eqs. 2.47 or 2.48 , and a value of 0.992 for $F_{P S Z}$, then Eq. 2.49 equates to approximately 0.001 for either scenario (or approximately 0.003 when scaled for experimental results). This means that $F_{P S Z}$ has a negligible contribution on $F_{P S 1}$. In fact, if the contribution were non-negligible, then this would in fact show the partial stripping of a $H^{0}$ beam. Eqs. 2.20 and 2.17, then reduce to

$$
\begin{gather*}
F_{P S 1}=\frac{H_{\text {measured }}}{F_{1} F_{G S} H^{-}}+1  \tag{2.50}\\
F_{P S 1}=\frac{H_{\text {measured }}}{F_{1} F_{2} H^{-}}+1 \tag{2.51}
\end{gather*}
$$

For runs 8 and 10 , which measured the partial stripping of a $H^{-}$beam to $H^{0}$, that was then subsequently gas stripped, this resulted in values of $0.961 \pm 0.043$ and $1.233 \pm 0.284$ respectively. For runs 7 and 11, which measured the partial stripping of a $H^{-}$beam to $H^{0}$, that was then subsequently foil stripped, this resulted in values of $0.939 \pm 0.057$ and $1.017 \pm 0.018$ respectively. The partial stripping factors are summarised in Table 2.7.

Table 2.7: Summary of the calculated partial stripping factors $\left(F_{P S_{1}}\right)$.

| Measurement <br> Type | Run | Dipole | Foil 2 | Integrated <br> Value | $F_{P S 1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Direct (FC2) | 8 | On | No | -6.875 | $0.961 \pm 0.043$ |
| Direct (FC2) | 10 | Reversed | No | 16.770 | $1.233 \pm 0.284$ |
| Direct (FC2) | 7 | On | Yes | -113.456 | $0.939 \pm 0.057$ |
| Direct (FC2) | 11 | Reversed | Yes | 13.092 | $1.017 \pm 0.018$ |

### 2.9 Discussion

The partial stripping factors of Table 2.7 require some consideration. Negative integrated values in Table 2.7 are indicative of $H^{+}$particles, while positive integrated values are indicative of $H^{-}$particles (or electrons), though no negative particles should be able to reach Faraday cup 2 in the time interval the integration takes place.

The positive values of runs 10 and 11 and the overall low integrated values of runs 8,10 and 11 may therefore be due to a number of reasons. As runs 8 and 10 measured residual gas stripping, the integrated values for those runs were expected to be very low in any case. Additionally, runs 10 and 11 were taken after the linac failure and were affected by a lower beam intensity. The measured signals for each run are plotted in Fig. 2.14, with the central black line showing the average of the 10 beam samples.

A capacitance effect can be seen at the end of the beam signal for each of the four runs, with the capacitance effect dissipating between beam samples. A capacitance effect can build during a beam sample, however. If the measured beam signal is already very small, as is the case for runs 10 and 11 , then the measured beam signal could turn from a negative to a positive. Additionally, for the integrated signal, only the time interval where the beam fully passed through the upstream foil was considered ( 0.015 to 0.075 ms ).

A positive beam signal, due to negative particles striking FC2 and not due to some capacitance effect, should be impossible as the dipole magnet is either on or has
its polarity reversed during all four runs. The negative particles should be deflected away from FC2.

The Faraday cups could however be affected by noise, though this is considered unlikely. When the beam was switched off, FC2 and FC3 measured integrated voltages of less than 1 pVs . When the beam was switched on, however, FC3 was able to measure a small voltage even for runs where the dipole magnet was switched off. The average integrated signal for those runs (runs 2, 5, 6 and 9) was $7.401 \pm 20.610$ pVs . The value is small and may be due to stray particles striking the Faraday cup. It is however unlikely for stray particles to strike FC2 for runs 7, 8, 10 and 11, as the dipole magnet was switched on and should be able to deflect any stray particles. The small measured beam signals ( $<17 \mathrm{pVs}$ ), as well as the capacitance effect, mean the partial stripping factors for runs 8,10 and 11 are considered untrustworthy. For run 7 , the measured beam signal is large ( $>100 \mathrm{pVs}$ ), and will be considered for the rest of the analysis.


Figure 2.14: The voltage measured at Faraday cup 2. For runs 7 and 8 the dipole magnet was switched on, while for runs 10 and 11 the dipole magnet had its polarity reversed. All four runs had the upstream foil present, while only runs 7 and 11 had the downstream foil present (Dipole: On/Reversed, Foil 1: Yes, Foil 2: Yes/No).

### 2.9.1 Electron loss cross-sections at 11 MeV

The electron loss cross-sections can be obtained using Eqs. 2.5, 2.6 and 2.7. The double electron loss cross-section $\sigma_{-11}$ is typically only a small fraction of the single electron loss cross-section $\sigma_{-10}$ and will be considered negligible ${ }^{105,132}$. The electron loss cross-sections can be calculated for two components, the unstripped $H^{-}$component and the partially stripped $H^{0}$ component.

## Unstripped $H^{-}$component

Due to the thickness of the foil used, the measured unstripped component of the beam is very small ( $<15 \mathrm{pVs}$ ) and carries a significant uncertainty. The cross-section $\sigma_{-10}$ can however still be calculated using Eqs. 2.5 and 2.40, finding that

$$
\begin{equation*}
e^{-\sigma_{-10} x}=N^{-}=\frac{0.000685}{F_{1}}=0.005 \pm 0.004 \tag{2.52}
\end{equation*}
$$

Taking the natural $\log$ of both sides and rearranging for $\sigma_{-10}$, then

$$
\begin{equation*}
\sigma_{-10}=\frac{-\ln (0.005)}{x} \tag{2.53}
\end{equation*}
$$

For a foil with a surface density of $9 \mu \mathrm{~g} / \mathrm{cm}^{2}$, the number of atoms per square centimetre, $x$, is given by

$$
\begin{equation*}
x=\frac{\text { Foil Surface Density } \times \text { Avogadro's number }}{\text { Carbon Molar Mass }}=4.51258 \times 10^{17} \mathrm{atoms} / \mathrm{cm}^{2} \tag{2.54}
\end{equation*}
$$

Using Eq. 2.53, the $\sigma_{-10}$ electron loss cross-section calculated for the unstripped $H^{-}$component then becomes

$$
\begin{equation*}
\sigma_{-10}=1.17_{+0.41}^{-0.13} \times 10^{-17} \mathrm{~cm}^{2} \tag{2.55}
\end{equation*}
$$

## Partially stripped $H^{0}$ component

The $\sigma_{-10}$ and $\sigma_{01}$ electron loss cross-sections can be calculated using Eq. 2.6. Assuming that $\sigma_{-11}$ has a negligible contribution, then

$$
\begin{equation*}
N^{0}=\frac{\sigma_{-10}}{\sigma_{-10}-\sigma_{01}}\left[e^{-\sigma_{01} x}-e^{-\sigma_{-10} x}\right] \tag{2.56}
\end{equation*}
$$

Table 2.2 noted that for experimental values, the ratio between the $\sigma_{-10}$ and $\sigma_{01}$ cross-sections remained constant, provided the projectile energy is sufficiently large. For a hydrogen anion striking a carbon atom, a projectile energy of at least 1 MeV
should be sufficient based on Fig. 2.5. In Table 2.2, the average $\sigma_{-10} / \sigma_{01}$ ratio is 0.395. Substituting this value into Eq. 2.6, then

$$
\begin{equation*}
N^{0}=\frac{1}{0.605}\left[e^{-0.395 \sigma_{-10} x}-e^{-\sigma_{-10} x}\right] \tag{2.57}
\end{equation*}
$$

From Eq. 2.7, the $H^{0}$ population can be written in terms of the $H^{+}$and $H^{-}$ populations:

$$
\begin{equation*}
N^{0}=1-N^{-}-N^{+} \tag{2.58}
\end{equation*}
$$

Eq. 2.57 can then be rewritten as

$$
\begin{equation*}
0=\frac{1}{0.605}\left[e^{-0.395 \sigma_{-10} x}-e^{-\sigma_{-10} x}\right]-\left(1-N^{-}-N^{+}\right) \tag{2.59}
\end{equation*}
$$

The stripped $H^{+}$component corresponds to the partial stripping factor $F_{P S 1}$ (providing the unstripped $H^{-}$component is very small). The $\sigma_{-10}$ cross-section in Eq. 2.59 can then be found using the Newton-Raphson-Simpson method ${ }^{135-138}$.

For Eq. 2.59, $f$ and $f^{\prime}$ are given by

$$
\begin{gather*}
f\left(\sigma_{-10}\right)=\frac{1}{0.605}\left[e^{-0.395 \sigma_{-10} x}-e^{-\sigma_{-10} x}\right]-\left(1-N^{-}-N^{+}\right)  \tag{2.60}\\
f^{\prime}\left(\sigma_{-10}\right)=\frac{1}{0.605}\left[-0.3905 x e^{-0.395 \sigma_{-10} x}+x e^{-\sigma_{-10} x}\right] \tag{2.61}
\end{gather*}
$$

Using an initial guess of $2.0 \times 10^{-17} \mathrm{~cm}^{2} /$ atom for the $\sigma_{-10}$ cross-section and a partial stripping factor of $F_{P S 1}=0.939 \pm 0.057$, the $\sigma_{-10}$ cross-section calculated for the partially stripped $H^{0}$ component is given by $\sigma_{-10}=1.896_{+1.483}^{-0.401} \times 10^{-17} \mathrm{~cm}^{2} /$ atom . Including the stated error ${ }^{133}$ on the foil thickness of $10 \%$, the $\sigma_{-10}$ cross-section then becomes

$$
\begin{equation*}
\sigma_{-10}=1.896_{+1.859}^{-0.536} \times 10^{-17} \mathrm{~cm}^{2} / \text { atom } . \tag{2.62}
\end{equation*}
$$

The corresponding $\sigma_{01}$ cross-section then becomes

$$
\begin{equation*}
\sigma_{01}=0.749_{+0.734}^{-0.212} \times 10^{-17} \mathrm{~cm}^{2} / \text { atom } \tag{2.63}
\end{equation*}
$$

The $\sigma_{-10}$ cross-section compares well with the value predicted by Gillespie ( $\sigma_{-10}=$ $2.703 \times 10^{-17} \mathrm{~cm}^{2} /$ atom $)$ and the cross-section scaled for experimental results ( $\sigma_{-10}=$ $2.067 \times 10^{-17} \mathrm{~cm}^{2} /$ atom $)$. The $11 \mathrm{MeV} \sigma_{-10}$ cross-section measured during this experiment has been plotted in Fig. 2.15 and appears to be consistent with the other experimental results and the value predicted by Gillespie.


Figure 2.15: The $\sigma_{-10}$ electron loss cross-section for a hydrogen anion striking a carbon atom as a function of projectile energy. The red line corresponds to the expected cross-sections as a function of projectile energy by Gillespie. The values at $181 \mathrm{MeV}, 200 \mathrm{MeV}$ and 800 MeV correspond to the experimental results by Saha ${ }^{120}$ et al., Webber and Hojvat ${ }^{105}$ and Gulley ${ }^{132}$ et al. The cross-section at 11 MeV corresponds to the result of this experiment.


## Systematic effects of the MICE $\mathrm{IH}_{2}$ absorber

In the Muon Ionization Cooling Experiment (MICE), a muon beam was passed through a liquid hydrogen absorber to demonstrate ionisation cooling. The emittance of a beam changes when passing through an absorber material and is described by the ionisation cooling equation

$$
\begin{equation*}
\frac{d \varepsilon_{\perp}}{d s} \cong-\frac{\varepsilon_{\perp}}{\beta^{2} E_{\mu}}\left\langle\frac{d E}{d s}\right\rangle+\frac{\beta_{\perp}(13.6 M e V)^{2}}{2 \beta^{3} E_{\mu} m_{\mu} X_{0}} . \tag{3.1}
\end{equation*}
$$

where $\frac{d \varepsilon_{\perp}}{d s}$ is the rate of change of normalized transverse emittance $\left(\varepsilon_{\perp}\right), \beta, E_{\mu}$ and $m_{\mu}$ are the muon velocity energy and mass, $\frac{d E}{d s}$ is the magnitude of the mean energy loss rate through ionization, $X_{0}$ is the absorber radiation length and $\beta_{\perp}$ is the transverse beta function at the absorber ${ }^{54}$. In Eq. 3.1, the negative term is the cooling effect which reduces the emittance of the beam, while the positive term is the heating effect which increases the emittance of the beam.

The systematic uncertainties associated with the liquid hydrogen absorber described in this chapter follow on from the work by Green and Yang ${ }^{139}$. These include the systematic uncertainties on the density of liquid hydrogen at different temperatures and pressures, the contraction of the absorber vessel as it is cooled down to cryogenic temperatures and the variation of the absorber vessel window thicknesses.

The absorber vessel was set at the centre of the Focus Coil magnet (Fig. 3.1). This reduces the effect of scattering by focusing the beam on the absorber. The absorber vessel has an inner diameter of 300 mm and a length between its end flanges of 230 mm . The length between the two curved absorber vessel windows along the central axis is 350 mm .

Hydrogen was chosen as an absorber as it is a low Z material which suffers less scattering for a given energy loss. The liquid hydrogen is contained in an aluminium


Figure 3.1: The liquid hydrogen absorber vessel surrounded by the absorber focus coil ${ }^{140,141}$.
absorber vessel and as a high Z material, the aluminium vessel worsens the cooling performance (Eq. 3.1). The aluminium windows are thinnest at the centre of the beamline where the beam density is greatest.

### 3.1 Absorber vessel shape

The aluminium absorber vessel is cooled from room temperature to the operating temperature of the experiment $(\approx 20 \mathrm{~K})$, which results in the vessel contracting. The linear contraction of Al-6061 as it is cooled from 293 K is given by

$$
\begin{equation*}
\alpha=-4.1277 \times 10^{-3}-3.0389 \times 10^{-6} T+8.7696 \times 10^{-8} T^{2}-9.9821 \times 10^{-11} T^{3} \tag{3.2}
\end{equation*}
$$

where T is the operating temperature ${ }^{142}$. The equation is a line of best fit of data collated by NIST (National Institute of Standards and Technology) and has an associated curve fit error of $4 \%$.

At the MICE operating temperature, there is a linear contraction of the vessel along each plane of $0.415 \%$ ( $293 \mathrm{~K} \rightarrow 20 \mathrm{~K}$ ), resulting in a warm bore length (350 mm ) contraction of $1.4525 \mathrm{~mm} \pm 4 \%$. The vessel is held suspended in place, meaning the vessel is free to contract along each plane without restriction, ensuring there are no forces created to distort the shape of the vessel.

To minimise energy loss and Coulomb scattering by the absorber vessel, the windows are kept as thin as possible. However, they must not rupture when handling any internal pressure they are subjected to. For safety considerations ${ }^{140,141}$, it is
necessary for the liquid hydrogen circuit to be pressurised above atmospheric pressure to prevent air ingress. The vessel must also be capable of handling up to 1.5 bar, the relief valve set pressure.

These pressures result in a deflection of the absorber windows and were modelled by Green and Yang using ANSYS ${ }^{139}$. The uncertainty in the model's window deflection was $20 \%$. It did show a linear expansion of the window deflection with pressure up to 2 bar when the windows began to yield. The pressure sensors were accurate to $\pm 5 \mathrm{mbar}$ ( $0.25 \%$ of 2 bara full scale). At $1085 \pm 5 \mathrm{mbar}$, the typical MICE operating pressure, this corresponds to a deflection of $0.5374 \mathrm{~mm} \pm 0.1076$ mm (model uncertainty) $\pm 0.0022 \mathrm{~mm}$ (sensor uncertainty) at the centre of the absorber window.

For the MICE experiment, the contraction due to cooling was $1.4525 \mathrm{~mm}( \pm$ $4 \%$ ), with each window deflecting $0.5374 \pm 0.004 \mathrm{~mm}( \pm 20 \%)$ at 1.085 bar. This results in a combined effect of:

$$
1.4525( \pm 0.0581)-2(0.5374( \pm 0.1098))=0.3777 \pm 0.1629=0.4 \mathrm{~mm} \pm 0.2 \mathrm{~mm}
$$

### 3.2 Absorber vessel window thicknesses

The amount of energy loss and cooling experienced by a muon passing through the absorber depends on the amount of aluminium and liquid hydrogen traversed. There are four windows, two absorber wall windows of the vessel and two safety windows (Fig. 3.1).

The windows ${ }^{140}$ show some variation in thickness. At the centre of the absorber, the total amount of aluminium the muon beam passes through is $785 \pm 13$ microns, a variance of $1.68 \%$. However, as the windows are thin, the effects on energy loss are negligible. A 200 MeV muon passing along the central axis of an empty absorber vessel loses 0.345 MeV , which introduces a 0.006 MeV uncertainty on the energy loss.

Table 3.1: The measured absorber window thicknesses compared to their design at centre of absorber.

| At centre of absorber | Measured $(\mu \mathrm{m})$ | Design $(\mu \mathrm{m})$ |
| :---: | :---: | :---: |
| Safety window 1 | $197 \pm 8$ | 210 |
| Absorber window | $174 \pm 5$ | 180 |
| Absorber window | $184 \pm 2$ | 180 |
| Safety window 2 | $230 \pm 9$ | 210 |
| Total | $785 \pm 13$ | 780 |

### 3.3 Variation of the density of liquid hydrogen due to varying temperature and pressure

The energy lost by a muon travelling through the liquid hydrogen absorber depends on the path length the muon travelled through and on the density of the liquid hydrogen. The temperature was recorded by eight LakeShore Cernox 1050 SD sensors ${ }^{143}$ (Fig. 3.2). Four of the sensors were used solely as temperature sensors, while the other four were used as both temperature and level sensors. The level sensors were used when the absorber vessel was being filled to know how much liquid hydrogen was in the vessel and during the experiment to ensure the liquid hydrogen reached the top of the vessel.

They were arranged in pairs with two mechanically clamped at the top of the vessel, two at a rotation of $45^{\circ}$, a further two at a further rotation of $90^{\circ}$ and a final two at a further rotation of $45^{\circ}$ to be at the bottom of the vessel. The temperature sensors were labelled TSA, TSB, TSD and TSE from top to bottom, while the level sensors were labelled LSA, LSB, LSD and LSE from top to bottom.

The sensors have a typical sensor accuracy of $\pm 9 \mathrm{mK}$ and a long-term stability of $\pm 12 \mathrm{mK}$ at $20 \mathrm{~K}^{144-146}$. The magnetic field dependent temperature error at 2.5 T is $0.04 \% \Delta \mathrm{~T} / \mathrm{T}$, equivalent to $\pm 8 \mathrm{mK}$ at $20 \mathrm{~K}^{144-148}$. These are the quoted uncertainties given by the manufacturer of the sensors. The importance of magnetic fields on temperature measurements is that they cause reversible calibration shifts. When the magnetic field is removed, the sensors return to their original calibration.

To reduce the uncertainty in the liquid hydrogen density, a calibration procedure was devised using the boiling point. It is assumed that after cooldown and before venting, the liquid hydrogen absorber was kept in equilibrium conditions in steadystate. During this time, the pressure readings remained steady at 1.085 Bar.

Cooldown and liquefaction were completed slowly over eight days until the 25 September 2017 at a pressure of 1.15 Bar, after which the vessel's pressure was lowered to 1.085 Bar and stabilised during the early hours of the 26 September $2017^{140,143}$. The vessel then remained in this steady-state until the 16 October 2017 when the venting process began. During this process, the coldhead was switched off and the heaters were switched on, delivering a nominal power of 50 Watt to the absorber vessel. This resulted in an increase in pressure up to the relief valve set pressure ( 1.505 Bar ) and an increase in temperature until it stabilised at the boiling temperature. At this temperature, the liquid hydrogen turned to gas and began emptying from the vessel. A rapid increase in temperature followed once all the liquid hydrogen had boiled off.

During venting at that increased pressure, the temperature remained near constant


Figure 3.2: Raw readings in the 19.8 to 22.9 K range. In the steady state period from the 26 September 2017 to the 16 October 2017 the temperature readings from the sensors agree to within 1 K .
for four hours. The sensors at the top did show some step increases after about two hours, as the liquid hydrogen in the top of the vessel begins to boil off first, until after fours the liquid at the bottom of the vessel also boils off and there was a rapid increase in temperature. This is consistent with the time required for a 50 W heater to boil 22 litres of liquid hydrogen. The boiling temperature at the pressure the liquid hydrogen boiled off is 21.692 K . The Cernox 1050 SD temperature sensors are hermetically sealed resistive sensors housed in helium gas. Even though the sensors do not follow a standard response curve, their dimensionless sensitivity $(T / R) \times(d R / d T)$ should remain near constant in our region of interest (19 K to 22 $\mathrm{K})^{144}$. However, when Ishimoto et al. ${ }^{149}$ performed tests at KEK using the MICE absorber vessel and Cernox temperature sensors at the vapour pressure of liquid hydrogen, they found a small non-linear behaviour in the sensors, both in the gaseous and in the liquid phase. To compare the temperatures across this non-linear region, a correction of $0.06 \pm 0.03 \mathrm{~K}$ must be made. This is the average temperature the sensors tested by Ishimoto differed by when comparing the vapour temperature for that pressure during boil-off and when the vessel was kept in steady-state (Fig. 3.3).

For data storage considerations, the temperature readings were truncated at a granularity of 0.1 K , with a temperature reading recorded if there was a change in this truncated value. Approximately 100 points were removed from this data during the analysis. There were several occasions when the temperature reading dropped to 4 K from approximately 20 K before returning to the original value, which is not consistent with the physical properties of the absorber.

Calibrated Cernox vs T by P_H2 data from 060721


Figure 3.3: Deviation from the expected Vaporisation temperature for the Cernox temperature sensors as the Vaporisation temperature is lowered.

To compare the temperature and pressure readings, a weighted mean was used. In Eqs. 3.4 and 3.5, $T_{\text {average }}$ is the average temperature for that time-interval, $T_{\text {previous }}$ is the last temperature reading from the previous time-interval and $T_{\text {last }}$ is the last temperature reading from the current time-interval. $T_{i}$ is every temperature reading in that interval bar $T_{\text {last }}$, as it has no corresponding $\Delta t_{i} . \Delta t_{i}$ is the time between the current temperature reading and the following temperature reading within the time-interval. $\Delta t_{\text {first }}$ is the time between the start of the time-interval and the first temperature reading, while $\Delta t_{\text {last }}$ is the time between the last temperature reading and the end of the time-interval. The time-interval chosen will then also be a sum of all those $\Delta t$. Applying the weighted average results in a smoothing of the data (Figures 3.4 and 3.5).

$$
\begin{gather*}
T_{\text {average }}=\frac{T_{\text {previous }} \Delta t_{\text {first }}+\sum_{i} T_{i} \Delta t_{i}+T_{\text {last }} \Delta t_{\text {last }}}{t_{\text {interval }}}  \tag{3.4}\\
t_{\text {interval }}=\Delta t_{\text {first }}+\sum_{i} \Delta t_{i}+\Delta t_{\text {last }} \tag{3.5}
\end{gather*}
$$

Eq. 3.6 details the calibration procedure used to calibrate the temperature sensors. The sensors are based on a calibration curve and thus require three points


Figure 3.4: Temperature sensors during boil-off period on the 16 October 2017. The pressure has been scaled by a factor of 60 to allow comparison between the temperature and pressure sensors at the same moments in time.


Figure 3.5: The temperature readings of the eight sensors are shown with the polarity of the focus coil. Grey areas indicate when the focus coil was operated in solenoid mode, while red areas indicate flip mode. Yellow areas indicate when all the magnets are turned off. The white gaps indicate times when the magnets were ramped up or down and times during which no run data was taken.
to perform the calibration. However, the temperature sensors only recorded one calibration point, the boiling point of liquid hydrogen. The calibration procedure is then only valid for temperatures close to that calibration point, and will begin to deviate further away from that calibration point. The calibration procedure is sufficient as during boil-off and steady-state the liquid hydrogen temperatures are at or very close to this calibration point.

The corrected temperature reading is found by calculating and then applying the cut-off correction (as the data is truncated), sensor non-linearity correction, magnetic field correction and then the boiling point scaling factor. The magnet and temperature constants will be calculated. $c_{\text {cut-off }}$ is $0.05, c_{\text {non-linearity }}$ is $0.06, I$ is the focus coil current, while $T_{\text {reading }}$ is the temperature value recorded by the sensor.

$$
\begin{equation*}
T_{\text {corrected }}=\frac{T_{\text {reading }}+c_{\text {cut-off }}-c_{\text {non-linearity }}-c_{\text {magnet }} I}{c_{\text {Temperature }}} \tag{3.6}
\end{equation*}
$$

The Cernox temperature sensors showed a magnetic field dependence (Fig. 3.5). Two magnet coefficients for Eq. 3.6 were calculated based on the focus coil current, one for each mode the coil was operated in, solenoid and flip, with the correction factors in Table 3.2 corresponding to a linear best fit of the current as a function of temperature during the steady-state period.

Table 3.2: The focus coil current correction coefficients were calculated by plotting the temperature against current as the magnets were ramped up and down for each mode, solenoid and flip. The accuracy of the coefficients is limited by the 0.1 K resolution.

| Mode | LSA | LSB | LSD | LSE |
| :---: | :---: | :---: | :---: | :---: |
| Solenoid | $3.9424 \mathrm{E}-4$ | $4.6810 \mathrm{E}-4$ | $1.2207 \mathrm{E}-3$ | $5.7725 \mathrm{E}-5$ |
| Flip | $5.7000 \mathrm{E}-4$ | $-6.8095 \mathrm{E}-4$ | $9.2727 \mathrm{E}-4$ | $2.0350 \mathrm{E}-4$ |
| Mode | TSA | TSB | TSD | TSE |
| Solenoid | $7.1284 \mathrm{E}-5$ | $2.8417 \mathrm{E}-4$ | $4.2315 \mathrm{E}-4$ | $3.7478 \mathrm{E}-4$ |
| Flip | $-3.9965 \mathrm{E}-4$ | $-6.7594 \mathrm{E}-4$ | $-1.8550 \mathrm{E}-4$ | $6.4080 \mathrm{E}-4$ |

Hydrogen exists as a mixture of parahydrogen and orthohydrogen ${ }^{150,151}$ whose concentration of each varies depending on temperature and time to reach an equilibrium state. At atmospheric pressure, the vaporisation temperature for parahydrogen is 20.271 K , while for orthohydrogen it is 20.380 K . When the hydrogen mixture is cooled, the hydrogen mixture begins to occupy the lowest energy states. This results in a conversion of orthohydrogen to parahydrogen ${ }^{152}$. At 20 K nearly all orthohydrogen has been converted to parahydrogen, resulting in a parahydrogen concentration of over $99 \%$. This means the vaporisation temperature of liquid hydrogen is nearly identical to that of parahydrogen.

Table 3.3: The temperature coefficient scaling factor for each sensor, calculated by dividing the temperature reading (adjusted for cut-off coefficient and magnetic field) by the vaporisation temperature at that pressure.

| Mode | LSA | LSB | LSD | LSE |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T} / \mathrm{T}_{\text {Boiling }}$ | 1.010697372 | 0.989359131 | 1.003485436 | 1.00854641 |
| Mode | TSA | TSB | TSD | TSE |
| $\mathrm{T} / \mathrm{T}_{\text {Boiling }}$ | 1.027887842 | 1.003816982 | 0.978539237 | 1.015640458 |



Figure 3.6: The temperature readings after the calibration procedure has been applied. The procedure is limited by the 0.1 K granularity of the truncated temperature readings.

The temperature coefficient in Eq. 3.6 is found by dividing the boiling temperature reading for that sensor by the boiling temperature of parahydrogen at that pressure. The boiling temperature reading was determined as the average temperature from the moment in time the sensors stopped increasing in temperature after the heaters were turned on, until the sensors at the top of the vessel began to increase in temperature again as the liquid hydrogen boiled off. The ratio gives the scaling factor all temperature readings for that sensor should be adjusted by. The pressure sensors also have a $\pm 5$ mbar uncertainty. This results in a 0.014 K uncertainty in the boiling temperature of liquid parahydrogen and subsequently a 0.0006 uncertainty in the scaling factors.

The scaling factor is only appropriate for the liquid phase, as in the gaseous phase the absorber vessel and gas are not in steady state any more. The gas and vessel temperatures rise, but not at the same rate, resulting in localised temperature gradients and thus differing temperature readings.


Figure 3.7: The purple line depicts the boiling temperature at the current pressure in the absorber vessel. The temperature readings have been scaled by the boiling temperature at 1.505 Bar, but do not include the non-linear sensor step correction across the non-linear range, as these are the temperatures and pressures going through the non-linear range. The temperature rises at close to the boiling temperature within the 0.1 K resolution, showing the steady state liquid hydrogen was close to the boiling point at all times.

The boiling temperature at 1.085 Bar is 20.504 K , with the corrected sensor readings slightly higher. There are however a number of uncertainties. The readings are recorded with a granularity of 0.1 K . The sensors add another 17 mK uncertainty ( 9 mK accuracy +12 mK stability +8 mK magnetic field), although the magnetic field error is likely greater. The sensors have a non-linear step between the steadystate and boil-off pressures, adding a 0.03 K uncertainty. The temperature scaling and magnet current correction factors have an associated error, as they are based on the 0.1 K resolution. For example, a calibrated sensor at the boiling temperature and at a pressure of 1.505 Bar should read 21.692 K but can only read 21.65 K (21.6 K cut-off plus 0.05 cut-off correction) i.e. it is off by 0.042 K . The $\pm 5$ mbar uncertainty adds another uncertainty to the temperature calibration constants of $\pm 0.014 \mathrm{~K}$. Collectively, all these uncertainties add up to $0.177 \mathrm{~K} \approx 0.2 \mathrm{~K}$ for each sensor.

Fig. 3.7 shows the boiling temperature for a given pressure when the heaters were turned on from the steady state region to the relief valve pressure. The corrected temperature readings follow this line closely, showing that before the heaters were turned on, the liquid hydrogen temperature was already close to the boiling point.

Knowing that in our steady state condition the liquid hydrogen was close to the boiling temperature of liquid parahydrogen at $20.5 \mathrm{~K} \pm 0.2 \mathrm{~K}$ and 1.085 Bar allows us to determine the uncertainty in the liquid hydrogen density as $70.57 \mathrm{~kg} / \mathrm{m}^{3} \pm$ $0.24 \mathrm{~kg} / \mathrm{m}^{3}$.

### 3.4 Total systematic uncertainty on energy loss

In total, there are three main contributions to the systematic uncertainty of the liquid hydrogen absorber on energy loss. The contraction of the absorber and deflection of the absorber window due to internal pressure reduces the central warm bore length by $0.4 \pm 0.2 \mathrm{~mm}$. The combined absorber window thickness variation at the centre of the absorber is 13 microns. The temperature during the steady state period of the experiment when the pressure remained constant at $1085 \pm 5 \mathrm{mbar}$ is $20.5 \pm$ 0.2 K for each sensor. Combining the eight sensors gives an average temperature of $20.51 \pm 0.06 \mathrm{~K}$ (Fig. 3.8) during the steady-state period, corresponding to a liquid hydrogen density of $70.55 \pm 0.07 \mathrm{~kg} / \mathrm{m}^{3}$.


Figure 3.8: Average Temperature of the eight Cernox sensors after the calibration procedure during the steady-state period when the pressure and temperature were being kept constant.

The energy loss is momentum dependent, as each particle will lose a different amount of energy passing through the absorber. Tables 3.4 and 3.5 show the energy loss at various momenta and densities of aluminium and liquid hydrogen ${ }^{153-156} .277$ MeV and 344 MeV are the minimum ionization momenta of aluminium and liquid hydrogen, respectively.

Table 3.4: Energy loss for aluminium (Al-6061) at various momenta with a density of $2.699 \mathrm{~g} / \mathrm{cm}^{3}$.

| Momentum $(\mathrm{MeV})$ | 100 | 140 | 200 | 277 |
| :---: | :---: | :---: | :---: | :---: |
| Mass Stopping Power $(\mathrm{MeV} \mathrm{g}$ |  |  |  |  |
| Stopping Power $\left(\mathrm{MeV} \mathrm{cm}^{-1}\right)$ | 1.798 | 1.688 | 1.630 | 1.615 |

Table 3.5: Energy loss for liquid hydrogen at various densities (0.07048 to $0.0708 \mathrm{~g} / \mathrm{cm}^{3}$ ) and various momenta of muons.

|  | Density |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Momentum |  | 100 | 140 | 200 | 344 |
| Mass Stopping Power |  | 4.568 | 4.267 | 4.104 | 4.034 |
| Stopping Power | 0.07048 | 0.3220 | 0.3007 | 0.2892 | 0.2843 |
| Stopping Power | 0.07055 | 0.3223 | 0.3010 | 0.2895 | 0.2846 |
| Stopping Power | 0.07062 | 0.3226 | 0.3013 | 0.2898 | 0.2849 |
| Stopping Power | 0.0708 | 0.3234 | 0.3021 | 0.29056 | 0.2856 |

During the MICE experiment 140, 170, 200 and 240 MeV momenta muon beams were used. The energy loss and its uncertainty were then calculated. The calculation used a central bore length of $349.6 \pm 0.2 \mathrm{~mm}$, a total window thickness of 0.785 $\pm 0.013 \mathrm{~mm}$ and a liquid hydrogen density of $70.55 \pm 0.07 \mathrm{~kg} / \mathrm{m}^{3}$ for a particle travelling straight through the centre of the absorber.

For a 140 MeV muon particle this corresponds to an energy loss of $10.86 \pm 0.02$ $( \pm 0.2 \%) \mathrm{MeV}$, while for a 200 MeV muon particle this corresponds to an energy loss of $10.45 \pm 0.02( \pm 0.2 \%) \mathrm{MeV}$. In terms of energy loss, the systematic error is $0.2 \%$. This is for a particle travelling along the central axis of the absorber. An actual muon travelling through the absorber with a magnetic field will take a different path and thus have a different path length of aluminium and liquid hydrogen traversed.


## Uncertainty of the MICE magnetic field

Both the MICE reconstruction and the demonstration of ionization cooling assume a uniform solenoid field within the tracker regions of the MICE experiment. However, the magnetic fields will never be truly uniform and will therefore carry an associated uncertainty. The magnetic fields of the MICE spectrometer solenoids were extensively measured and modelled by Langlands ${ }^{76}$. This was done using a mapping machine which travelled along the central axis of the spectrometer solenoid and measured the magnetic field using seven Hall probes. The machine travelled in increments of between 2.5 and 5 centimetres, up and down the central axis of each solenoid, making a 20 -degree rotation at each end, until a full 360 -degree rotation had been completed. This allowed for an extensive mapping of the transverse and longitudinal components of the magnetic fields in the spectrometer solenoids for various magnetic field configurations.

### 4.1 Dimensions of the spectrometer solenoid coils

Each spectrometer solenoid (Fig. 4.1) consisted of five superconducting coils that were wound using copper matrix niobium-titanium wires ( $\mathrm{Cu}: \mathrm{NbTi}$ ) on a 2544 mm long and 711 mm diameter aluminium mandrel housed in a helium bath ${ }^{76,157}$ (This also forms the 'cold mass'). The five coils are labelled as centre coil (CC), end coil (E1 and E2) or match coil (M1 and M2) (Fig. 4.1). The centre and end coils ensured that within each spectrometer, a uniform solenoid field could be created, while the match coils helped to transport the particles from the upstream solenoid to the downstream solenoid.

Table 4.1 gives the warm bore dimensions of the upstream spectrometer solenoid and were the measurements used in MAUS (the outer radius and depth dimensions


Figure 4.1: Left: The spectrometer solenoid consists of five NbTi coils wound on to an aluminium mandrel. Right: The coils and mandrel sit within the cryostat, which is cooled to 4 Kelvin using liquid Helium ${ }^{76}$.
of the downstream spectrometer solenoid differed by no more than $\pm 0.7 \mathrm{~mm}$ ). Using liquid helium, the coils were cooled to approximately 4 Kelvin during the experiment and therefore thermally contracted. The expected dimensions of the cooled upstream spectrometer solenoid ${ }^{76}$ are also given in Table 4.1.

Table 4.1: The warm and cold bore dimensions (in mm) of the upstream spectrometer solenoid coils ${ }^{76}$. The centre of each coil is in reference to the longitudinal position along the mandrel. Each coil is made of a number of layers of copper matrix niobium-titanium wires, with each layer containing a specific number of turns of wires.

| Coil | Inner <br> Radius | Outer <br> Radius | Depth | Length | Centre | $N_{\text {layers }}$ | $N_{\text {turns }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| M1 (warm) | 258.0 | 304.1 | 46.1 | 201.2 | 124.0 | 42 | 115 |
| M1 (cold) | 257.04 | 301.5 | 44.5 | 200.6 | 123.666 |  |  |
| M2 (warm) | 258.0 | 288.9 | 30.9 | 199.4 | 564.0 | 28 | 114 |
| M2 (cold) | 256.98 | 286.6 | 29.6 | 198.9 | 562.116 |  |  |
| E1 (warm) | 258.0 | 318.9 | 60.9 | 110.6 | 964.0 | 56 | 64 |
| E1 (cold) | 257.09 | 316.5 | 59.4 | 110.2 | 960.566 |  |  |
| CC (warm) | 258.0 | 280.1 | 22.1 | 1314.3 | 1714.0 | 20 | 768 |
| CC (cold) | 257.12 | 278.3 | 21.2 | 1310.1 | 1708.216 |  |  |
| E2 (warm) | 258.0 | 325.7 | 67.7 | 110.6 | 2464.0 | 62 | 64 |
| E2 (cold) | 257.12 | 322.9 | 65.7 | 110.2 | 2455.766 |  |  |

### 4.2 Centre position of the match coils

The E1, E2 and CC coils shared a power supply. However, to generate a uniform solenoid field across the whole tracker region, the end coils were supplied with additional trim power supplies that could be used to adjust the magnetic fields generated by those coils. When the spectrometer solenoids were being trained in September 2015, they underwent a number of quenches, where the magnets lost their superconductivity and became resistive. This is typically due to a sudden temperature increase. For safety considerations, the trim power supplies weren't used any more (the effect on the uniformity of the magnetic field within the tracker regions will be explored in section 4.5). Additionally, the leads supplying current to the M1 coil of the downstream spectrometer solenoid failed. This meant the M1 coil of the downstream solenoid couldn't be used any more.

Langlands ${ }^{766}$ field mapping study was also used to find the centre of the remaining match coils by powering those coils individually and finding the location where the axial field component was largest. For the upstream solenoid, the centre positions for the M1 and M2 coils are given in Table 4.2. The distance between the centres of the match coils was only 435.83 mm , and is smaller than the warm ( 440.00 mm ) and cold ( 438.45 mm ) bore distances seen in Table 4.1. Additionally, the measured positions of the centre of the M1 and M2 coils from the field mapping study can be compared to the assumed positions from the positional surveys of the spectrometer solenoids that were recorded in the parent geometry files (PGF). Table 4.2 shows that both M2 coils were at least 14 mm closer to the absorber in the magnetic field mapping study than the values assumed in the parent geometry file for the last run taken before the field mapping study (Run 10603).

Table 4.2: The blue shaded cells show the centre of the M1 and M2 coils in the global MICE reference frame $(z)$ from Langlands ${ }^{\text {, } 76}$ ) field mapping study. The centres for the E1, E2 and CC coils were found relative to the M2 coil using the values from Table 4.1. Comparison is made to the assumed positions in the parent geometry file (PGF) of the last data taking run taken before the field mapping study (Run 10603).

|  |  | M1 (mm) | M2 (mm) | E1 (mm) | CC (mm) | E2 (mm) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| SSU | z | 16106.55 | 15670.49 | 15270.29 | 14519.90 | 13769.50 |
| SSU | PGF | 16095.369 | 15655.724 | 15255.724 | 14505.739 | 13755.735 |
| SSD | z | 17797.05 | 18237.34 | 18637.59 | 18987.81 | 20138.54 |
| SSD | PGF | 17813.615 | 18253.2598 | 18653.2597 | 19403.2444 | 20153.249 |

The discrepancy between the field mapping study and the positional survey could be explained by several factors. For example, the forces generated by the magnetic fields could have caused the spectrometers to move. Tarrant ${ }^{158}$ however noted that
most of the forces generated by the magnetic fields should have cancelled each other out, while the ground restraints on the spectrometer solenoids should have prevented any large movements. This was seen in a positional survey on the 25 August 2016 where the solenoids moved by only 1-1.5 millimetres, when the spectrometers were operating with a 3 Tesla magnetic field.

To mitigate the solenoids' stray magnetic field from tampering with any of the electrical equipment, a low carbon ( $<0.01 \%$ ) steel Partial Return Yoke (PRY) was installed around the solenoids ${ }^{159,160}$ (left of Fig. 4.2). Outside of the PRY, draw wires were installed (right of Fig. 4.2) that connected to the top of the solenoids via a pulley system. Fig. 4.3 shows the movement of the upstream tracker between the 19 September 2017 and 27 October 2017, when MICE ran under various magnetic field and absorber configurations.


Figure 4.2: Left: A low Carbon ( $<0.01 \%$ ) steel Partial Return Yoke (PRY) surrounded the solenoids in the MICE cooling channel ${ }^{161}$. The magnetic field produced by the solenoids was affected by both the steel and the non-circular shape of the PRY ${ }^{76}$. Right: The movement of the solenoids and the PRY was monitored using several draw wires.

The spectrometer solenoids generally moved by no more than 0.5 mm . The small movements of the spectrometers appeared to coincide with changes to the magnetic field currents. It is also apparent that the spectrometer solenoids moved apart from each other or towards each other in some other instances. These instances typically coincided with the strength of the magnetic field changing or when the cooling channel switched from 'solenoid' mode to 'flip' mode and vice versa. In 'solenoid' mode, the upstream and downstream spectrometer solenoids operated with the same polarity magnetic fields, whereas in 'flip' mode they operated with the opposite polarities. Unfortunately, when the magnetic field mapping study was conducted, no draw wire data was collected. To allow the mapping machine to travel along the central axis of the spectrometer solenoids required the focus coil to be removed. This meant the spectrometer solenoids were physically less constrained. Additionally, each
spectrometer, and sometimes each coil, was powered individually. With no counter forces in place, this may lead to some movement of the spectrometers.

However, the movement of the spectrometers is likely to be far too small to explain why the M2 coils were closer to the absorber in the field mapping study than in the positioning survey. A more likely scenario could be the movement of the 'cold mass' in the spectrometer solenoid itself (i.e. the movement of the coils and mandrel in the liquid helium bath). In each spectrometer solenoid, the cold mass was only held suspended in place by eight fibre/epoxy bands with aluminium links ${ }^{76}$. The cold mass in each spectrometer solenoid could therefore sway.



Figure 4.3: Top: The movement of the draw wires attached to the upstream (SSU) and downstream (SSD) spectrometer solenoids from their mean position during ISIS cycle 2017/2, covering the 19 September 2017 to 27 October 2017. Bottom: The corresponding current supplied to each coil. Note: For the first three weeks of the cycle, the currents for the downstream coils failed to be recorded.

### 4.3 Centre of the magnetic axis

Similarly, as before when Langlands found the centre of the M2 coils along the longitudinal axis, Langlands ${ }^{76}$ was able to find the centre of the magnetic axis in each spectrometer using the azimuthal magnetic field component (Fig. 4.4). Table 4.3 shows the difference in the magnetic axis between the one obtained from the magnetic field mapping study and the one obtained from the positioning survey.

The distance of the offset of the magnetic axis is similar to the distance of the offset of the centres of the M2 coils between the magnetic field mapping study and the positioning survey. This would indicate that the cold mass has moved slightly and perhaps even swayed as a result of both the thermal contraction of the mandrel and the coils, as well as due to the electromagnetic forces generated by the coils.


Figure 4.4: Uncorrected (left) and corrected (right) vector plots of the transverse field component $B_{\phi}$ measured by the Hall probe at a radial position of 0 mm during a whole rotation of the mapper disk ${ }^{76}$. The centre of the corrected plot points to the centre of the magnetic axis.

Table 4.3: After aligning the mapper with MICE global reference frame along the longitudinal axis, the misalignment of the centre of the upstream (SSU) and downstream (SSD) spectrometer solenoids were determined by Langlands ${ }^{76}$ as in Fig. 4.4. The centre of the magnetic axis ( $x_{c}, y_{c}, z_{c}$ ) is related to the centre of the mapper axis $\left(x_{m}, y_{m}, z_{m}\right)$ via $x_{c}=x_{m}+\theta_{y} z_{m}+p_{x}$ and $y_{c}=y_{m}-\theta_{x} z_{m}+p_{y}$, where $p_{x, y}$ and $\theta_{x, y}$ are the $x$ and $y$ offsets and rotations of the magnetic axis relative to the mapper axis i.e. the MICE global reference frame.

| Spectrometer | X Offset <br> $(\mathrm{mm})$ | Y Offset <br> $(\mathrm{mm})$ | X Rotation <br> $(\mathrm{mrad})$ | Y Rotation <br> $(\mathrm{mrad})$ |
| :---: | :---: | :---: | :---: | :---: |
| SSU | $-13.05 \pm 0.44$ | $-7.64 \pm 0.44$ | $-0.61 \pm 0.03$ | $0.90 \pm 0.03$ |
| SSD | $-17.40 \pm 0.43$ | $-8.43 \pm 0.43$ | $0.26 \pm 0.02$ | $1.12 \pm 0.02$ |

### 4.4 Deformation of the solenoid coils

In a COMSOL finite element analysis study, Witte et al. ${ }^{162,163}$ found that the contraction of the spectrometer solenoid posed another problem. The thermal expansion coefficient of aluminium is twice as large as that of the niobium-titanium. The aluminium mandrel would therefore contract faster than the five NbTi coils. The study indicated that the aluminium mandrel would deform, while some of the coils attached to the mandrel could become loose and potentially even detach (Fig. 4.5). Due to the electromagnetic forces generated by the coils, a coil could slip in its pocket. The heat dissipated could cause a quench of the solenoid magnets. This may explain why the spectrometer solenoids underwent such a large number of quenches when being trained ${ }^{162}$.

To prevent any further quenches, the trim power supplies powering the end coils of each solenoid weren't used any more. This resulted in new magnetic field maps being designed. The end coils could no longer shape the magnetic field produced by the centre coil, which resulted in the magnetic field becoming non-uniform within each tracker region. The new magnetic field maps also lowered the magnetic field strengths from 4 Tesla to approximately 2 or 3 Tesla within the tracker regions.


Figure 4.5: COMSOL finite element analysis study by Witte et al. ${ }^{162,163}$ showing the deformation of the E2 coil and aluminium mandrel. Note: the deformation has been amplified by a factor of ten.

### 4.5 Tuning the magnetic field

During the MICE experiment, the magnetic field in the MICE cooling channel was measured using six Hall Probes (Table 4.4). Two of these Hall Probes became detached ${ }^{164}$, however, leaving only three Hall probes in the upstream spectrometer and one Hall probe in the downstream spectrometer that could accurately measure the magnetic field in the tracker regions ${ }^{165}$.

Table 4.4: The longitudinal position and rotation around the longitudinal axis of the Hall Probes in the MICE cooling channel. The Hall probes are located at a radial position of approximately 160 mm . The longitudinal positions and rotations of Hall probes 66 and 67 are uncertain, as at some unknown time they became detached from the tracker.

| Hall Probe Number | 77 | 79 | 65 | 72 | 67 | 66 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Position (mm) | 14104 | 14429 | 14429 | 19482 | 15286 | 18625 |
| Rotation (degrees) | 30 | 270 | 30 | 330 | 150 | 210 |

The magnetic field measured by the three Hall probes in the upstream spectrometer during ISIS cycle 2017/3 is shown in Fig. 4.6. The magnetic field strength changes as a function of time due to changes in the magnetic field configuration. However, for a given magnetic field configuration, the measured magnetic field remains constant.

The difference in the measured magnetic field within the upstream tracker region by Hall Probe 77 compared to Hall probes 79 and 65 (i.e. at different longitudinal positions) shows that the magnetic field was non-uniform. There was also a small difference in the measured magnetic field between Hall Probes 79 and 65 which shared the same longitudinal position but were separated by a 120-degree rotation around the longitudinal axis. The difference in the magnetic field strength may have been due to a misalignment of the magnetic axis or due to a positional misalignment of the Hall Probes themselves.

The measured magnetic field however differed from the simulated MICE magnetic field based on the warm bore dimensions of the solenoids. To overcome this problem in MICE, the magnetic fields were tuned in MAUS to match the measured magnetic field ${ }^{165}$. This resulted in the E1, CC and E2 coil currents being increased by $2 \%$ for the upstream spectrometer and by $1.8 \%$ for the downstream spectrometer ${ }^{164,166}$. However, when the tuned and untuned magnetic fields, along with the Hall probe measurements are compared in Fig 4.7, a discrepancy can still be seen between the tuned magnetic fields and the Hall probe measurements.

The MICE solution of tuning the magnetic fields of the upstream and downstream spectrometer solenoids by varying amounts to match the measured magnetic fields is unsatisfactory. This is due to the reconstructed transverse and longitudinal momentum depending directly on the magnetic field (Eqs. 1.33 and 1.34). Tuning


Figure 4.6: The total magnetic field measured by the three Hall probes (65, 77 and 79) in the upstream spectrometer solenoid at a radial position of 160 mm during ISIS cycle 3 (14 November 2017 to 20 December 2017).
the upstream spectrometer by a larger percentage than the downstream tracker without an adequate physical explanation introduces a bias that could enhance the ionization cooling result.

A possible explanation for the lower simulated magnetic field strength can be found when one considers how the magnetic field is generated in MAUS. The magnetic field for a coil is generated through the ScaleFactor term in the parent geometry file. For the M2 coil in the upstream spectrometer, this is given by

$$
\begin{equation*}
\text { ScaleFactor }=P_{S S U M 2} \times C_{S S U M 2} \times S_{S S U M 2} \times 0.5176 \tag{4.1}
\end{equation*}
$$

where $P_{S S U M 2}$ determines the polarity of the coil, $C_{S S U M 2}$ is the current delivered to the coil, while $S_{S S U M 2}$ determines the percentage the coil has been scaled or tuned by. The magnetic field generated will also depend on the geometry of the coil. For the upstream spectrometer M2 coil, this appears to have been hard coded by the value 0.5176 in MAUS. The parent geometry file does not specify how this value of 0.5176 has been calculated (it will be referred to as $N_{\text {geo }}$ ), though it appears to have been calculated as follows:

$$
\begin{equation*}
N_{g e o}=\frac{N_{l} \times N_{t}}{l \times d} \tag{4.2}
\end{equation*}
$$

where $N_{l}$ and $N_{t}$ are the number of layers and turns of wire in the coil, while $l$ and $d$ is the length and depth of the coil. Tables 4.5 and 4.6 show the $N_{\text {geo }}$ values that were used in MAUS for each coil, and the values calculated for each coil based on the warm bore dimensions.


Figure 4.7: The MICE magnetic field within the upstream (top) and downstream (bottom) tracker regions, based on the warm bore dimensions of the solenoids (black line) and the tuned MICE magnetic field (green line) as a function of longitudinal position, for MICE run 10314. Also shown are the Hall Probe measurements (red crosses).

If this description is correct, then the warm bore dimension and MAUS $N_{\text {geo }}$ values are very similar, except that the $N_{\text {geo }}$ values for the E1 and E2 coils of the upstream spectrometer appeared to have been swapped. This similarly applies to the M1 and M2 coils of the downstream spectrometer. For the downstream spectrometer the $N_{\text {geo }}$ values for the E1, E2 and CC coils appear a little high. This may explain why the downstream spectrometer had to be tuned by only $1.8 \%$ to match the measured magnetic field, whereas the upstream spectrometer had to be tuned by $2 \%$. In fact, when the cold bore dimensions for the upstream spectrometer solenoid are considered in Table 4.5, then the $N_{\text {geo }}$ values for the cold bore dimensions are 1.5 to 2.5 percent larger than the $N_{g e o}$ values for the warm bore dimensions. This could explain the difference between the measured magnetic field values from the Hall Probes and those used in MAUS which are based on the warm bore dimensions.

The discrepancies seen between the measured magnetic fields and those expected

Table 4.5: The warm and cold bore dimensions of the upstream spectrometer solenoid coils, along with their calculated $N_{\text {geo }}$ values. The $N_{g e o}$ value for MAUS has been taken from the parent geometry file. $N_{l}$ is the number of layers of the copper matrix niobium-titanium wires, while $N_{t}$ is the number of turns.

| Coil | Warm <br> Depth <br> $(\mathrm{mm})$ | Warm <br> Length <br> $(\mathrm{mm})$ | Cold <br> Depth <br> $(\mathrm{mm})$ | Cold <br> Length <br> $(\mathrm{mm})$ | $N_{l}$ | $N_{t}$ | MAUS <br> $N_{\text {geo }}$ | Warm <br> $N_{\text {geo }}$ | Cold <br> $N_{\text {geo }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| M1 | 46.1 | 201.2 | 44.5 | 200.6 | 42 | 115 | 0.52 | 0.5207 | 0.5411 |
| M2 | 30.9 | 199.4 | 29.6 | 198.9 | 28 | 114 | 0.5176 | 0.5181 | 0.5422 |
| E1 | 60.9 | 110.6 | 59.4 | 110.2 | 56 | 64 | 0.529 | 0.5321 | 0.5475 |
| CC | 22.1 | 1314.3 | 21.2 | 1310.1 | 20 | 768 | 0.528 | 0.5288 | 0.5530 |
| E2 | 67.7 | 110.6 | 65.7 | 110.2 | 62 | 64 | 0.532 | 0.5299 | 0.5481 |

Table 4.6: The corresponding values of Table 4.5 for the downstream spectrometer solenoid.

| Coil | Warm <br> Depth <br> $(\mathrm{mm})$ | Warm <br> Length <br> $(\mathrm{mm})$ | $N_{l}$ | $N_{t}$ | MAUS <br> $N_{\text {geo }}$ | Warm <br> $N_{\text {geo }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| M1 | 46.4 | 201.2 | 42 | 115 | 0.52 | 0.5174 |
| M2 | 30.6 | 199.4 | 28 | 114 | 0.5174 | 0.5231 |
| E1 | 61.6 | 110.6 | 56 | 64 | 0.5316 | 0.5261 |
| CC | 22.4 | 1314.3 | 20 | 768 | 0.52817 | 0.5217 |
| E2 | 68.2 | 110.6 | 62 | 64 | 0.5291 | 0.5261 |

by MICE based on the warm bore dimensions in the upstream and downstream spectrometer solenoids were overcome by simply tuning the E1, E2 and CC coils by $2 \%$ and $1.8 \%$ respectively. Such a tuning ignores the physical reason for such discrepancies and could bias the reconstructed momentum of the particles. Additionally, MICE did not scale the M1 and M2 coil currents. For MICE simulations, this will likely lead to a small error in the transport of particles between the upstream and downstream spectrometers.

A similar scaling was performed for the coil currents of the warm D1 and D2 dipole magnets. The dipole magnets were used to select muons with the appropriate momenta for the MICE cooling channel. For the Monte Carlo simulations, the coil current of the D2 magnet was increased by $4 \%$, so that the momenta of the muons in the Monte Carlo simulations matched the momenta of the muons in the data ${ }^{167}$. To check whether such a scaling was appropriate, Franchini ${ }^{168,169}$ measured the magnetic fields produced by the dipole magnets as a function of dipole current. Franchini noted that the difference between the measured magnetic field and the expected magnetic field from the coil currents was never larger than $2 \%$. Simply scaling the D2 coil current by $4 \%$ is therefore inappropriate.

### 4.6 Misalignments

Misalignments can cause a number of issues. If the trackers in MICE are misaligned relative to the magnetic field, then the particles will be reconstructed with the wrong momentum. This is due to the MICE reconstruction assuming a helical particle trajectory which traces out a circle in the transverse position plane. If there is a misalignment of the tracker axis relative to the magnetic field, however, then the particle will trace out an ellipse in the transverse position plane of the tracker reference frame. Additionally, the transverse components of the beam are no longer fully separable from the longitudinal components of the beam in the tracker reference frame. This could bias the ionisation cooling result. The following subsections will consider the misalignment of the solenoid, tracker and magnetic axes.

## Misalignment of the solenoid axis

The alignment of the spectrometer solenoids were measured using laser telemetry positional surveys ${ }^{74,170}$. A laser theodolite was used to measure 16 specific points on the outside of each solenoid. Additionally, the laser theodolite was also used to measure the centre of the flanges at the upstream and downstream ends of each spectrometer solenoid. The flange centres were used to form the solenoid axis of each spectrometer. However, as the centre of the flanges cover an area of free space (i.e. the solenoid bore), it is less clear how these measurements were performed. A three-dimensional grid was formed by the 16 points on the outside of each solenoid, along with the flange centres.

The positional surveys of the spectrometer solenoids were periodically repeated when changes in the experiment occurred, such as when the absorber material was changed ${ }^{171-178}$ (though no positional survey was taken after the installation of the polyethylene wedge). However, due to the presence of the PRY, only four survey points could be accessed on the outside of each solenoid. The movement of these four survey points relative to their positions in the previous survey were used to infer the new positions of the remaining 12 survey points, as well as the flange centres and therefore the solenoid axis in each spectrometer.

## Misalignment of the tracker axis

Once the trackers were installed, the position of the trackers were inferred with respect to the end plates of each spectrometer solenoid. To verify the positions of the trackers, Drielsma ${ }^{74,170}$ developed a beam-based detector alignment procedure to determine the central axes of the trackers. The procedure determines the central axes of the trackers with respect to a line joining the centres of the TOF1 and TOF2
stations, the two time-of-flight detectors either side of the spectrometer solenoids. The position of the TOFs were accurately determined from positional surveys ${ }^{179,180}$. However, the results from the surveys weren't always implemented into MAUS (Fig. 4.8).


Figure 4.8: The transverse offsets of TOF1 and TOF2 in MAUS, taken from positional surveys ${ }^{179,180}$. Not all results have been implemented, however. For example, a positional survey of TOF1 was completed on the 25 May 2017 (near run 9300), but was never implemented into MAUS.

The tracker axes were determined using straight line tracks from 200 MeV muons, and 300 and 400 MeV pions passing through the TOF detectors. As the particles travel in straight lines from TOF1 to TOF2 (barring for any scattering), the positional hits in each tracker relative to the positional hits in each TOF can be used to determine the offset and rotation of each tracker axes relative to the centre line joining TOF1 to TOF2. The beam based detector alignment procedure was repeated for each ISIS cycle to account for any changes in the MICE experiment. Tables 4.7, 4.8 and 4.9 summarize the measured misalignments of the tracker axes relative to the centre line joining TOF1 to TOF2 as a result of the beam-based alignment procedure.

Table 4.7: The beam based alignment procedure by Drielsma ${ }^{74,170}$ was completed for each ISIS cycle. To prevent an asymmetric sampling bias, not all particle tracks triggering TOF1 were used. Only those particles tracks below a certain gradient and radius in the upstream tracker were selected.

| ISIS cycle | Dates | Run Range | Triggers | Selected | \% Selected |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2015 / 4$ | $23-26 / 2 / 2016$ | $7624-7639$ | $1.19 \times 10^{6}$ | 22146 | 1.86 |
| $2016 / 2$ | $9-10 / 7 / 2016$ | $8001-8014$ | $1.55 \times 10^{6}$ | 47569 | 3.07 |
| $2016 / 2$ | $16 / 7 / 2016$ | $8030-8041$ | $0.72 \times 10^{6}$ | 15779 | 2.19 |
| $2016 / 3$ | $7-9 / 10 / 2016$ | $8381-8406$ | $0.59 \times 10^{6}$ | 15790 | 2.68 |
| $2016 / 3$ | $19-20 / 10 / 2016$ | $8431-8434$ | $0.52 \times 10^{6}$ | 2771 | 0.53 |
| $2016 / 4$ | $25-27 / 11 / 2016$ | $8616-8632$ | $1.52 \times 10^{6}$ | 31104 | 2.05 |
| $2017 / 1$ | $29-30 / 5 / 2017$ | $9353-9372$ | $2.11 \times 10^{6}$ | 79316 | 3.76 |
| $2017 / 2$ | $19 / 9 / 2017$ | $9619-9620$ | $0.93 \times 10^{6}$ | 40872 | 4.39 |
| $2017 / 3$ | $29-30 / 11 / 2017$ | $10303-10310$ | $2.08 \times 10^{6}$ | 93713 | 4.51 |

Table 4.8: The $x$ and $y$ offsets and the $\alpha$ and $\beta$ rotations (rotations around the $x$ and $y$ axes) for the upstream tracker calculated using the beam-based alignment procedure by Drielsma ${ }^{74,170}$ for the straight line track runs defined in Table 4.7 $7^{181-187}$.

| Dates | $\mathrm{x}(\mathrm{mm})$ | $\mathrm{y}(\mathrm{mm})$ | $\alpha(\mathrm{mrad})$ | $\beta(\mathrm{mrad})$ |
| :---: | :---: | :---: | :---: | :---: |
| $23-26 / 2 / 2016$ | $-0.451 \pm 0.149$ | $-0.611 \pm 0.146$ | $3.153 \pm 0.048$ | $0.855 \pm 0.045$ |
| $9-10 / 7 / 2016$ | $2.197 \pm 0.088$ | $-0.498 \pm 0.104$ | $3.461 \pm 0.031$ | $-0.212 \pm 0.031$ |
| $16 / 7 / 2016$ | $2.008 \pm 0.183$ | $-0.247 \pm 0.170$ | $3.545 \pm 0.053$ | $-0.270 \pm 0.046$ |
| $7-9 / 10 / 2016$ | $3.406 \pm 0.182$ | $1.473 \pm 0.169$ | $3.865 \pm 0.050$ | $-0.604 \pm 0.044$ |
| $19-20 / 10 / 2016$ | $2.146 \pm 0.530$ | $0.185 \pm 0.517$ | $3.696 \pm 0.245$ | $-0.492 \pm 0.236$ |
| $25-27 / 11 / 2016$ | $1.361 \pm 0.133$ | $-1.367 \pm 0.136$ | $3.488 \pm 0.050$ | $-0.268 \pm 0.047$ |
| $29-30 / 5 / 2017$ | $0.147 \pm 0.079$ | $-1.616 \pm 0.079$ | $3.316 \pm 0.025$ | $0.272 \pm 0.023$ |
| $19 / 9 / 2017$ | $0.446 \pm 0.102$ | $-1.585 \pm 0.105$ | $3.006 \pm 0.031$ | $0.139 \pm 0.028$ |
| $29-30 / 11 / 2017$ | $-0.688 \pm 0.071$ | $-1.155 \pm 0.072$ | $3.576 \pm 0.019$ | $0.666 \pm 0.019$ |

Table 4.9: The $x$ and $y$ offsets and the $\alpha$ and $\beta$ rotations (rotations around the $x$ and $y$ axes) for the downstream tracker calculated using the beam-based alignment procedure by Drielsma ${ }^{74,170}$ for the straight line track runs defined in Table 4.7 $7^{181-187}$.

| Dates | $\mathrm{x}(\mathrm{mm})$ | $\mathrm{y}(\mathrm{mm})$ | $\alpha(\mathrm{mrad})$ | $\beta(\mathrm{mrad})$ |
| :---: | :---: | :---: | :---: | :---: |
| $23-26 / 2 / 2016$ | $-2.631 \pm 0.137$ | $2.638 \pm 0.135$ | $-0.614 \pm 0.043$ | $1.352 \pm 0.043$ |
| $9-10 / 7 / 2016$ | $-2.705 \pm 0.113$ | $3.150 \pm 0.110$ | $-1.223 \pm 0.032$ | $0.903 \pm 0.033$ |
| $16 / 7 / 2016$ | $-3.015 \pm 0.157$ | $3.009 \pm 0.155$ | $-1.113 \pm 0.045$ | $1.075 \pm 0.045$ |
| $7-9 / 10 / 2016$ | $-2.497 \pm 0.149$ | $3.141 \pm 0.150$ | $-0.889 \pm 0.042$ | $0.897 \pm 0.042$ |
| $19-20 / 10 / 2016$ | $-3.138 \pm 0.518$ | $2.134 \pm 0.518$ | $-0.695 \pm 0.225$ | $0.980 \pm 0.213$ |
| $25-27 / 11 / 2016$ | $-2.929 \pm 0.120$ | $2.162 \pm 0.120$ | $-0.957 \pm 0.045$ | $1.040 \pm 0.045$ |
| $29-30 / 5 / 2017$ | $-2.772 \pm 0.069$ | $2.894 \pm 0.070$ | $-0.043 \pm 0.023$ | $1.264 \pm 0.022$ |
| $19 / 9 / 2017$ | $-2.179 \pm 0.093$ | $2.672 \pm 0.094$ | $0.157 \pm 0.029$ | $1.727 \pm 0.028$ |
| $29-30 / 11 / 2017$ | $-3.283 \pm 0.072$ | $3.329 \pm 0.072$ | $-0.660 \pm 0.019$ | $0.950 \pm 0.019$ |

## Misalignment of the magnetic axis

A similar magnetic field mapping study to that of Langlands was performed by Blackmore and Cobb ${ }^{188-191}$ before the installation of the PRY on the 27 March 2015. The offsets of the magnetic axes relative to the solenoid axes are summarised in Table 4.10, though it is unclear how these initial results were implemented in MAUS. From these initial results, the magnetic axes were usually (but not always) rotated by the same values the solenoid axes were rotated by after each positional survey. This can be seen by the yellow line in Fig. 4.9. Fig. 4.9 summarises the implemented rotational misalignments of the tracker, solenoid and magnetic axes in MAUS, as a function of MICE run number. The tracker and magnetic axes misalignments included the misalignments of the solenoid axes, and were removed for the pink and yellow lines, respectively.

Table 4.10: The X and Y offsets show the misalignment of the magnetic axes relative to the solenoid axes, where the upstream and downstream ends of each spectrometer correspond to the longitudinal position of the flange centres used to align the solenoid axes ${ }^{189}$. Also shown are the rotation of the magnetic axes around the solenoid axes.

| Spectrometer | SSU | SSD |
| :---: | :---: | :---: |
| Upstream end X offset (mm) | 0.12 | 0.78 |
| Downstream end X offset (mm) | -0.40 | 0.55 |
| Upstream end Y offset (mm) | -0.34 | -3.90 |
| Downstream end Y offset (mm) | -1.60 | -10.95 |
| Rotation around X axis (mrad) | 0.180 | 0.080 |
| Rotation around Y axis (mrad) | 0.434 | 2.434 |
| Upstream end Z position (mm) | 13566.62 | 17432.77 |
| Downstream end Z position (mm) | 16482.39 | 20347.86 |

### 4.7 Discussion

How the misalignments of the magnetic axes from the initial field mapping study were implemented into MAUS is not clear. Additionally, the presence of the PRY, and the forces generated by the simultaneous powering of the focus coil and the spectrometer solenoids may have caused the magnetic axes to move ${ }^{191}$. A tentative comparison can be made with the values from the field mapping study by Langlands ${ }^{76}$ in Table 4.3 which suggest that the cold masses in the spectrometers may have swung slightly towards each other due to the presence of the PRY. For both field mapping studies, the focus coil was not present, however. Therefore, when all the solenoid coils were powered simultaneously, the changes in the alignment of the magnetic axes (due to the forces generated by the coils) were not measured. This also meant that such misalignments were not considered or implemented in MAUS.

As the tracker is housed within the spectrometer solenoid, the tracker would not be expected to move relative to the spectrometer solenoid. However, this is not the case (pink lines in Fig. 4.9). This is due to the tracker axes depending on the beam-based alignment procedure by Drielsma, though it is not clear how these results were implemented into MAUS. In fact, not all results of the alignment procedure were implemented, e.g. ISIS cycles 2016/4 and 2017/2. More concerning, however, the variation of the tracker axes relative to the solenoid axes as a function of MICE run number can be greater than 0.4 degrees (or 7 mrad ). This implies that the tracker has moved by 7 mrad relative to the spectrometer solenoid while being housed within the spectrometer solenoid, which does not seem plausible. The misalignments implemented into MAUS (and used for the MICE reconstruction) are therefore not completely trustworthy. The following chapter will consider the effect of misalignments and a non-uniform magnetic field on the MICE reconstruction.


Figure 4.9: The alpha (left) and beta (right) rotations of the upstream (top) and downstream (down) tracker, solenoid and magnetic axes for each MICE run. The rotation of the tracker and magnetic axes include the rotation of the solenoid axes, though this has been removed for the pink and yellow markers, respectively. Note, for the pink markers, a factor of -1 has been included for the upstream alpha rotation so that those values match the values from the parent geometry files.

## Momentum reconstruction at MICE

The spectrometer solenoids of the MICE experiment were designed to operate with a uniform four Tesla solenoid field across the tracker regions. The uniform field meant the transverse and longitudinal components of the assembled muon beam could be treated separately ${ }^{78}$, a necessity for the demonstration of ionisation cooling. The strength of the field ensured the expected errors on the reconstructed momentum remained small (Table 5.1), though they were still statistically significant.

Table 5.1: The reconstructed transverse $\left(p_{t}\right)$ and longitudinal $\left(p_{z}\right)$ momentum residuals for the upstream and downstream trackers, before the failure of one of the coils in the downstream solenoid ${ }^{89}$.

|  | $p_{t}$ mean | $p_{t}$ RMS | $p_{z}$ mean | $p_{z}$ RMS |
| :---: | :---: | :---: | :---: | :---: |
| TKU | $-0.095 \pm 0.009$ | $0.910 \pm 0.015$ | $-0.102 \pm 0.013$ | $1.683 \pm 0.018$ |
| TKD | $0.067 \pm 0.009$ | $0.919 \pm 0.015$ | $0.468 \pm 0.013$ | $1.660 \pm 0.018$ |

The failure of one of the coils in the downstream solenoid meant the magnetic field lattices had to be reconfigured. To prevent risk of further damage, the spectrometers were operated with a maximum magnetic field of 3 Tesla. This was achieved by altering the coil currents supplied to each coil.

To prevent any further quenches, the end coils and centre coils in each spectrometer were powered using the same power supplies and therefore had the same coil currents. This resulted in the magnetic fields no longer being uniform within the tracker regions (despite being claimed to be and presented as uniform ${ }^{8}$ ). This can be seen in Fig. 5.1 where at the upstream tracker reference plane, the strength of the magnetic field deviated by $2 \%$ from the assumed uniform magnetic field used in the MICE reconstruction. At the downstream tracker reference plane, which typically operated using a 2 Tesla magnetic field, this deviation increased to $3 \%$.


Figure 5.1: The magnetic field in the tracker regions of the MICE experiment is claimed to be and presented as uniform ${ }^{8}$ (top). However, a closer inspection ${ }^{165}$ reveals that the magnetic field strength at the upstream tracker reference plane differs by $2 \%$ from the assumed uniform magnetic field strength used in the MICE reconstruction (bottom left) and by $3 \%$ at the downstream tracker reference plane (bottom right). The blue lines in each plot refer to the longitudinal position of the stations in each tracker, while the dark green and light green lines show the magnetic field strength along the central beam axis and 160 mm away from the central beam axis.

The effect the new magnetic field lattices had on the reconstructed momentum can be seen in Fig. 5.2. The figure shows that the reconstruction depends on the momentum of the particles. Additionally, the resolution of the reconstructed total momentum of the particle is worse for the downstream tracker than for the upstream tracker. This is due to the lower magnetic field strength used for the downstream spectrometer.

The major problem of the MICE reconstruction however is that the upstream tracker underestimates the total momentum of the particles while the downstream tracker overestimates the total momentum of the particles. The reconstruction effectively adds energy to the particles between the trackers. This similarly occurs for the reconstructed transverse momentum, though to a lesser extent. The biases of the momentum reconstruction can also bias energy loss measurements as well as the ionisation cooling result.

How the MICE reconstruction is affected by issues such as the non-uniformity of the MICE magnetic field, misalignments, energy loss and scattering will be investigated over the following sections.


Figure 5.2: The transverse momentum bias (top row) and resolution (second row), as well as the total momentum bias (third row) and resolution (bottom row) for the upstream (left) and downstream (right) tracker ${ }^{3}$.

### 5.1 Linear solenoid transfer matrix assumptions

The ionization cooling result assumes a uniform magnetic field. This allows the transverse components of the beam to be treated separately from the longitudinal components of the beam ${ }^{78}$. This is based upon applying the linear approximation to Eq. 1.19. However, Fig. 5.2 already showed that the magnetic field within the tracker regions is not uniform. This means a transfer between the longitudinal and transverse components of the beam (and vice versa) can take place that is not due to ionisation cooling, but rather due to the non-uniformity of the solenoid field.

The linear approximation of the solenoid transfer matrix also assumed that the longitudinal momentum was far greater than the transverse momentum. This means particles that have a large transverse momentum may be poorly reconstructed or not reconstructed at all. This can be seen in Fig. 5.3 showing the percentage of reconstructed particles decreasing as the transverse momentum increased. A drop-off in efficiency is also seen for very low transverse momenta particles, but this is mainly a resolution effect as at lower transverse momenta, particles trace out helices with smaller radii whose momenta are far more difficult to accurately reconstruct.

The transverse momentum dependence of the track finding efficiency poses two problems. If high transverse momenta particles are not reconstructed in the downstream tracker, then the ionisation cooling effect may be overestimated. However, if low transverse momenta particles are not reconstructed, then the cooling effect may be underestimated. Similar issues apply to the upstream tracker. The upstream tracker can create a selection bias if low transverse momenta particles that may have been heated or high transverse momenta particles that may have been cooled, have been excluded.


Figure 5.3: The track finding efficiency ${ }^{165}$ in the downstream tracker as a function of the transverse momentum coordinates $p_{x}$ and $p_{y}$ for input beams with nominal momenta of 140 MeV and input emittances of 6 mm (left) and 10 mm (right).

### 5.2 Biases of the MICE reconstruction

The MICE reconstruction assumes a uniform solenoid field, with the particles travelling along a helical trajectory through the spectrometer solenoids. The particles may deviate from this helical trajectory for several reasons. Scattering can send the particles onto a lower or higher radius helical path. Energy loss, which slows particles down, will send the particles onto lower radius helical paths.

Similarly, if the magnetic field is changing within the tracker regions, then the particles will no longer follow a helical trajectory, but will instead follow a spiral trajectory as the radius of the helical path traced out in the transverse position space has a dependence on the strength of the magnetic field (Eq. 1.33).

If there are misalignments of the tracker, solenoid or magnetic axes, then the helical trajectory path will no longer trace out a circle in transverse position space, but rather an ellipse. The effect each scenario can have on the MICE reconstruction will be considered in turn.

### 5.2.1 Scattering and energy loss

Scattering will result in the radius of the particle's helical trajectory changing. This also results in a transfer between the transverse and longitudinal momenta, or vice versa. However, as the MICE reconstruction performs a $\chi^{2}$ cut on the circle fit of the helical trajectory path traced out in transverse position space, only those particles that pass the $\chi^{2}$ fit are reconstructed, i.e. particles that encounter little to no scattering in the trackers. The cut is to ensure that particles that have significantly scattered in the tracker stations are removed from the analysis, as the error on their reconstructed momentum will be large.

The particles will however undergo energy loss at the tracker stations, resulting in a periodic loss of transverse momentum. Selection biases can therefore occur. For a muon with a momentum of 140 MeV , the particle will lose approximately 0.6 MeV per station or approximately 3 MeV per tracker. This corresponds to a $2 \%$ reduction in the transverse momentum and therefore a $2 \%$ reduction in the radius of the circle traced out by the particle in transverse position space as it passes through the tracker. Due to the finite resolution of the scintillating fibres in the tracker, the effect on low transverse momenta particles will be small. For large transverse momenta particles, the effect can be significant. If a particle does undergo energy loss, then the particle will hit a station a few channels away from where it would have hit the station if it didn't undergo energy loss.

If the particle is on a high radius helical trajectory path, then the energy loss will cause a significant distortion to the circle traced out in transverse position
space, resulting in some particles no longer passing the $\chi^{2}$ cut and therefore not being reconstructed any more. However, if some of the particles now encounter scattering, then the change in their helical path and the subsequent transfer between their longitudinal and transverse momenta may result in some particles being reconstructed that previously wouldn't have been. Similarly, some particles that were significantly scattered to a larger radius helical path that previously wouldn't have been reconstructed will now be reconstructed as their helical trajectory path will be altered due to the energy loss experienced at the tracker stations. Similar scenarios exist with particles no longer being reconstructed that previously would have been reconstructed due to encountering energy loss and scattering.

If the particle is on a helical trajectory whose path takes it beyond the aperture of the tracker, similar issues on the types of particles that are or aren't reconstructed apply in terms of scattering and energy loss. If the magnetic field is non-uniform, then these effects may be exacerbated, as the shape of the circle traced out in transverse position space is further distorted. A further selection bias is introduced if the non-uniform magnetic field strength differs between the two trackers, as the radius of the helical trajectory path depends on the magnetic field strength.

Whenever the particle encounters a tracker station, the particle will end up on a new helical trajectory path whose radius and circle centre will change. The pattern recognition step of the MICE reconstruction doesn't consider this however and instead performs a circle fit of the spacepoints in each tracker, finding the circle centre and the radius of a circle for those spacepoints. However, this circle is distorted whenever the particle experiences energy loss, with the circle centre shifting to a new position each time the particle experiences energy loss at a station.

### 5.2.2 Including the MICE magnetic field

As the MICE magnetic field is not uniform, the particles will deviate even further from their helical trajectory paths. This can be seen in Figures 5.5 and 5.6 where the blue bars consider the percentage of particles whose transverse position laid within the circle of the circle fit (Fig. 5.5) or outside of the circle of the circle fit (Fig. 5.6) at every station of each tracker and for four different absorber material scenarios. The additional coloured bars (green, yellow, red) show if the particles were more than 1, 2 or 3 millimetres inside or outside of the circle fit respectively.

Some trends can be immediately seen. In each tracker, the particle tends to start outside of the circle fit before ending up inside the circle fit, i.e. the particle spirals inwards. The first and last stations of each tracker show a significant number of particles that were more than 1,2 and 3 mm inside or outside of the circle fit. This can be explained by the magnetic field deviating significantly from a uniform
magnetic field at those stations (Fig. 5.1), and therefore deviating the trajectory of the particle from a circular path in transverse position space.

A momentum dependence for the pattern recognition stage can be seen when absorbers are present in the MICE cooling channel. For all four scenarios (no absorber, wedge, lithium hydride and liquid hydrogen), the percentage of particles inside or outside the circle fit at a station is similar for the upstream tracker, however, differences can be seen for the downstream tracker. When a 140 MeV muon passes through either the lithium hydride or liquid hydrogen absorbers, it loses approximately $7-8 \%$ of its momentum. The lower transverse momentum results in the particle travelling along a lower radius orbital path in transverse position space. However, as the particle also has a lower longitudinal momentum, the particle will trace out a larger percentage of the circular path in the transverse position plane, i.e. the phase advance between stations increases. Additionally, as the magnetic field is also non-uniform, the deviation from the circular path for the lower longitudinal momentum particle will also increase. This can be seen when the last station of the downstream tracker is considered in Figures 5.5 and 5.6. The percentage of particles that are more than three millimetres inside or outside of the circle fit for the lithium hydride and liquid hydrogen absorber scenarios is twice as large as for the no absorber scenario.

If the Kalman filter had appropriately corrected the particle hits at every station for a helical trajectory, then there would be a fifty-fifty chance of each particle laying inside or outside of the circle fit at every station. The Kalman filter is however not performing as expected. This can be seen in Table 5.2. The table shows the mean and RMS energy loss experienced by each particle after passing through each station of the upstream and downstream trackers. The energy loss experienced by a particle is a parameter that is free to change in the Kalman filter, though should remain similar to the value calculated from the mean energy loss of the Bethe-Bloch curve. This results in the mean energy loss being similar at every station. However, the RMS of the energy loss is significantly smaller for the stations closer to the absorber material. This shows the Kalman filter has preferentially pulled the particles in some stations differently than in other stations to achieve a particular energy loss.

The issues with the Kalman filter can cause significant problems. As the particles follow a spiral trajectory instead of a helical trajectory, the circle fit creates a momentum bias that is not adequately corrected by the Kalman filter for a nonuniform solenoid field and explains the asymmetry in the momentum bias between the upstream and downstream trackers of Fig. 5.2. This is due to the reference planes being the last station of the upstream tracker and the first station of the downstream tracker. As the particle follows a spiral trajectory instead of a helical trajectory, particles near the start of the spiral have their momentum overestimated,

Table 5.2: The mean energy loss experienced by a particle passing through each station of the upstream and downstream trackers. It considers the difference in energy of a particle at that station compared to the previous station.

|  | S5 $\leftrightarrow$ S4 | S4 $\leftrightarrow \mathrm{S} 3$ | S3 $\leftrightarrow$ S2 | S2 $\leftrightarrow \mathrm{S} 1$ |
| :--- | :---: | :---: | :---: | :---: |
| TKU mean (MeV) | 0.6042 | 0.6009 | 0.6138 | 0.6105 |
| TKU RMS (MeV) | 0.2462 | 0.235 | 0.1978 | 0.03991 |
| TKD mean (MeV) | 0.5631 | 0.6087 | 0.6188 | 0.6134 |
| TKD RMS (MeV) | 0.2414 | 0.2235 | 0.2117 | 0.05951 |

while particles near the end of the spiral have their momentum underestimated. This is reflected in the percentage of particles laying inside or outside of the circle fit at those stations. It is also responsible for the apparent increase in momentum between the reference planes.

In fact, it can be seen that the momentum bias has a dependence on the actual momentum of the particle itself (Fig. 5.4), making a correction for the momentum bias even more difficult.

PResidual16 vs P total Recon16


Figure 5.4: The momentum residuals at downstream tracker reference plane as a function of the reconstructed momentum. The residuals have been calculated for each particle between the true and reconstructed momenta, using the first 100 files of the MICE Monte Carlo simulation ${ }^{192} 000247$.

Figure 5.5: The blue bars show the percentage of particles whose transverse position laid within the circle of the circle fit at every station of the upstream and downstream trackers for the four different absorber scenarios: no absorber (top left), polyethylene wedge (top right), lithium hydride (bottom left) and liquid hydrogen (bottom right). The additional coloured bars (green, yellow, red) show if the particles were more than 1, 2 or 3 millimetres inside the circle fit respectively.


Wedge, Particles inside the circle radius



Figure 5.6: The blue bars show the percentage of particles whose transverse position laid outside the circle of the circle fit at every station of the upstream and downstream trackers for the four different absorber scenarios: no absorber (top left), polyethylene wedge (top right), lithium hydride (bottom left) and liquid hydrogen (bottom right). The additional coloured bars (green, yellow, red) show if the particles were more than 1, 2 or 3 millimetres outside of the circle fit respectively.


Lithium Hydride, Particles outside the circle radius




### 5.2.3 Including misalignments

For a uniform solenoid field, if the tracker axes were misaligned from the magnetic field axes, then the trajectory traced out by the particle in transverse position space will no longer be a circle, but rather an ellipse. The tilt also means that the transverse and longitudinal momentum components of the particle were no longer fully separated.

The misalignment between the tracker and magnetic axes also changed throughout the experiment as different absorber materials were placed into the beamline and as different magnetic field configurations were used. Additionally, the MICE magnetic field was non-uniform. This means a transfer between a particle's transverse and longitudinal momentum components took place as the particle traversed the nonuniform field of the tracker region.

### 5.3 Quantifying the momentum bias

The momentum bias due to the MICE reconstruction will be quantified for a number of different scenarios in this section. This was done by changing the MICE magnetic field or by introducing different misalignments of the solenoid, tracker and magnetic axes. Each scenario used the same input particles taken from the first 100 files of the MICE Monte Carlo ${ }^{192}$ simulation 247. The simulation corresponded to a 'solenoid' mode run (i.e. no field flip), where no absorber material was present in the MICE cooling channel and the input beam had a nominal emittance and momentum of 6 mm and 140 MeV respectively. From this Monte Carlo simulation, the muons at a virtual plane just before the most upstream plane of the upstream tracker were extracted. These extracted muons acted as the starting position for each scenario considered in this section. These muons were then propagated through the MICE cooling channel for each scenario.

The first scenario considered when there were no changes made to the implemented misalignments and the implemented magnetic field used in MAUS i.e. a repeat of MICE Monte Carlo simulation 247. Figures 5.7 and 5.8 show the mean (top) and RMS (bottom) transverse and longitudinal momenta residuals, at all 30 planes of the upstream and downstream trackers. The transverse momentum residuals show distinctive U-shapes, similar to the magnetic field U-shapes within the trackers (Fig. 5.1). The longitudinal momentum mean residuals become progressively larger as a function of longitudinal position, i.e. momentum is continuously added to the muon as a function of longitudinal position. Interestingly, though, the RMS stayed relatively constant within each tracker. For this scenario, a similar amount of momentum was added to each muon at the tracker reference planes.


Figure 5.7: The mean (top) and RMS (bottom) residual transverse momentum at every plane of every station in the upstream and downstream trackers as a function of longitudinal position in the MICE cooling channel.


Figure 5.8: The mean (top) and RMS (bottom) residual longitudinal momentum at every plane of every station in the upstream and downstream trackers as a function of longitudinal position in the MICE cooling channel.

### 5.3.1 Misalignment of the MICE magnetic field

The transverse and longitudinal momentum residuals will be considered for a total of 22 different scenarios at each plane of the upstream and downstream trackers. The 22 scenarios consider two different magnetic field configurations of various field strengths, namely the MICE magnetic field and a constant solenoid field across both tracker regions. The 22 scenarios also consider various misalignments of the solenoid, tracker and magnetic axes. A summary of the 22 scenarios is given in Table 5.3. The table additionally shows the percentage of transmitted and reconstructed particles. A summary of the transverse and longitudinal momentum residuals at the tracker reference planes are given in Tables 5.4 and 5.5.

Figures 5.9 and 5.10 show the mean (top) and RMS (bottom) transverse and longitudinal momentum residuals for the MICE "No Change" scenario in comparison to the scenario where the coils of the upstream and downstream spectrometers as well as the solenoid and tracker axes have been aligned to the MICE global reference axis i.e. no misalignments (MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ ).

The transverse momentum residuals show distinctive U-shapes, while the longitudinal momentum residuals show the muons are effectively gaining momentum as a function of longitudinal position as a result of the MICE reconstruction. The larger misalignments of the downstream tracker are reflected by the noticeable difference in the residual momentum bias between the "No Change" and "No Misalignment" scenarios, especially for the residual longitudinal momentum RMS. The change in the mean longitudinal momentum residual now results in momentum being lost between the two reference planes as a result of the reconstruction.

The MICE (1.02 TKU 1.018 TKD), MICE (0.66 TKU 0.66 TKD) and MICE (1.5 TKU 1.5 TKD) scenarios consider the same misalignments as for the "No Change" scenario. It however scales the coil currents to different values. The MICE (1.02 TKU 1.018 TKD) scenario considers the scaling of the coil currents used for the MICE Nature paper ${ }^{8,165}$, i.e. an increase in the coil currents of $2 \%$ for the upstream coils and an $1.8 \%$ increase for the downstream coils. The $66 \%$ scaling scenario results in 2 Tesla and 1.5 Tesla fields in the upstream and downstream trackers, while the $150 \%$ scenario results in 4.5 Tesla and 3 Tesla fields in the upstream and downstream trackers.

An appreciable difference is noted for the mean and RMS transverse momentum residuals for the $150 \%$ scenario. Unsurprisingly, the scaling used for the MICE Nature paper only produces a small change from the "No Change" scenario. The effect on the longitudinal momentum residual is more noticeable, however. For the "No Change" scenario, the mean residuals between the reference planes show no net change (TKU: $-0.768 \pm 0.028 \mathrm{MeV}$, TKD: $-0.775 \pm 0.042 \mathrm{MeV}$ ), while for the MICE

Nature paper scenario, a net momentum increase is experienced (TKU: -0.715 $\pm$ 0.027 MeV , TKD: - $-.839 \pm 0.042 \mathrm{MeV}$ ). Interestingly, when similar magnetic field strengths are considered for the upstream and downstream trackers, then the RMS longitudinal momentum residual remained similar, i.e. the 2 Tesla case of the $66 \%$ scenario and the 3 Tesla case of the $150 \%$ scenario.

It should be noted that the residuals are based on the surviving particles. The optics of the cooling channel will deviate from an optimal particle transport scenario due to the changes in the magnetic field strength or the magnet axis alignment as a result of the specific scenario considered. This can result in many particles being lost. It can also result in some particles simply not being reconstructed any more. For example, the $150 \%$ scenario had a similar number of virtual particles passing through the upstream tracker as the "No Change" scenario (17409 vs 17633), however approximately 1500 fewer particles were reconstructed ( 14917 vs 16558). While the residuals can show the bias of the momentum reconstruction, it can only do so for the distribution considered. Therefore, if the momentum reconstruction has a bias dependent on the distribution considered, then an acceptance bias is introduced if not all of the particles are reconstructed.

The MICE ( $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ ) scenario considers the MICE magnetic field when there were no misalignments of any of the tracker, solenoid or magnetic axes. Various scenarios were then considered where each of these three axes were rotated by up to 2 degrees (approximately 35 mrad ). The previous chapter showed that some of the MICE misalignments were greater than 0.4 degrees, though it wasn't always clear if all of the misalignments were always implemented. It is unlikely however that the sum of all of the misalignments would be greater than 1 degree. The scenario that considers a 2 -degree rotation of the magnetic axes considers what would happen in an extreme scenario.

For the scenarios that only consider the rotation of the magnetic axes, the number of particles travelling from TKU to TKD begins to decrease as the rotation of the magnetic axes increases (Table 5.3). The transmission losses could place an effective upper bound on the maximal possible misalignment of the magnetic axes when the real data is considered. Additionally, for the misaligned magnetic field scenarios, the muons gain less momentum as a result of the reconstruction and in fact lose a significant amount of momentum for the 2 degree scenario.

Similar scenarios were considered for the rotation of the solenoid and tracker axes, though it should be noted that the tracker axes are defined relative to the solenoid axes i.e. if the solenoid axes are misaligned by one degree, then the tracker axes need to be misaligned by minus one degree to keep the tracker axes aligned with the MICE global reference axis.

Further scenarios were also considered for the rotations of the tracker axes or for
the rotation of several axes. For the MICE magnetic field, the mean residuals do not change by large amounts unless the misalignments either become too large or too numerous (the percentage of transmitted and reconstructed particles should be kept in mind, however). The primary effect can be seen on the RMS residuals, which change significantly as a result of the misalignments.

To show that the bias of MICE reconstruction is not solely due to the MICE magnetic field, Monte Carlo simulations were run where the MICE magnetic field was replaced by a 9905 mm long constant solenoid field with a field radius of 516 mm . The centre of the constant solenoid field was placed at the centre of the absorber material location. The length of the solenoid field ensured that the trackers were housed within a constant solenoid field and that the muons were transported between the trackers using a constant solenoid field. Again, various magnetic field strengths were considered ( $2 \mathrm{~T}, 3 \mathrm{~T}$ and 4 T ) along with various rotations of the solenoid, tracker and magnetic axes. A TKU or TKD rotation of the magnetic axis corresponds to the same rotations the coils were assumed to be rotated by in the MICE experiment.

Similarly, as for the MICE magnetic field scenarios, the mean transverse momentum residuals showed distinctive non-zero biases, while the RMS residuals showed distinctive U-shapes (Figures 5.11 and 5.12). This shows that the reconstruction finds it difficult to obtain the correct transverse momentum of a particle at the first and last stations of each tracker. This is due to the MICE reconstruction's extended (linear) Kalman Filter not accounting for the changing trajectory of a muon from its perfect helical trajectory in a uniform solenoid field when it encounters energy loss, i.e. when the particles pass through the stations of the tracker. For the same reason, the incorrect phase advance is calculated for the muon, resulting in the incorrect longitudinal momentum being calculated. This results in the reconstruction effectively adding momentum to the particle as a function of longitudinal position within each tracker.

When considering like for like scenarios between the MICE magnetic field cases and the uniform solenoid field cases in Table 5.5, the magnitude of the bias is typically smaller for the uniform solenoid field scenarios than for the MICE magnetic field scenarios, showing that the non-uniformity of the MICE magnetic field does have an effect on the bias of the momentum reconstruction.


Figure 5.9: The mean (top) and RMS (bottom) transverse momentum residual at every plane of every station in the upstream and downstream trackers as a function of longitudinal position in the MICE cooling channel using the MICE alignment (blue) and when there were no misalignments (red).


Figure 5.10: The mean (top) and RMS (bottom) longitudinal momentum residual at every plane of every station in the upstream and downstream trackers as a function of longitudinal position in the MICE cooling channel using the MICE alignment (blue) and when there were no misalignments (red).


Figure 5.11: The mean (top) and RMS (bottom) transverse momentum residual at every plane of every station in the upstream and downstream trackers as a function of longitudinal position in the MICE cooling channel. The MICE magnetic field has been replaced by a 2 Tesla (yellow), 3 Tesla (blue) or 4 Tesla (magenta) constant solenoid field, with the constant fields rotated by the same rotation as the magnetic axis misalignment of the upstream tracker.


Figure 5.12: The mean (top) and RMS (bottom) longitudinal momentum residual at every plane of every station in the upstream and downstream trackers as a function of longitudinal position in the MICE cooling channel. The MICE magnetic field has been replaced by a 2 Tesla (yellow), 3 Tesla (blue) or 4 Tesla (magenta) constant solenoid field, with the constant fields rotated by the same rotation as the magnetic axis misalignment of the upstream tracker.

Table 5.3: For each scenario considered, the table shows the number and percentage of virtual particles that were reconstructed in each tracker, the percentage of particles that were transmitted between the trackers, and the number of particles that were reconstructed in the downstream tracker compared to the upstream tracker. MICE $=$ MICE magnetic field, "x.xx TKU $/$ TKD" $=$ coil current scaling, $\mathrm{CF}=$ Constant Field, $\mathrm{Sol}=$ Solenoid Axis, $\mathrm{Tr}=$ Tracker Axis, $\mathrm{MF}=$ Magnetic Field Axis. Angles refer to rotations of those axes.

| Scenario | TKU TKD |  | TKU | TKD | TKU TKD |  | Virtual | Recon <br> Transmission |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Virtual | Virtual | Recon | Recon | Recon/ | Recon/ |  |  |
|  | Entries | Entries | Entries | Entries | Virtual | Virtual | Transmission |  |
| MICE No Change | 17633 | 13613 | 16558 | 13246 | 93.90 \% | 97.30 \% | 77.20 \% | 80.00 \% |
| MICE 1.02 TKU 1.018 TKD | 17641 | 13695 | 16487 | 13330 | 93.46 \% | 97.33 \% | 77.63 \% | 80.85 \% |
| MICE 0.66 TKU 0.66 TKD | 16919 | 7537 | 15878 | 6617 | 93.85 \% | 87.79 \% | 44.55 \% | 41.67 \% |
| MICE 1.5 TKU 1.5 TKD | 17409 | 9927 | 14917 | 9604 | 85.69 \% | $96.75 \%$ | 57.02 \% | 64.38 \% |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 17786 | 13732 | 16664 | 13438 | 93.69 \% | 97.86 \% | 77.21 \% | 80.64 \% |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 17734 | 12580 | 16372 | 12066 | 92.32 \% | 95.91 \% | 70.94 \% | 73.70 \% |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 17535 | 9693 | 13893 | 8664 | 79.23 \% | 89.38 \% | 55.28 \% | 62.36 \% |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 17562 | 13602 | 16466 | 13261 | 93.76 \% | 97.49 \% | 77.45 \% | 80.54 \% |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 17500 | 12000 | 16151 | 11574 | 92.29 \% | 96.45 \% | 68.57 \% | 71.66 \% |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 17530 | 12074 | 16131 | 11537 | 92.02 \% | 95.55 \% | 68.88 \% | 71.52 \% |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 17207 | 8933 | 16082 | 8445 | 93.46 \% | 94.54 \% | 51.91 \% | 52.51 \% |
| 3T CF TKU MF Rotation | 17805 | 17107 | 16715 | 16438 | 93.88 \% | 96.09 \% | 96.08 \% | 98.34 \% |
| 3 T CF No MF Rotation | 17986 | 17287 | 16892 | 16544 | 93.92 \% | 95.70 \% | 96.11 \% | 97.94 \% |
| 3T CF TKD MF Rotation | 17820 | 17146 | 16732 | 16496 | 93.89 \% | 96.21 \% | 96.22 \% | 98.59 \% |
| 3 T CF $1^{\circ} \mathrm{MF}$ Rotation | 17877 | 16228 | 16398 | 13518 | 91.73 \% | 83.30 \% | 90.78 \% | 82.44 \% |
| 3 T CF $2^{\circ} \mathrm{MF}$ Rotation | 16772 | 2545 | 11098 | 419 | 66.17 \% | $16.46 \%$ | 15.17 \% | 3.78 \% |
| 2T CF TKU MF Rotation | 17432 | 16352 | 16444 | 15781 | 94.33 \% | 96.51 \% | 93.80 \% | 95.97 \% |
| 4T CF TKU MF Rotation | 17889 | 17241 | 16259 | 16038 | 90.89 \% | 93.02 \% | 96.38 \% | 98.64 \% |
| 3 T CF $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 0^{\circ} \mathrm{MF}$ | 17799 | 17067 | 16742 | 16398 | 94.06 \% | 96.08 \% | 95.89 \% | 97.95 \% |
| 3 T CF $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 17615 | 15516 | 16115 | 13720 | 91.48 \% | 88.42 \% | 88.08 \% | 85.14 \% |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 17588 | 15460 | 16331 | 12930 | 92.85 \% | 83.64 \% | 87.90 \% | 79.17 \% |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 2^{\circ} \mathrm{MF}$ | 16696 | 3748 | 15484 | 916 | 92.74 \% | 24.22 \% | 22.45 \% | 5.92 \% |

Table 5.4: For each scenario considered, the table shows the mean and RMS transverse momentum residuals at the reference planes of the upstream and downstream trackers. MICE = MICE magnetic field, "x.xx TKU/TKD" = coil current scaling, CF = Constant Field, Sol = Solenoid Axis, $\mathrm{Tr}=$ Tracker Axis, MF $=$ Magnetic Field Axis. Angles refer to rotations of those axes.

| Scenario | TKU <br> Entries | TKD <br> Entries | TKU <br> Mean | TKD <br> Mean | $\begin{aligned} & \hline \text { TKU } \\ & \text { RMS } \end{aligned}$ | $\begin{aligned} & \hline \text { TKD } \\ & \text { RMS } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MICE No Change | 16558 | 13246 | $0.108 \pm 0.014$ | $-0.093 \pm 0.016$ | $1.860 \pm 0.010$ | $1.843 \pm 0.011$ |
| MICE 1.02 TKU 1.018 TKD | 16487 | 13330 | $0.109 \pm 0.014$ | $-0.102 \pm 0.016$ | $1.777 \pm 0.010$ | $1.857 \pm 0.011$ |
| MICE 0.66 TKU 0.66 TKD | 15878 | 6617 | $0.061 \pm 0.014$ | $0.073 \pm 0.025$ | $1.805 \pm 0.010$ | $2.004 \pm 0.017$ |
| MICE 1.5 TKU 1.5 TKD | 14917 | 9604 | $0.297 \pm 0.019$ | $-0.011 \pm 0.019$ | $2.342 \pm 0.014$ | $1.874 \pm 0.014$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 16664 | 13438 | $0.100 \pm 0.014$ | $-0.000 \pm 0.014$ | $1.753 \pm 0.010$ | $1.591 \pm 0.010$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 16372 | 12066 | $-0.011 \pm 0.019$ | $0.175 \pm 0.021$ | $2.404 \pm 0.013$ | $2.306 \pm 0.015$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 13893 | 8664 | $-0.631 \pm 0.039$ | $1.190 \pm 0.043$ | $4.510 \pm 0.028$ | $3.987 \pm 0.031$ |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 16466 | 13261 | $0.116 \pm 0.013$ | $-0.024 \pm 0.014$ | $1.615 \pm 0.009$ | $1.560 \pm 0.010$ |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 16151 | 11574 | $0.036 \pm 0.019$ | $-0.269 \pm 0.022$ | $2.377 \pm 0.013$ | $2.358 \pm 0.016$ |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 16131 | 11537 | $-0.892 \pm 0.030$ | $-0.595 \pm 0.028$ | $3.703 \pm 0.021$ | $2.970 \pm 0.020$ |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 16082 | 8445 | $-0.168 \pm 0.018$ | $-0.210 \pm 0.015$ | $2.216 \pm 0.012$ | $1.405 \pm 0.011$ |
| 3 CF TKU MF Rotation | 16715 | 16438 | $-0.002 \pm 0.014$ | $-0.161 \pm 0.016$ | $1.821 \pm 0.010$ | $2.066 \pm 0.011$ |
| 3T CF No MF Rotation | 16892 | 16544 | $-0.008 \pm 0.013$ | $-0.043 \pm 0.014$ | $1.730 \pm 0.009$ | $1.736 \pm 0.010$ |
| 3 T CF TKD MF Rotation | 16732 | 16496 | $-0.028 \pm 0.014$ | $-0.107 \pm 0.015$ | $1.822 \pm 0.001$ | $1.889 \pm 0.010$ |
| 3 T CF $1^{\circ} \mathrm{MF}$ Rotation | 16398 | 13518 | $-0.088 \pm 0.023$ | $-0.406 \pm 0.026$ | $2.951 \pm 0.016$ | $3.005 \pm 0.019$ |
| 3 T CF $2^{\circ} \mathrm{MF}$ Rotation | 11098 | 419 | $-0.858 \pm 0.059$ | $-1.773 \pm 0.331$ | $5.998 \pm 0.042$ | $6.438 \pm 0.234$ |
| 2T CF TKU MF Rotation | 16444 | 15781 | $-0.003 \pm 0.014$ | $-0.135 \pm 0.016$ | $1.749 \pm 0.010$ | $1.958 \pm 0.011$ |
| 4 CF TKU MF Rotation | 16259 | 16038 | $-0.113 \pm 0.017$ | $-0.221 \pm 0.020$ | $2.108 \pm 0.012$ | $2.536 \pm 0.014$ |
| 3 T CF $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 0^{\circ} \mathrm{MF}$ | 16742 | 16398 | $-0.013 \pm 0.013$ | $-0.053 \pm 0.013$ | $1.700 \pm 0.009$ | $1.700 \pm 0.009$ |
| 3 C CF $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 16115 | 13720 | $0.029 \pm 0.023$ | $-0.476 \pm 0.026$ | $2.903 \pm 0.016$ | $3.059 \pm 0.019$ |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 16331 | 12930 | $-0.849 \pm 0.024$ | $-0.758 \pm 0.027$ | $3.016 \pm 0.017$ | $3.002 \pm 0.019$ |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 2^{\circ} \mathrm{MF}$ | 15484 | 916 | $0.060 \pm 0.015$ | $-0.242 \pm 0.094$ | $1.841 \pm 0.010$ | $2.785 \pm 0.067$ |

Table 5.5: For each scenario considered, the table shows the mean and RMS longitudinal momentum residuals at the reference planes of the upstream and downstream trackers. MICE = MICE magnetic field, "x.xx TKU/TKD" = coil current scaling, CF $=$ Constant Field, Sol $=$ Solenoid Axis, $\mathrm{Tr}=$ Tracker Axis, $\mathrm{MF}=$ Magnetic Field Axis. Angles refer to rotations of those axes.

| Scenario | TKU <br> Entries | TKD <br> Entries | $\begin{aligned} & \hline \hline \text { TKU } \\ & \text { Mean } \end{aligned}$ | $\begin{aligned} & \hline \hline \text { TKD } \\ & \text { Mean } \end{aligned}$ | $\begin{aligned} & \hline \hline \mathrm{TKU} \\ & \text { RMS } \end{aligned}$ | $\begin{aligned} & \hline \hline \text { TKD } \\ & \text { RMS } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MICE No Change | 16558 | 13246 | $-0.768 \pm 0.028$ | $-0.775 \pm 0.042$ | $3.549 \pm 0.020$ | $4.735 \pm 0.030$ |
| MICE 1.02 TKU 1.018 TKD | 16487 | 13330 | $-0.715 \pm 0.027$ | $-0.839 \pm 0.042$ | $3.430 \pm 0.019$ | $4.706 \pm 0.029$ |
| MICE 0.66 TKU 0.66 TKD | 15878 | 6617 | $-0.909 \pm 0.037$ | $-0.466 \pm 0.083$ | $4.617 \pm 0.026$ | $6.514 \pm 0.058$ |
| MICE 1.5 TKU 1.5 TKD | 14917 | 9604 | $-0.811 \pm 0.023$ | $-0.687 \pm 0.036$ | $2.717 \pm 0.017$ | $3.482 \pm 0.026$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 16664 | 13438 | $-0.748 \pm 0.026$ | $-0.619 \pm 0.036$ | $3.366 \pm 0.019$ | $4.090 \pm 0.025$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 16372 | 12066 | $-0.632 \pm 0.043$ | $-0.077 \pm 0.060$ | $5.195 \pm 0.030$ | $6.298 \pm 0.042$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 13893 | 8664 | $0.755 \pm 0.096$ | $3.888 \pm 0.106$ | $9.547 \pm 0.068$ | $8.872 \pm 0.075$ |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 16466 | 13261 | $-0.737 \pm 0.026$ | $-0.667 \pm 0.036$ | $3.397 \pm 0.019$ | $4.066 \pm 0.025$ |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 16151 | 11574 | $-0.967 \pm 0.044$ | $-1.407 \pm 0.063$ | $5.309 \pm 0.031$ | $6.461 \pm 0.044$ |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 16131 | 11537 | $-0.005 \pm 0.054$ | $-1.034 \pm 0.072$ | $6.345 \pm 0.038$ | $7.311 \pm 0.051$ |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 16082 | 8445 | $-0.538 \pm 0.028$ | $-0.894 \pm 0.047$ | $3.490 \pm 0.020$ | $4.284 \pm 0.033$ |
| 3 CF TKU MF Rotation | 16715 | 16438 | $-0.092 \pm 0.028$ | $0.160 \pm 0.029$ | $3.508 \pm 0.020$ | $3.651 \pm 0.021$ |
| 3T CF No MF Rotation | 16892 | 16544 | $0.035 \pm 0.027$ | $0.224 \pm 0.025$ | $3.485 \pm 0.019$ | $3.179 \pm 0.018$ |
| 3T CF TKD MF Rotation | 16732 | 16496 | $-0.147 \pm 0.028$ | $0.181 \pm 0.028$ | $3.538 \pm 0.020$ | $3.532 \pm 0.020$ |
| 3 T CF $1^{\circ} \mathrm{MF}$ Rotation | 16398 | 13518 | $0.129 \pm 0.048$ | $-0.108 \pm 0.053$ | $5.748 \pm 0.034$ | $5.753 \pm 0.037$ |
| 3 T CF $2^{\circ} \mathrm{MF}$ Rotation | 11098 | 419 | $2.592 \pm 0.126$ | $3.261 \pm 0.890$ | $10.277 \pm 0.089$ | $11.360 \pm 0.629$ |
| 2T CF TKU MF Rotation | 16444 | 15781 | $-0.201 \pm 0.036$ | $-0.162 \pm 0.042$ | $4.563 \pm 0.026$ | $5.123 \pm 0.030$ |
| 4 CF TKU MF Rotation | 16259 | 16038 | $-0.129 \pm 0.023$ | $0.178 \pm 0.025$ | $2.902 \pm 0.017$ | $3.013 \pm 0.018$ |
| $3 \mathrm{CFF} 1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 0^{\circ} \mathrm{MF}$ | 16742 | 16398 | $0.008 \pm 0.027$ | $0.211 \pm 0.026$ | $3.429 \pm 0.019$ | $3.27 \pm 0.018$ |
| $3 \mathrm{CF} 1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 16115 | 13720 | $-0.085 \pm 0.049$ | $-0.094 \pm 0.052$ | $5.805 \pm 0.034$ | $5.657 \pm 0.037$ |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 16331 | 12930 | $0.374 \pm 0.048$ | $-0.573 \pm 0.052$ | $5.782 \pm 0.034$ | $5.512 \pm 0.037$ |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 2^{\circ} \mathrm{MF}$ | 15484 | 916 | $0.248 \pm 0.028$ | $-0.610 \pm 0.159$ | $3.419 \pm 0.020$ | $4.498 \pm 0.113$ |

### 5.3.2 Momentum dependence of the MICE reconstruction

For the MICE experiment, a number of cuts were applied to the data in the MICE analysis. These included applying a momentum cut to only consider particles within a narrow momentum range ( $135-145 \mathrm{MeV})$. Assuming a narrow momentum range and a uniform magnetic field allowed MICE to assume that the transverse and longitudinal components of the beam could be separated ${ }^{78}$ (i.e. that a linear transfer matrix could be used), and that the time component could be ignored (due to the narrow momentum range). Therefore, for the assumptions MICE used, the demonstration of transverse ionisation cooling at MICE only required the transverse components of the beam $\left(x, y, p_{x}, p_{y}\right)$.

Tables 5.6, 5.7 and 5.8 have applied similar cuts to the virtual muons. Only virtual muons that had a momentum of between 130 MeV and 150 MeV at the end of the upstream tracker were considered. They also must have passed through all of the tracker planes within a tracker, at a tracker plane radius of less than 150 mm . This results in the number of transmitted particles drastically reducing. However, of the particles that were transmitted, the percentage of virtual particles that were reconstructed has increased. It should be noted that the radial and momentum cuts were performed on the virtual particles. If a high number of virtual particles were transmitted to the downstream tracker (i.e. low losses), then the number of reconstructed particles in the downstream tracker could be larger than the number of reconstructed particles in the upstream tracker (leading to a Recon Transmission greater than $100 \%$ in Table 5.6).

A noticeable effect on the transverse and longitudinal momentum residuals can be seen, though the trends aren't always clear. For the MICE "No Change" scenario and the scaled coil currents scenario considered for the MICE Nature paper ("MICE 1.02 TKU 1.018 TKD"), the magnitude of the residuals have become stronger, while the magnitude of the momentum added to the muons between the trackers has also increased. When no misalignments were considered, however, the differences on the residuals as a result of the radial and momentum cuts appear minor.

The MICE reconstruction therefore has an inherent momentum bias even when there are no misalignments. This bias is then enhanced or changed when misalignments are introduced. This bias can also be dependent on the input distribution. This can be more clearly seen when the momentum distributions are considered.

Fig. 5.13 shows the transverse momentum distributions at the upstream tracker reference plane (after the radial and momentum cuts have been applied) for the MICE magnetic field scenarios when there were no misalignments (top), and when the magnetic fields in the trackers were rotated by 2 degrees (bottom). As the magnetic field misalignment increases, the plots show that the mean of the reconstructed
transverse momentum becomes increasingly larger than the mean of the virtual transverse momentum. This is primarily driven by low transverse momenta muons being reconstructed with a higher transverse momentum. As the virtual planes and tracker planes are aligned, the effect is solely due to the rotation of the magnetic axes. As the magnetic axes are misaligned from the tracker axes, the muon's transverse and longitudinal momentum components are no longer fully separable in the tracker reference frame, and thus create a transverse momentum kick. As only particles in a narrow momentum range were considered ( $130-150 \mathrm{MeV}$ ), the transverse momentum kick is primarily noticeable for low transverse momenta particles, as the transverse momentum kick is a far greater percentage of the particle's initial transverse momentum. If the misalignment is large enough, then a hole is formed at the centre of the reconstructed transverse momentum distribution in $\left(p_{x}, p_{y}\right)$ space where very few particles are reconstructed, even if the (virtual) distribution contained a significant number of low transverse momenta particles. This can be seen at the bottom of Fig. 5.13. The low transverse momentum hole seen in the MICE data could therefore be explained by a misalignment of the magnetic axes.

Similar plots for the longitudinal momentum distribution are shown in Fig. 5.14. When there are no misalignments, the mean bias on the reconstructed momentum is just over 1 MeV . This seems to be primarily driven by a few particles being reconstructed with a higher momentum pulling the distribution. The overall reconstructed momentum distribution (red line) is similar to the corresponding virtual momentum distribution (blue line), though the distribution has a lower peak and a wider spread, indicated by the larger RMS. For the 2 degree magnetic axis rotation, the RMS drastically increases. Even more particles are reconstructed at a higher longitudinal momentum, which further increases the gap between the mean residual of the virtual and reconstructed distributions.

The main part of the reconstructed distribution no longer coincides with the corresponding virtual distribution. A double peaked distribution has formed, with some particles losing momentum, while some other particles have gained a significant amount of momentum as a result of the reconstruction.

For many of the scenarios considered, a significant number of particles were either not transmitted through the MICE cooling channel or were not reconstructed in the trackers. Such transmission losses can bias any ionisation cooling result and will be studied in chapter 7 .

For the demonstration of emittance exchange, a time component is required, however the MICE reconstruction doesn't reconstruct a time component. The following section will outline how the time component of a particle was reconstructed for the analysis in chapter 7 .


Figure 5.13: The transverse momentum distributions at the upstream tracker reference plane for the no misalignment scenario (MICE $0^{\circ}$ Sol, $0^{\circ}$ $\operatorname{Tr}, 0^{\circ} \mathrm{MF}$ ) (top) and the 2 degree magnetic axes rotation scenario (MICE $0^{\circ}$ Sol, $0^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ ) (bottom), after the radial (less than 150 mm at a tracker plane, for all tracker planes within a tracker) and momentum ( $130-150 \mathrm{MeV}$ ) cuts have been applied.


Figure 5.14: The longitudinal momentum distributions at the upstream tracker reference plane for the no misalignment scenario (MICE $0^{\circ} \mathrm{Sol}, 0^{\circ}$ $\mathrm{Tr}, 0^{\circ} \mathrm{MF}$ ) (top) and the 2 degree magnetic axes rotation scenario (MICE $0^{\circ}$ Sol, $0^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ ) (bottom), after the radial (less than 150 mm at a tracker plane, for all tracker planes within a tracker) and momentum (130-150 MeV) cuts have been applied.

Table 5.6: The table is the same as Table 5.3, except that it only considers muons that have passed through all of the tracker planes within a tracker, at a tracker plane radius of less than 150 mm , that also had a momentum of between 130 MeV and 150 MeV at the end of the upstream tracker. For cases where the virtual transmission is high, the recon transmission can be greater than $100 \%$ if the reconstruction efficiency is larger in the downstream tracker than in the upstream tracker.


Table 5.7: For each scenario considered, the table shows the mean and RMS transverse momentum residuals at the reference planes of the upstream and downstream trackers for muons that have passed through all of the tracker planes within a tracker, at a tracker plane radius of less than 150 mm , that also had a momentum of between 130 MeV and 150 MeV at the end of the upstream tracker. MICE = MICE magnetic field, "x.xx TKU/TKD" = coil current scaling, CF = Constant Field, Sol = Solenoid Axis, $\operatorname{Tr}=$ Tracker Axis, MF $=$ Magnetic Field Axis. Angles refer to rotations of those axes.

| Scenario | TKU Entries | $\begin{gathered} \hline \text { TKD } \\ \text { Entries } \end{gathered}$ | $\begin{aligned} & \hline \text { TKU } \\ & \text { Mean } \end{aligned}$ | $\begin{aligned} & \text { TKD } \\ & \text { Mean } \end{aligned}$ | $\begin{aligned} & \hline \text { TKU } \\ & \text { RMS } \end{aligned}$ | $\begin{aligned} & \hline \text { TKD } \\ & \text { RMS } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MICE No Change | 9022 | 7693 | $0.194 \pm 0.017$ | -0.111 $\pm 0.021$ | $1.654 \pm 0.012$ | $1.836 \pm 0.015$ |
| MICE 1.02 TKU 1.018 TKD | 9078 | 7692 | $0.196 \pm 0.017$ | $-0.131 \pm 0.021$ | $1.644 \pm 0.012$ | $1.795 \pm 0.015$ |
| MICE 0.66 TKU 0.66 TKD | 8171 | 3050 | $0.017 \pm 0.020$ | $0.149 \pm 0.037$ | $1.772 \pm 0.014$ | $2.057 \pm 0.026$ |
| MICE 1.5 TKU 1.5 TKD | 8689 | 5830 | $0.391 \pm 0.020$ | $-0.016 \pm 0.024$ | $1.839 \pm 0.014$ | $1.805 \pm 0.017$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 9054 | 7713 | $0.136 \pm 0.017$ | $-0.006 \pm 0.017$ | $1.570 \pm 0.012$ | $1.532 \pm 0.012$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 8925 | 6751 | $0.113 \pm 0.024$ | $0.252 \pm 0.028$ | $2.288 \pm 0.017$ | $2.303 \pm 0.020$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 7490 | 4475 | $-0.398 \pm 0.051$ | $1.467 \pm 0.059$ | $4.360 \pm 0.036$ | $3.941 \pm 0.042$ |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 8989 | 7683 | $0.152 \pm 0.015$ | $-0.015 \pm 0.018$ | $1.441 \pm 0.011$ | $1.562 \pm 0.013$ |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 8828 | 6277 | $0.036 \pm 0.024$ | $-0.274 \pm 0.031$ | $2.231 \pm 0.017$ | $2.429 \pm 0.022$ |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 9043 | 6394 | $-0.781 \pm 0.037$ | $-0.702 \pm 0.037$ | $3.520 \pm 0.026$ | $2.975 \pm 0.026$ |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 8916 | 3358 | $-0.122 \pm 0.022$ | $-0.264 \pm 0.027$ | $2.030 \pm 0.015$ | $1.554 \pm 0.019$ |
| 3 T CF TKU MF Rotation | 9132 | 9138 | $0.099 \pm 0.017$ | $-0.114 \pm 0.020$ | $1.668 \pm 0.012$ | $1.884 \pm 0.014$ |
| 3T CF No MF Rotation | 9167 | 9192 | $0.053 \pm 0.017$ | $-0.028 \pm 0.017$ | $1.580 \pm 0.012$ | $1.615 \pm 0.012$ |
| 3 T CF TKD MF Rotation | 9116 | 9136 | $0.066 \pm 0.018$ | $-0.082 \pm 0.018$ | $1.682 \pm 0.012$ | $1.756 \pm 0.013$ |
| 3 T CF $1^{\circ} \mathrm{MF}$ Rotation | 8909 | 5901 | $0.114 \pm 0.030$ | $-0.479 \pm 0.038$ | $2.797 \pm 0.021$ | $2.907 \pm 0.027$ |
| 3 T CF $2^{\circ} \mathrm{MF}$ Rotation | 5929 | 32 | $-0.497 \pm 0.080$ | $-6.075 \pm 0.913$ | $5.983 \pm 0.057$ | $4.655 \pm 0.646$ |
| 2T CF TKU MF Rotation | 8565 | 8485 | $-0.049 \pm 0.018$ | $-0.172 \pm 0.021$ | $1.690 \pm 0.013$ | $1.943 \pm 0.015$ |
| 4 T CF TKU MF Rotation | 9172 | 9193 | $-0.072 \pm 0.018$ | $-0.194 \pm 0.023$ | $1.748 \pm 0.013$ | $2.232 \pm 0.017$ |
| $3 \mathrm{CFF} 1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 0^{\circ} \mathrm{MF}$ | 9127 | 9167 | $0.048 \pm 0.016$ | $-0.018 \pm 0.016$ | $1.520 \pm 0.011$ | $1.490 \pm 0.011$ |
| 3 C CF $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 8849 | 5719 | $0.065 \pm 0.030$ | $-0.598 \pm 0.039$ | $2.771 \pm 0.021$ | $2.941 \pm 0.028$ |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 9159 | 5813 | $-0.767 \pm 0.030$ | $-0.895 \pm 0.039$ | $2.847 \pm 0.021$ | $2.941 \pm 0.028$ |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 2^{\circ} \mathrm{MF}$ | 8492 | 46 | $0.102 \pm 0.018$ | $-0.042 \pm 0.099$ | $1.623 \pm 0.012$ | $0.643 \pm 0.070$ |

Table 5.8: For each scenario considered, the table shows the mean and RMS longitudinal momentum residuals at the reference planes of the upstream and downstream trackers for muons that have passed through all of the tracker planes within a tracker, at a tracker plane radius of less than 150 mm , that also had a momentum of between 130 MeV and 150 MeV at the end of the upstream tracker. MICE = MICE magnetic field, "x.xx TKU/TKD" = coil current scaling, CF = Constant Field, Sol = Solenoid Axis, Tr = Tracker Axis, MF = Magnetic Field Axis. Angles refer to rotations of those axes.

| Scenario | TKU <br> Entries | TKD <br> Entries | TKU <br> Mean | TKD <br> Mean | $\begin{aligned} & \hline \text { TKU } \\ & \text { RMS } \end{aligned}$ | $\begin{aligned} & \hline \text { TKD } \\ & \text { RMS } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MICE No Change | 9022 | 7693 | $-0.807 \pm 0.039$ | $-0.913 \pm 0.058$ | $3.630 \pm 0.027$ | $4.935 \pm 0.041$ |
| MICE 1.02 TKU 1.018 TKD | 9078 | 7692 | $-0.727 \pm 0.037$ | $-0.992 \pm 0.057$ | $3.504 \pm 0.026$ | $4.924 \pm 0.041$ |
| MICE 0.66 TKU 0.66 TKD | 8171 | 3050 | $-0.874 \pm 0.054$ | $-0.152 \pm 0.126$ | $4.805 \pm 0.038$ | $6.730 \pm 0.089$ |
| MICE 1.5 TKU 1.5 TKD | 8689 | 5830 | $-0.815 \pm 0.028$ | $-0.671 \pm 0.043$ | $2.607 \pm 0.020$ | $3.249 \pm 0.031$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 9054 | 7713 | $-0.714 \pm 0.036$ | $-0.660 \pm 0.050$ | $3.376 \pm 0.025$ | $4.343 \pm 0.035$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 8925 | 6751 | $-0.593 \pm 0.058$ | $0.100 \pm 0.085$ | $5.224 \pm 0.041$ | $6.664 \pm 0.060$ |
| MICE $0^{\circ} \mathrm{Sol}, 0^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 7490 | 4475 | $1.093 \pm 0.133$ | $5.149 \pm 0.147$ | $9.665 \pm 0.094$ | $8.702 \pm 0.104$ |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 0^{\circ} \mathrm{MF}$ | 8989 | 7683 | $-0.699 \pm 0.036$ | $-0.729 \pm 0.049$ | $3.425 \pm 0.026$ | $4.262 \pm 0.035$ |
| MICE $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 8828 | 6277 | $-1.099 \pm 0.060$ | $-1.468 \pm 0.093$ | $5.402 \pm 0.042$ | $6.965 \pm 0.065$ |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 1^{\circ} \mathrm{MF}$ | 9043 | 6394 | $0.515 \pm 0.070$ | $-1.058 \pm 0.104$ | $6.215 \pm 0.050$ | $7.824 \pm 0.074$ |
| MICE $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tr}, 2^{\circ} \mathrm{MF}$ | 8916 | 3358 | $-0.490 \pm 0.038$ | $-0.859 \pm 0.087$ | $3.510 \pm 0.027$ | $4.908 \pm 0.061$ |
| 3T CF TKU MF Rotation | 9132 | 9138 | $-0.088 \pm 0.038$ | $0.181 \pm 0.038$ | $3.590 \pm 0.027$ | $3.587 \pm 0.027$ |
| 3 CF No MF Rotation | 9167 | 9192 | $0.060 \pm 0.037$ | $0.243 \pm 0.033$ | $3.518 \pm 0.026$ | $3.158 \pm 0.024$ |
| 3 CF TKD MF Rotation | 9116 | 9136 | $-0.207 \pm 0.039$ | $0.186 \pm 0.038$ | $3.676 \pm 0.028$ | $3.551 \pm 0.027$ |
| 3 T CF $1^{\circ} \mathrm{MF}$ Rotation | 8909 | 5901 | $0.189 \pm 0.064$ | $-0.238 \pm 0.080$ | $5.690 \pm 0.045$ | $5.713 \pm 0.056$ |
| 3 T CF $2^{\circ} \mathrm{MF}$ Rotation | 5929 | 32 | $3.310 \pm 0.170$ | $-13.506 \pm 1.341$ | $10.128 \pm 0.120$ | $3.793 \pm 0.948$ |
| 2T CF TKU MF Rotation | 8565 | 8485 | $-0.190 \pm 0.052$ | $-0.175 \pm 0.058$ | $4.719 \pm 0.037$ | $5.222 \pm 0.041$ |
| 4 T CF TKU MF Rotation | 9172 | 9193 | $-0.112 \pm 0.030$ | $0.237 \pm 0.031$ | $2.858 \pm 0.021$ | $2.933 \pm 0.022$ |
| 3 T CF $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 0^{\circ} \mathrm{MF}$ | 9127 | 9167 | $0.031 \pm 0.037$ | $0.219 \pm 0.035$ | $3.509 \pm 0.026$ | $3.330 \pm 0.025$ |
| 3 T CF $1^{\circ} \mathrm{Sol},-1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 8849 | 5719 | $-0.323 \pm 0.067$ | $-0.223 \pm 0.083$ | $5.896 \pm 0.047$ | $5.790 \pm 0.058$ |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 1^{\circ} \mathrm{MF}$ | 9159 | 5813 | $0.754 \pm 0.063$ | $-0.754 \pm 0.080$ | $5.705 \pm 0.045$ | $5.659 \pm 0.057$ |
| 3 T CF $1^{\circ} \mathrm{Sol}, 1^{\circ} \mathrm{Tra}, 2^{\circ} \mathrm{MF}$ | 8492 | 46 | $0.279 \pm 0.038$ | $0.083 \pm 0.827$ | $3.453 \pm 0.027$ | $5.360 \pm 0.585$ |

### 5.4 Time reconstruction

If two muons in the MICE cooling channel have the same overall momentum, then the muon's time of flight between every station of the upstream and downstream trackers will be approximately the same. However, when the two muons encounter an absorber material, the muons will undergo energy loss and hit the stations of the downstream tracker at different times, i.e. a time dependence. For individual particles, the time dependence doesn't play a significant role. However, for a collection of particles this is not necessarily the case. Consider a collection of particles that hit the upstream tracker reference plane at the same time. After encountering the absorber material, the collection of particles will hit the downstream tracker reference plane at all different times depending on their momentum.

This poses a problem for the emittance measurement in MICE, which ignores the time dependence of the beam and only depends on the transverse components of the beam. Such an approximation can be made when there is no absorber material present in the MICE cooling channel, as the muons will hit both reference planes at approximately the same time. When an absorber material is present, however, there is a time delay between when the fastest and slowest muons hit the downstream tracker reference plane. This means the transverse beam components of the slower muons will continue to change as they continue on their spiral trajectory, until they reach the downstream tracker reference plane. This poses a problem for the emittance measurement which assumes there is only a narrow spread in the momenta of the muon beam, i.e. no time dependence. The issues this poses will be further investigated in chapter 7 . For now, though, a reconstruction procedure for the time component will be introduced (MICE does not reconstruct the time component).

Using the equations for the energy and longitudinal momentum of a muon (whose longitudinal momentum is far greater than its transverse momentum),

$$
\begin{align*}
& E=\gamma m_{0} c^{2}  \tag{5.1}\\
& p_{z}=\gamma m_{0} v_{z} \tag{5.2}
\end{align*}
$$

the longitudinal velocity of the muon can then be given by

$$
\begin{equation*}
\frac{\Delta z}{\Delta t}=v_{z}=\frac{c p_{z}}{E} \tag{5.3}
\end{equation*}
$$

where $\gamma$ is the Lorentz factor, $m_{0}$ is the rest mass of the muon, $c$ is the speed of light and $\Delta z$ is the longitudinal distance traversed by the muon in a time period $\Delta t$.

The time period can then be expressed as

$$
\begin{equation*}
\Delta t \approx \frac{\Delta z E}{c p_{z}} \tag{5.4}
\end{equation*}
$$

The time period between two tracker stations is then simply given by the longitudinal distance between the stations, and the momentum and energy of the muon as it leaves the first station. For the reconstruction, the time coordinate will be given in a reference system that is triggered by the TOF1 station preceding the upstream tracker. The time coordinate at the first station of the upstream tracker is then given by the time period between TOF1 and the first station of the upstream tracker, with the time coordinate at each subsequent station taking the time coordinate at the previous station and then adding the time period between those two stations. At the upstream tracker reference plane, the time coordinate is given by

$$
\begin{align*}
t_{S 1}^{T K U}= & \Delta t_{T O F 1 \rightarrow S 5}+\Delta t_{S 5 \rightarrow S 4}+\Delta t_{S 4 \rightarrow S 3}+\Delta t_{S 3 \rightarrow S 2}+\Delta t_{S 2 \rightarrow S 1}  \tag{5.5}\\
t_{S 1}^{T K U} & =\frac{\Delta z_{T O F 1 \rightarrow S 5}\left(E_{S 5}+\left(E_{S 5}-E_{S 4}\right)\right)}{c\left(p_{z, S 5}+\left(p_{z, S 5}-p_{z, S 4}\right)\right)}+\frac{\Delta z_{S 5 \rightarrow S 4} E_{S 5}}{c p_{z, S 5}} \\
& +\frac{\Delta z_{S 4 \rightarrow S 3} E_{S 4}}{c p_{z, S 4}}+\frac{\Delta z_{S 3 \rightarrow S 2} E_{S 3}}{c p_{z, S 3}}+\frac{\Delta z_{S 2 \rightarrow S 1} E_{S 2}}{c p_{z, S 2}} \tag{5.6}
\end{align*}
$$

Note, as TOF1 is not a tracker station, the energy and momentum at the exit of TOF1 was calculated slightly differently. It takes the energy and momentum of the muon at station 5, and adds the lost energy and momentum between stations 5 and 4 of the upstream tracker to the muon, to assume the energy and momentum of the muon before it has struck station 5 . This treatment ignores the energy lost by the muon at the diffuser, though this isn't a major concern at the moment.

The time coordinates for the downstream tracker stations are calculated slightly differently. As the time of flight is measured between TOF1 and TOF2, it uses this time period as the starting point. The time period between TOF2 and each station of the downstream tracker is then subtracted from the initial starting point to arrive at the time coordinate for each station of the downstream tracker. The time coordinate at the downstream tracker reference plane is then given by

$$
\begin{equation*}
t_{S 1}^{T K D}=\Delta t_{T O F 1 \rightarrow T O F 2}-\Delta t_{S 5 \rightarrow T O F 2}-\Delta t_{S 5 \rightarrow S 4}-\Delta t_{S 4 \rightarrow S 3}-\Delta t_{S 3 \rightarrow S 2}-\Delta t_{S 2 \rightarrow S 1} \tag{5.7}
\end{equation*}
$$

$$
\begin{align*}
t_{S 1}^{T K D} & =\Delta t_{T O F 1 \rightarrow T O F 2}-\frac{\Delta z_{S 5 \rightarrow T O F 2} E_{S 5}}{c p_{z, S 5}}-\frac{\Delta z_{S 4 \rightarrow S 5} E_{S 4}}{c p_{z, S 4}} \\
& -\frac{\Delta z_{S 3 \rightarrow S 4} E_{S 3}}{c p_{z, S 3}}-\frac{\Delta z_{S 2 \rightarrow S 3} E_{S 2}}{c p_{z, S 2}}-\frac{\Delta z_{S 1 \rightarrow S 2} E_{S 1}}{c p_{z, S 1}} \tag{5.8}
\end{align*}
$$

Using the MICE Monte Carlo simulation 247 (the same simulation that was used previously in this chapter), each muon's virtual longitudinal momentum and energy was used to reconstruct the time component of each muon, with Fig. 5.15 showing the distributions of the true and reconstructed time components (top), as well as the residuals (residuals) between the true and reconstructed time component at the upstream (left) and downstream (right) tracker reference planes of all the muons that made it to TOF2. The use of the TOF2 station creates a transmission issue, as not all of the particles at the downstream tracker reference plane will have their time component reconstructed, if those particles were lost between the downstream tracker reference plane and TOF2. This is not an issue for particles at the upstream tracker reference plane, which relies only on TOF1.

Fig. 5.15 shows a small mean offset in the reconstructed time component from the true time component, as the energy lost in the diffuser hasn't been accounted for Not all muons may pass through the diffuser, however, making such a correction more tricky. A possible correction could involve virtually tracking the muons from the upstream tracker to the diffuser to see if those muons would have passed through the diffuser (this requires an accurate knowledge of the correct magnetic field between the diffuser and the upstream tracker). The error is small in any case in comparison to the error that would be introduced if the reconstructed longitudinal momentum and energy from the MICE reconstruction were used instead of the virtual components.

The spread in the residual time distributions is due to the muon's longitudinal momentum not remaining constant in the MICE cooling channel. The longitudinal and transverse components of the beam transfer between each other as a result of the non-uniformity of the MICE magnetic field, misalignments in the MICE geometry, or when muons enter or exit a solenoid ${ }^{87}$ i.e. the radial magnetic field changes.

How the six dimensional position-momentum phase-space of a particle beam changes as it goes through the MICE cooling channel will be considered in the following chapter in terms of transfer matrices. These transfer matrices will then be used in chapter 7 to fully understand the ionisation cooling result.



## Transfer matrices

For a lens system consisting of a series of magnets (e.g. dipoles, quadrupoles, solenoids), the transfer matrix describing the system can be determined through a combination of the transfer matrices describing each individual magnet. However, aberrations can cause a non-linear transport of the particles through a lens (magnet) system ${ }^{193}$. If the alignment and aberrations of each individual magnet is not known to a great accuracy, then it may be easier to measure the transfer matrix describing the system. For example, if the linear transfer matrix of a solenoid was not known (Eq. 1.32), then it could be determined by knowing that each individual particle is transported via some transport matrix $\mathbf{M}$, from some initial point $v_{u}\left(x, y, p_{x}, p_{y}\right)$ at the upstream end of the solenoid to some final point $v_{d}\left(x+d x, y+d y, p_{x}+d p_{x}, p_{y}+d p_{y}\right)$ at the downstream end of the solenoid i.e. $v_{d}=\mathbf{M} v_{u}$. The components of the transfer matrix $\mathbf{M}$ can then be written in terms of the particle components as ${ }^{77}$

$$
\left(\begin{array}{c}
x_{d}  \tag{6.1}\\
y_{d} \\
p_{x, d} \\
p_{y, d}
\end{array}\right)=\left(\begin{array}{llll}
M_{00} & M_{01} & M_{02} & M_{03} \\
M_{10} & M_{11} & M_{12} & M_{13} \\
M_{20} & M_{21} & M_{22} & M_{23} \\
M_{30} & M_{31} & M_{32} & M_{33}
\end{array}\right)\left(\begin{array}{c}
x_{u} \\
y_{u} \\
p_{x, u} \\
p_{y, u}
\end{array}\right)
$$

Each individual particle component at the end of the solenoid can be written in terms of the initial components at the start of the solenoid. For example, the $x$ component would then be given by

$$
\begin{equation*}
x_{d}=M_{00} x_{u}+M_{01} y_{u}+M_{02} p_{x, u}+M_{03} p_{y, u} \tag{6.2}
\end{equation*}
$$

If there are $n$ particles in the distribution, then a set of $n$ linear equations can be found. The optimal values for the $M_{00}, M_{01}, M_{02}$ and $M_{03}$ components are found by
finding the linear least squares solution of the set of $n$ linear equations ${ }^{77}$. This can be repeated for the other beam components of the transport matrix as well.

The same principle can be applied to higher order transfer matrices as well. The approach can also be extended to include the longitudinal components of the beam $\left(z, p_{z}\right)$, or any constant offsets $\left(a_{0}, a_{1}, \ldots\right)$ e.g. if there are any misalignments. The second order transfer matrix between two longitudinal $z$ positions is then given by:

$$
\left(\begin{array}{c}
x_{d}  \tag{6.3}\\
y_{d} \\
p_{x, d} \\
p_{y, d} \\
p_{z, d} \\
x_{d}^{2} \\
\vdots \\
p_{y, d} p_{z, d}
\end{array}\right)=\left(\begin{array}{cccccccc}
M_{00} & M_{01} & M_{02} & M_{03} & M_{04} & M_{05} & \ldots & M_{0 n} \\
M_{10} & M_{11} & M_{12} & M_{13} & M_{14} & M_{15} & \ldots & M_{1 n} \\
M_{20} & M_{21} & M_{22} & M_{23} & M_{24} & M_{25} & \ldots & M_{2 n} \\
M_{30} & M_{31} & M_{32} & M_{33} & M_{34} & M_{35} & \ldots & M_{3 n} \\
M_{40} & M_{41} & M_{42} & M_{43} & M_{44} & M_{45} & \ldots & M_{4 n} \\
M_{50} & M_{51} & M_{52} & M_{53} & M_{54} & M_{55} & \ldots & M_{5 n} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
M_{n 0} & M_{n 1} & M_{n 2} & M_{n 3} & M_{n 4} & M_{n 5} & \ldots & M_{n n}
\end{array}\right)\left(\begin{array}{c}
x_{u} \\
y_{u} \\
p_{x, u} \\
p_{y, u} \\
p_{z, u} \\
x_{u}^{2} \\
\vdots \\
p_{y, u} p_{z, u}
\end{array}\right)+\left(\begin{array}{c}
a_{0} \\
a_{1} \\
a_{2} \\
a_{3} \\
a_{4} \\
a_{5} \\
\vdots \\
a_{n}
\end{array}\right)
$$

Similar matrices for even higher orders can be derived, though the size of the matrices will quickly grow. Choosing the order of the matrix is not arbitrary, however. If the order of the matrix is too low, then the matrix will under-fit the data. The left plot of Fig. 6.1 shows an example of a data set that has been under-fitted ${ }^{194}$. The actual distribution of the data set is given by the blue line, while the circles are a set of measurements of the distribution. Based on the measurements, a simple model is used to describe the system (red line). In this case it is a zeroth-order matrix with the model producing a constant output. If the measurement were to be repeated, the model would still only return the constant value. This means the variance of the model describing the data is zero, however the bias of the model is large ${ }^{194}$.

Conversely, if the order of the matrix is too high, then the matrix will over-fit the data. The right plot of Fig. 6.1 shows an example of a data set that has been over-fitted. Again, the actual distribution of the data set is given by the blue line, the circles are a set of measurements of the distribution, while the red line is the output of the model. The model however has too many free parameters as it tries to fit to every single data point, and misses the underlying distribution. The optimal model choice (i.e. which matrix order to use) can be found by finding an optimal balance between the variance and bias of the fitted data sets, e.g. minimising the Mean Squared Error (MSE).

Spurious data points can pull the components of the transfer matrix. For MICE, these would be particles that have been affected by scattering or energy loss which do not describe the transport of those particles through a magnet. As the primary


Figure 6.1: Both plots show the underlying distribution (blue line) and a set of measurements (circles). The left plot has under-fitted the data by using an overly simplistic model to fit to the data. The right plot has over-fitted the data by using an overly complex model to try to fit every data point, and therefore misses the underlying distribution. ${ }^{194}$.
concern is to obtain a transfer matrix describing the transport of the particles through a magnet or magnet system, these highly deviating particles can be removed. When a transfer matrix is applied to these particles, they will produce large residuals from the expected distribution. A limit can therefore be placed on the resulting residuals, with the transfer matrix recalculated for the particles that lie within the limit of the residuals. The process can then be repeated until no more particles fall outside the limit of the accepted residuals. The transport matrix improves with every iteration, unless the limit on the residuals is too strict (i.e. too many particles are removed), there are to many free parameters (Over-Fitting), or the number of particles significantly affected by scattering and energy loss is too high e.g. particles passing through several tracker stations or the absorber material.

The effectiveness of the transport matrix can be evaluated by testing the transport matrix on an independent data set and analysing the residuals obtained between the true beam components at the end of the magnet system compared to the beam component values calculated by the transport matrix. The following sections will consider the transport of particles between two stations within a tracker and the transport of particles between the two tracker reference planes.

### 6.1 Transfer matrix between two stations

First, second, third and fourth order transfer matrices were calculated between station 2 and station 1 of the upstream tracker for the scenario that considered the MICE magnetic field, and when there were no misalignments of the solenoid, tracker or magnetic axes. Muons whose residual beam components exceeded $\pm 10 \mathrm{~mm}$ or
$\pm 10 \mathrm{MeV}$ were continuously excluded from the repeated calculation of the transfer matrix, until no muons remained whose residual beam components exceeded $\pm 10$ mm or $\pm 10 \mathrm{MeV}$. This removed approximately $0.1 \%$ of the particles. The resulting transfer matrices were then applied to an independent set of data.

The following plots compare the true, reconstructed and predicted (using the transfer matrices) distributions at station 1 of the upstream tracker. Additionally, the residual plots compare the residual between the true and predicted beam components, compared to the residual between the true and reconstructed beam components.

Figures 6.2 and 6.3 show the distributions and the residuals for the $x$ and $p_{x}$ components. The predicted distributions nearly match the true and reconstructed distributions when a second transfer matrix was used, except that both the reconstructed and predicted $p_{x}$ components differed slightly from the true distribution at the centre of the distribution. For both the $x$ and $p_{x}$ components, the residuals showed no noticeable improvements when transfer matrices beyond the second order were used. Additionally, the predicted $p_{x}$ residuals were slightly smaller than the reconstructed residuals, showing that if the beam components were accurately known at station 2 , the transfer matrix could predict the $p_{x}$ momentum at station 1 slightly better than the MICE reconstruction could.

Fig. 6.4 shows the distributions and the residuals for the $p_{z}$ component. In this case, the MICE reconstruction performed poorly and did not match the true distribution. The predicted distribution nearly matched the true distribution and only showed a slight deviation from the true distribution near 135 MeV . This was similarly seen in the residual plots, where the residuals did not improve beyond the first order. Again, if the beam components were accurately known at station 2, then the transfer matrix could predict the $p_{z}$ momentum at station 1 far better than the MICE reconstruction could.

The predicted $x$ and $p_{x}$ residuals showed a significant improvement when a second order transfer matrix was used. As the distance between the two stations was only 200 mm , it is unlikely for any aberrations to have had a large enough effect to significantly alter the transfer matrix. The improved residuals can however be explained by a non-uniform magnetic field between the two stations of the tracker. Fig. 5.1 showed that the magnetic field had a u-shape in the tracker region. As no improvements in the residuals were obtained by using a transfer matrix beyond the second order, this would suggest that the constant magnetic field term used for the reconstruction of the transverse and longitudinal momenta (Eqs. 1.33 and 1.34) could be replaced by a second order equation describing the U-shape of the magnetic field within the tracker region. This similarly implies that the radial and phase advance constants in those equations should be replaced by second order equations describing the radial and phase advance components.

Figure 6.2: Transfer matrices between the last two stations of the upstream tracker were calculated using a set of muons transported through the MICE cooling channel by the MICE magnetic field. The resulting transfer matrices were then applied to an independent data set, with the plots showing the predicted (Pred), true (True) and MICE reconstructed (Reco) $x$ position distributions (top) and the $x$ position residuals between the true and predicted (Pred) $x$ positions, and between the true and MICE reconstructed (Reco) $x$ positions at the last station of the upstream tracker when first (left) and second (right) order transfer matrices were used.
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Figure 6.3: Transfer matrices between the last two stations of the upstream tracker were calculated using a set of muons transported through the MICE cooling channel by the MICE magnetic field. The resulting transfer matrices were then applied to an independent data set, with the plots showing the predicted (Pred), true (True) and MICE reconstructed (Reco) $p_{x}$ momentum distributions (top) and the $p_{x}$ momentum residuals between the true and predicted (Pred) $p_{x}$ momenta, and between the true and MICE reconstructed (Reco) $p_{x}$ momenta at the last station of the upstream tracker when first (left) and second (right) order transfer matrices were used.
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Figure 6.4: Transfer matrices between the last two stations of the upstream tracker were calculated using a set of muons transported through the MICE cooling channel by the MICE magnetic field. The resulting transfer matrices were then applied to an independent data set, with the plots showing the predicted (Pred), true (True) and MICE reconstructed (Reco) $p_{z}$ momentum distributions (top) and the $p_{z}$ momentum residuals between the true and predicted (Pred) $p_{z}$ momenta, and between the true and MICE reconstructed (Reco) $p_{z}$ momenta at the last station of the upstream tracker when first (left) and second (right) order transfer matrices were used.
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### 6.2 Transfer matrix between two trackers

Transfer matrices up to the fourth order were calculated between the reference planes of the upstream and downstream trackers for the scenario that considered the MICE magnetic field and when there were no misalignments of the solenoid, tracker or magnetic axes. Figures 6.5, 6.6, 6.7 and 6.8 show the distributions and the residuals for the $x$ and $p_{x}$ components. The predicted distributions show some slight deviations from the true distribution, but the predicted distribution continuously improves as the matrix order is increased. This is similarly seen for the residual plots.

For the $x$ component, the transfer matrix approach performs significantly worse than the MICE reconstruction. However, for this scenario, the transfer matrix was applied over a longitudinal distance of approximately 3780 mm . The transfer matrix also traverses the non-uniform magnetic fields generated by the match coils of the spectrometer solenoids and the focus coils. When a fourth order transfer matrix was used for the $p_{x}$ component, the predicted residuals were only slightly worse than the reconstructed residuals. The RMS is however significantly larger for the predicted residuals as for a few muons, the predicted momentum differs significantly from the true momentum. This could be due to scattering or a significant amount of energy loss. An energy loss cut could be applied to obtain more representative means and RMSs. It should be noted though that not all virtual muons were reconstructed, i.e. muons that would alter the reconstructed mean or RMS.

By design, the transfer matrix approach tries to obtain residuals whose mean is equal to zero. The benefit of such an approach becomes apparent for the $p_{z}$ residuals (Fig. 6.10), where the bias of the MICE reconstruction can be significant. The $p_{z}$ distribution plots (Fig. 6.9) show that the reconstructed momentum differs significantly from the true momentum, while the predicted distribution matches the true distribution more closely as the matrix order increases. This is not too surprising. The predicted $p_{z}$ primarily depends on the initial $p_{z}$ at the upstream tracker reference plane, while the reconstructed $p_{z}$ depends on the non-helical trajectory of the muon through the downstream tracker.

The transfer matrix approach has its advantages and disadvantages. The linear least squares approach means it is inherently unbiased compared to the MICE reconstruction, though it performs poorly for particles that undergo large energy losses or scattering. The transverse positions can be poorly predicted by the transfer matrix. However, as the transverse positions are measured directly, these can be used instead. The transverse momenta are predicted slightly worse than the reconstructed momenta, though the reconstruction fails to reconstruct all particles. The longitudinal momentum is predicted to a much higher accuracy than the reconstructed momentum, though it does require knowledge of the initial longitudinal momentum.

X Distribution order 1

Figure 6.5: Transfer matrices between the tracker reference planes were calculated using a set of muons transported through the MICE cooling channel by the MICE magnetic field. The solenoid, tracker and magnetic axes were not misaligned in the Monte Carlo simulation. The resulting transfer matrices were then applied to an independent data set, with the plots showing the predicted (Pred), true (True) and MICE reconstructed (Reco) $x$ position distributions at the reference plane of the downstream tracker in increasing order of the applied transfer matrix.
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Figure 6.6: Using the same transfer matrices applied to the same independent data set as for Fig. 6.5, the plots show the $x$ position residuals between the true and predicted (Pred) $x$ positions, and between the true and MICE reconstructed (Reco) $x$ positions at the reference plane of the downstream tracker in increasing order of the applied transfer matrix. The legend shows the corresponding mean $\pm$ the RMS for each residual distribution.
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Px Distribution order 1
Figure 6.7: Transfer matrices between the tracker reference planes were calculated using a set of muons transported through the MICE cooling channel by the MICE magnetic field. The solenoid, tracker and magnetic axes were not misaligned in the Monte Carlo simulation. The resulting transfer matrices were then applied to an independent data set, with the plots showing the predicted (Pred), true (True) and MICE reconstructed (Reco) $p_{x}$ momentum distributions at the reference plane of the downstream tracker in increasing order of the applied transfer matrix.
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Figure 6.8: Using the same transfer matrices applied to the same independent data set as for Fig. 6.7, the plots show the $p_{x}$ momentum residuals between the true and predicted (Pred) $p_{x}$ momentum, and between the true and MICE reconstructed (Reco) $p_{x}$ momentum at the reference plane of the downstream tracker in increasing order of the applied transfer matrix. The legend shows the corresponding mean $\pm$ the RMS for each residual distribution.
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Figure 6.9: Transfer matrices between the tracker reference planes were calculated using a set of muons transported through the MICE cooling channel by the MICE magnetic field. The solenoid, tracker and magnetic axes were not misaligned in the Monte Carlo simulation. The resulting transfer matrices were then applied to an independent data set, with the plots showing the predicted (Pred), true (True) and MICE reconstructed (Reco) $p_{z}$ momentum distributions at the reference plane of the downstream tracker in increasing order of the applied transfer matrix.
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## Emittance, amplitude and density

The complete state of a particle can be described by its position and momentum coordinates ${ }^{195}$. For a three-dimensional Euclidean space (formed by the $x, y$ and $z$ axes), this forms a six-dimensional position and momentum phase space. When all of the particles in a particle beam are considered simultaneously, the distribution of the particles in the beam can be described by the phase space density $\rho\left(x, y, z, p_{x}, p_{y}, p_{z}\right)$. The number of particles in a given phase-space volume can then be found by integrating the phase-space density distribution across the phase-space volume ${ }^{195,196}$, such that

$$
\begin{equation*}
N=\int \rho\left(x, y, z, p_{x}, p_{y}, p_{z}\right) d x d y d z d p_{x} d p_{y} d p_{z}=\int \rho d V \tag{7.1}
\end{equation*}
$$

Joseph Liouville ${ }^{74,195-198}$ showed that for conservative forces, the phase-space density remains constant, i.e. $d \rho / d t=0$. This similarly means that the phase-space volume is preserved. This even applies when the particle beam passes through a magnetic lens system such as the MICE cooling channel, as the magnets act as conservative forces. Non-conservative forces alter the energy of the particles in the beam and cause the phase-space volume of the beam to change. Examples of non-conservative forces acting on the beam include multiple coulomb scattering and energy loss when the particles of a beam pass through an absorber material (such as lithium hydride or liquid hydrogen), or when the particles of a beam pass through an RF cavity and where the particles of the beam either gain or lose energy as they are accelerated or decelerated.

While the phase-space volume of a particle beam remains constant when subjected to a conservative force or no force at all, the shape of the phase-space volume can change as seen in Fig. 7.1. The two cases are equivalent to a particle beam travelling through a drift space (left), or being subjected to a uniform magnetic field (right).

For both cases, the shape of the phase-space volume changes predictably. If the magnetic field is non-uniform, however, the change in the shape of the phase-space volume can become more difficult to predict. This is the case for MICE, where there is a significant uncertainty in the shape and magnitude of the magnetic field in the MICE cooling channel. This poses a problem for two of the three different types of cooling measurement MICE uses, and will be discussed in the next section.


Figure 7.1: The phase-space volume of an infinitesimal hypercube ${ }^{196}$ will remain constant when it is either subjected to no force (left) or when it is subjected to a constant force (right). The shape of the infinitesimal hypercube can change, however.

### 7.1 Three types of cooling measurement

Extensive use is made of Liouville's theorem for the demonstration of ionization cooling (and emittance exchange) at MICE. The demonstration of ionization cooling at MICE can be performed by showing a change in the beam emittance, amplitude (single particle emittance) or phase-space density.

The following subsections will consider each type of cooling measurement in more detail and will rely heavily on the descriptions by Drielsma ${ }^{74}$ and Wiedemann ${ }^{199}$. The subsections will also consider the assumptions used for each type of cooling measurement, as well as their limitations.

### 7.1.1 Beam emittance

In the Gaussian approximation ${ }^{74}$, the 2D trace space density can be given in terms of the covariance matrix $\boldsymbol{\Sigma}_{\boldsymbol{q}}$, such that

$$
\begin{equation*}
\rho(\boldsymbol{q})=\frac{1}{(2 \pi)^{2}\left|\boldsymbol{\Sigma}_{\boldsymbol{q}}\right|^{\frac{1}{2}}} \exp \left\{-\frac{1}{2} \boldsymbol{q}^{T} \boldsymbol{\Sigma}_{\boldsymbol{q}}^{-1} \boldsymbol{q}\right\} \tag{7.2}
\end{equation*}
$$

where the trace space vector is given by $\boldsymbol{q}=\left(q, q^{\prime}\right)$ and the covariance matrix is given by

$$
\boldsymbol{\Sigma}_{\boldsymbol{q}}=\left(\begin{array}{cc}
\sigma_{q q} & \sigma_{q q^{\prime}}  \tag{7.3}\\
\sigma_{q q^{\prime}} & \sigma_{q^{\prime} q^{\prime}}
\end{array}\right)
$$

The geometric emittance is then defined in terms of the covariance matrix as

$$
\begin{equation*}
\epsilon=\left|\Sigma_{q}\right|^{\frac{1}{2}} \tag{7.4}
\end{equation*}
$$

For a six-dimensional phase-space, where the three 2D phase-spaces can be completely decoupled, the 6D emittance is given by

$$
\epsilon_{6 D}=\sqrt{\epsilon_{x} \epsilon_{y} \epsilon_{z}}=\left|\boldsymbol{\Sigma}_{6 D}\right|^{\frac{1}{6}}=\left(\begin{array}{cccccc}
\sigma_{x x} & \sigma_{x x^{\prime}} & 0 & 0 & 0 & 0  \tag{7.5}\\
\sigma_{x x^{\prime}} & \sigma_{x^{\prime} x^{\prime}} & 0 & 0 & 0 & 0 \\
0 & 0 & \sigma_{y y} & \sigma_{y y^{\prime}} & 0 & 0 \\
0 & 0 & \sigma_{y y^{\prime}} & \sigma_{y^{\prime} y^{\prime}} & 0 & 0 \\
0 & 0 & 0 & 0 & \sigma_{z z} & \sigma_{z z^{\prime}} \\
0 & 0 & 0 & 0 & \sigma_{z z^{\prime}} & \sigma_{z^{\prime} z^{\prime}}
\end{array}\right)^{\frac{1}{6}}
$$

Such a description can be particularly useful in linear optics, where the motion of the particles through a transport line can be described by a series of transfer matrices. The transfer matrices describing the magnets in the transport line are typically chosen so that the transport is symplectic, that is $\boldsymbol{M}^{T} \boldsymbol{M}=\boldsymbol{I}$, where $\boldsymbol{I}$ is the identity matrix and $\boldsymbol{M}$ is a transfer matrix. In linear optics, the transfer matrices only perform linear translations and rotations on the covariance matrix,

$$
\begin{equation*}
\Sigma^{\prime}=\boldsymbol{M} \boldsymbol{\Sigma} \boldsymbol{M}^{T} \tag{7.6}
\end{equation*}
$$

For transport lines where the linear transfer matrices satisfy $\boldsymbol{M}^{T} \boldsymbol{M}=\boldsymbol{I}$, the emittance of the beam remains conserved. If the individual 2D phase-spaces are completely decoupled from one another, then the individual 2D emittances also remain conserved.

For a solenoid, the two transverse phase-spaces are coupled to each other due to the angular momentum of the beam ${ }^{74}$. MICE however assumes that the transverse phase-space can still be completely decoupled from the longitudinal phase-space ${ }^{78}$, with the linear transverse solenoid transfer matrix described by Eq. 1.32. This transfer matrix has a dependence on the overall momentum of the particle. For most solenoid transport lines, little or no energy loss occurs in the transport line. If the spread in longitudinal components of the beam is kept small, and therefore the spread in the overall momentum, then each individual particle in the beam will experience approximately the same linear transverse solenoid transfer matrix. If the same transfer matrix acts on all of the particles in the beam, then the transverse emittance of the beam will remain conserved. Fig 5.1 already showed that the magnetic field
in the tracker regions of the MICE cooling channel was not uniform, however. This means a transfer between the transverse and longitudinal beam components can occur.

The small momentum spread in the MICE beam is only achieved by selecting particles in a narrow momentum range at the upstream tracker reference plane, e.g. $140 \pm 5 \mathrm{MeV}$. The beam is therefore non-Gaussian. When there is no absorber material present in the MICE cooling channel, MICE assumes that each particle will experience approximately the same transfer matrix, and therefore the emittance of the beam will remain approximately conserved.

When an absorber material is present in the MICE cooling channel, however, the particles will lose energy at different rates. The particles will therefore have a greater variation in the phase advances they make between the absorber material and the downstream reference plane. This is due to the greater variation in the transfer matrices experienced by each particle. This results in some particles travelling further along their helical trajectory in the same longitudinal distance. The variations become even larger when a non-uniform absorber material is placed into the MICE cooling channel, such as the polyethylene wedge. As the spread of the transverse beam components is changed by the differences in the longitudinal momentum, this causes a continuous change in the transverse emittance of the beam as a function of longitudinal distance (see section 7.3).

### 7.1.2 Amplitude - single particle emittance

The amplitude of a particle is known as the single particle emittance. As the name suggests, it uses the emittance for a distribution of particles (i.e. the particle beam) to calculate an amplitude value for each individual particle. The amplitude of a particle is given by the emittance of the beam multiplied by the Mahalanobis distance $\left(\boldsymbol{q}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{q}\right)$ between the particle and the beam centroid ${ }^{74}$, and is given by

$$
\begin{equation*}
A=\epsilon^{*} \boldsymbol{q}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{q} \tag{7.7}
\end{equation*}
$$

where $\boldsymbol{q}=q-\langle q\rangle, q$ is the phase-space vector e.g. $q=\left(x, p_{x}, y, p_{y}, z, p_{z}\right)$ and $\Sigma$ is the covariance matrix. In $d$ dimensions, the Mahalanobis distance follows a $\chi^{2}$ distribution with $d$ degrees of freedom. This means the amplitudes of the particles in the beam will be described by the following distribution

$$
\begin{equation*}
A=\epsilon_{d}^{*} \chi_{d}^{2} \tag{7.8}
\end{equation*}
$$

For a linear optics system, where there is only a small spread in the longitudinal components of the beam, the emittance of the beam is approximately conserved. This
means the differences in the amplitudes of the particles are solely due to differences in the Mahalanobis distance $\boldsymbol{q}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{q}$. For a linear optics system where there are only linear translations and rotations, the Mahalanobis distance remains conserved. This means that the amplitude of a particle in a beam (with a small spread in the longitudinal components of the beam) is similarly preserved in a linear optics system.

However, as the amplitude of the particle depends on the emittance of the beam, this means that for the MICE cooling channel, the amplitude of a particle will face the exact same challenges the emittance of the beam did in the previous subsection. These included the non-uniformity of the solenoid field within the tracker regions and the longitudinal spread of the beam when the particles in the beam encountered an absorber material. As the spread of the beam has now changed (i.e. non-linear translations and rotations), so will the calculated Mahalanobis distance.

### 7.1.3 Phase-space density

The phase-space density considered by Liouville can be calculated directly. The two methods MICE used to calculate the phase-space density were the k-nearest neighbour (KNN) approach investigated by François Drielsma ${ }^{74}$ and the kernel density estimation (KDE) approach investigated by Tanaz Mohayai ${ }^{200}$. For the parameters MICE considered, they should produce the exact same results.

## Kernel Density Estimation

Phase-space density estimation is a non-parametric technique used to estimate the probability that a particle will be realized at a particular phase space density. As a non-parametric technique, it makes no assumptions about the underlying probability distribution. In Kernel Density Estimation, each individual point in the distribution is represented by a kernel (e.g a Gaussian, uniform, epanechnikov ${ }^{201}$, etc. distribution). The underlying probability distribution is then obtained by summing over all individual kernels. Fig. 7.2 shows an example of how KDE was used to estimate the underlying probability distribution in one dimension.

The kernel density estimate for the distribution is obtained through the formula

$$
\begin{equation*}
\rho(q)=\frac{1}{n} \sum_{i=1}^{n} K_{\boldsymbol{H}}(\boldsymbol{q})=\frac{1}{n h^{d}} \sum_{i=1}^{n} K\left(\frac{\boldsymbol{q}}{h}\right) \tag{7.9}
\end{equation*}
$$

where $K$ is the kernel choice, $h$ is the bandwidth of the kernel, $d$ is the number of dimensions and $n$ is the sample size. For higher dimensions, the covariance matrix is used to equally weight the bandwidth choice for each dimension. The kernel choice only has a minor effect on the probability distribution. For most situations a Gaussian kernel is chosen as this has the added benefit that the probability distribution remains


Figure 7.2: Example of how kernel density estimation can be used to estimate the underlying probability distribution ${ }^{200}$.
differentiable. The Gaussian kernel is given by

$$
\begin{equation*}
K(q)=(2 \pi)^{-d / 2} \exp \left\{-\frac{1}{2} \boldsymbol{q}^{T} \boldsymbol{q}\right\} \tag{7.10}
\end{equation*}
$$

This results in Eq. 7.9 simplifying to

$$
\begin{equation*}
\rho(q)=\frac{\sum_{i=1}^{n} \exp \left\{-\frac{1}{2} \boldsymbol{q}^{T} \Sigma^{-1} \boldsymbol{q}\right\}}{n(2 \pi)^{d / 2}|\Sigma|^{1 / 2}} \tag{7.11}
\end{equation*}
$$

where $\Sigma$ is the covariance matrix of the distribution and $|\Sigma|$ is the determinant of the covariance matrix.

## K-Nearest Neighbour

For a distribution of sample size $n$, the $k^{t h}$ nearest neighbour is found for each point in the distribution, with $k$ typically chosen to be equal to $\sqrt{n}$, where $n$ is the sample size. For each point in the distribution, a line is drawn to its $k$-nearest neighbour (Fig. 7.3), with the line acting as the radius for a unit $d$-ball, where $d$ is the dimension of the phase-space. The volume of the unit $d$-ball is inversely proportional to the phase space density estimate for that particle.

The KNN density estimate is obtained via the formula

$$
\begin{equation*}
\rho(q)=\frac{k}{n \kappa_{d} R_{k}^{d}}=\frac{k \Gamma\left(\frac{d}{2}+1\right)}{n \pi^{\frac{d}{2}} R_{k}^{d}} \tag{7.12}
\end{equation*}
$$

where $\kappa_{d}$ is the volume of a unit $d$-ball, $R_{k}^{d}$ is the Euclidean radius of the unit $d$-ball, $n$ is the sample size and $\Gamma\left(\frac{d}{2}+1\right)$ is Euler's gamma function.


Figure 7.3: Example of the k-nearest neighbour technique applied to two different points where $k=5$. In the denser region of the distribution, neighbouring points are closer together, resulting in smaller radii circles. The area of the circles is inversely proportional to the density estimate ${ }^{74}$.

## Phase space density distribution

Fig. 7.4 shows the expected probability distributions for a particle sampled from a Gaussian distribution to be realized at a particular phase space density in four different dimensions. The distributions can be better understood when one considers the volumes in each dimension. The 1-dimensional volume is given by a line, the 2 -dimensional volume is given by a circle, and the three-dimensional volume is given by a sphere. For a 1-d Gaussian distribution along a line, most points will lie close to the centre of the distribution, i.e. the densest part of the distribution. This results in the rightmost peak of the distribution in Fig. 7.4.

For the two-dimensional case, each particle is formed of two coordinates. This means that the particle can have one of its coordinates at a very dense part of the distribution for that dimension, while the other coordinate is at a less dense part of the distribution for that dimension. As the overall density is formed by both coordinates of the distribution, this means that for a Gaussian distribution, all phase space densities are equally likely.

For the three-dimensional case, each particle is formed of three coordinates. Only one of the three coordinates of the particle needs to be in a less dense part of that coordinate's distribution to drag the overall particle to a less dense part of the sphere. This means the number of opportunities for one of the coordinates of the particle to be in a less dense part of the distribution is far greater, which is reflected by the leftmost peaks of the probability distribution in Fig. 7.4. The effect becomes even more pronounced for higher dimensions.


Figure 7.4: The expected probability distributions for a particle sampled from a Gaussian distribution to be realized at a particular phase space density in four dimension ${ }^{74}$. The density has been normalized to the maximum density of the distribution.

### 7.2 Missing data

For a given experiment, the results of the experiment can be described by a probability distribution. Sometimes, not all the results of an experiment can be recorded, however, with some of the results going missing. This can bias the measured probability distribution. Missing data can be classified in three different ways ${ }^{202-205}$ : Missing Completely At Random (MCAR), Missing At Random (MAR) and Missing Not At Random (MNAR).

### 7.2.1 Missing Completely At Random

Data that is Missing Completely At Random (MCAR) doesn't bias the measured probability distribution. For example, if a coin flip experiment was performed 200 times, but the first 100 results of the experiment then went missing. The results of the experiment would not become biased, as the experimental results were recorded randomly and only depended on the coin flip. The missing data is simply a random subsample of the complete data set. The error on the reported experimental results will increase, however, as there are now fewer experimental results as a result of the missing data.

### 7.2.2 Missing At Random

Data that is Missing At Random (MAR) can bias the experimental results, though there are correction procedures that can be used to account for the missing data such as imputation techniques, maximum likelihood estimation, interpolation or
partial deletion ${ }^{202}$. For example, in the coin flip experiment, the data would be MAR if the heads and tails results of the experiment were recorded in different parts of a notebook and one of the pages then went missing. The missing data could be estimated if it was known how many pages went missing and how many results were recorded on average on a page. The missing data has been imputed. If the number of experimental results recorded on a given page fluctuated significantly, then it may be more appropriate to use partial deletion. For example, if the heads data set had one missing page, then for the tails data set the average number of tail results recorded on a full page could be removed from the complete tails data set.

### 7.2.3 Missing Not At Random

A data set where the data is Missing Not At Random (MNAR) can lead to very biased results, as the missingness of the data is directly related to the experiment or study in question. This can significantly alter the interpretation of the results.

For example, consider a medical study that calculates the survival rate for a particular type of cancer as a function of time. The study sends out a survey to each patient at regular time intervals. However, each time the survey is sent out to the same group of patients in the study, fewer and fewer survey responses are returned. The missing data could be ignored and the survival rates as a function of time could be calculated using only the complete data sets. It is clear however that the non-response of a patient may be directly correlated with their non-survival, as they will be unable to complete the survey. If this direct correlation isn't accounted for, then the reported survival rates for this particular type of cancer would become biased. For current medical studies, the use of multiple imputation is becoming increasingly more common for dealing with missing data points, instead of only performing complete-case analyses ${ }^{206-209}$.

### 7.2.4 Missing data at MICE

At MICE, significant transmission losses occur in the MICE cooling channel. The transmission losses are Missing Not At Random as the aperture of the experiment removes many of the high radius and high transverse momenta particles. The MICE beam is collimated by the aperture of the cooling channel. The loss of momentum in the absorber material can provide an additional bias. Due to their lower momentum, certain particles will be transmitted through the MICE cooling channel that previously wouldn't have been.

Fig. 7.5 shows the radial position (top) and transverse momentum (bottom) distributions at the upstream tracker reference plane when no absorber material (left) was present in MICE beamline and when the polyethylene wedge was present. The
plots consider the full distribution at the upstream tracker reference plane (blue), the distribution that is transmitted (red) and the distribution that goes missing (green). Even when no absorber material is present in the beamline, the muon beam is significantly collimated of its high radius particles. When the polyethylene wedge is present in the cooling channel, however, more of the high radius particles are transmitted. The polyethylene wedge has reduced the momentum of some particles, meaning they will no longer be collimated by the aperture of the cooling channel.

As the demonstration of ionisation cooling and emittance exchange depends on comparing the spread of the beam in position and momentum space at the upstream and downstream tracker reference planes, it is easy to see how those results may be become biased by the missing data. An obvious bias is created if the MICE cooling channel preferentially retains cooled particles and removes heated particles due to the aperture of the MICE cooling channel, i.e. the heated particles are never measured by the downstream tracker reference plane.


Figure 7.5: The radius and transverse momentum probability distributions at the upstream tracker reference plane when no absorber material or the polyethylene wedge was present in the MICE cooling channel. From the full probability distribution, the plots show the probability distributions of the particles that were transmitted or went missing.

### 7.2.5 Missing data and the covariance matrix

The emittance (Eq. 7.4), amplitude (Eq. 7.7) and density (Eq. 7.11) measurements all show a dependence on the covariance matrix. However, when transmission losses occur, the distributions in each dimension are altered, resulting in a change of the covariance matrix. If the change in the probability distributions are equal for all dimensions, then the correlations between dimensions do not change, and the change in the covariance matrix can be described by a simple scaling i.e. linearly. If the change in the probability distributions are not equal for all dimensions, then the correlations between dimensions do change, and the change in the covariance matrix becomes more complicated i.e. non-linear.

Let the covariance matrix for the full upstream sample be denoted by

$$
\begin{equation*}
\Sigma_{u p}=\sum_{i}^{n_{u p}} \frac{\left(q_{i}-\bar{q}_{u p}\right)^{2}}{n_{u p}} \tag{7.13}
\end{equation*}
$$

where $q_{i}$ is the phase-space vector of each individual particle in the sample of size $n_{u p}$, and $\bar{q}_{u p}$ is the mean phase-space vector for the distribution. The covariance matrices for the upstream sample which makes it downstream and the sample which does not make it downstream (i.e. it goes missing) are respectively denoted by

$$
\begin{align*}
\Sigma_{\text {down }} & =\sum_{i}^{n_{\text {down }}} \frac{\left(q_{i}-\bar{q}_{\text {down }}\right)^{2}}{n_{\text {down }}}  \tag{7.14}\\
\Sigma_{m} & =\sum_{i}^{n_{m}} \frac{\left(q_{i}-\bar{q}_{m}\right)^{2}}{n_{m}} \tag{7.15}
\end{align*}
$$

where

$$
\begin{equation*}
n_{u p}=n_{\text {down }}+n_{m}, \quad \bar{q}_{\text {up }}=\frac{n_{\text {down }} \bar{q}_{\text {down }}+n_{m} \bar{q}_{m}}{n_{\text {down }}+n_{m}} \tag{7.16}
\end{equation*}
$$

The covariance matrix for the full upstream sample can then be rewritten as

$$
\begin{equation*}
\Sigma_{u p}=\sum_{i}^{n_{u p}}\left(q_{i}-\frac{n_{\text {down }} \bar{q}_{\text {down }}+n_{m} \bar{q}_{m}}{n_{\text {down }}+n_{m}}\right)^{2} /\left(n_{\text {down }}+n_{m}\right) \tag{7.17}
\end{equation*}
$$

The right-hand side of the Eq. 7.17 can then be multiplied by $\frac{\left(n_{\text {down }}+n_{m}\right)^{2}}{\left(n_{\text {down }}+n_{m}\right)^{2}}$, resulting in

$$
\begin{equation*}
\Sigma_{u p}=\sum_{i}^{n_{u p}}\left(\left(n_{\text {down }}+n_{m}\right) q_{i}-n_{\text {down }} \bar{q}_{\text {down }}-n_{m} \bar{q}_{m}\right)^{2} /\left(n_{\text {down }}+n_{m}\right)^{3} \tag{7.18}
\end{equation*}
$$

Multiplying out the terms in Eq. 7.18 and then reordering the terms into sums over $n_{\text {down }}$ and $n_{m}$, results in

$$
\begin{align*}
\Sigma_{\text {up }} & =\frac{n_{\text {down }}^{3}}{\left(n_{\text {down }}+n_{m}\right)^{3}} \Sigma_{\text {down }}+\sum_{i}^{n_{\text {down }}}\left(n_{\text {down }} n_{m}\left(q_{i}-\bar{q}_{\text {down }}\right)\left(q_{i}-\bar{q}_{m}\right)\right. \\
& \left.+n_{\text {down }} n_{m}\left(q_{i}-\bar{q}_{m}\right)\left(q_{i}-\bar{q}_{\text {down }}\right)+n_{m}^{2}\left(q_{i}-\bar{q}_{m}\right)^{2}\right) /\left(n_{\text {down }}+n_{m}\right)^{3}  \tag{7.19}\\
& +\frac{n_{m}^{3}}{\left(n_{\text {down }}+n_{m}\right)^{3}} \Sigma_{m}+\sum_{i}^{n_{m}}\left(n_{\text {down }} n_{m}\left(q_{i}-\bar{q}_{\text {down }}\right)\left(q_{i}-\bar{q}_{m}\right)\right. \\
& \left.+n_{\text {down }} n_{m}\left(q_{i}-\bar{q}_{m}\right)\left(q_{i}-\bar{q}_{\text {down }}\right)+n_{m}^{2}\left(q_{i}-\bar{q}_{\text {down }}\right)^{2}\right) /\left(n_{\text {down }}+n_{m}\right)^{3}
\end{align*}
$$

This is the most generic solution. Simplifications can be made when symmetry considerations are taken into account. For example, consider the mean of the transverse beam components ( $x, y, p_{x}, p_{y}$ ). Providing there are no misalignments in the MICE cooling channel, the means of each of these components should coincide with zero. If the beam were to be collimated or affected by multiple Coulomb scattering, then these effects should act symmetrically, leaving the mean of the distributions unchanged, i.e. still zero. This means that for the no absorber, lithium hydride and liquid hydrogen scenarios, the mean of the $x, y, p_{x}$ and $p_{y}$ components of the beam for the full upstream sample, the sample which makes it downstream and the sample which goes missing should be the same i.e. zero. The simplification $\bar{q}_{\text {up }}=\bar{q}_{\text {down }}=\bar{q}_{m}$ can then be made for Eq. 7.19 resulting in

$$
\begin{align*}
\Sigma_{\text {up }} & =\frac{n_{\text {down }}^{3}}{\left(n_{\text {down }}+n_{m}\right)^{3}} \Sigma_{\text {down }}+\frac{n_{m}^{3}}{\left(n_{\text {down }}+n_{m}\right)^{3}} \Sigma_{m} \\
& +\sum_{i}^{n_{\text {down }}}\left(2 n_{\text {down }} n_{m}\left(q_{i}-\bar{q}_{\text {down }}\right)^{2}+n_{m}^{2}\left(q_{i}-\bar{q}_{\text {down }}\right)^{2}\right) /\left(n_{\text {down }}+n_{m}\right)^{3}  \tag{7.20}\\
& +\sum_{i}^{n_{m}}\left(2 n_{\text {down }} n_{m}\left(q_{i}-\bar{q}_{m}\right)^{2}+n_{\text {down }}^{2}\left(q_{i}-\bar{q}_{m}\right)^{2}\right) /\left(n_{\text {down }}+n_{m}\right)^{3}
\end{align*}
$$

Using Equations 7.14 and 7.15 , then

$$
\begin{equation*}
\Sigma_{\text {up }}=\Sigma_{\text {down }}\left(\frac{n_{\text {down }}^{3}+2 n_{\text {down }}^{2} n_{m}+n_{\text {down }} n_{m}^{2}}{\left(n_{\text {down }}+n_{m}\right)^{3}}\right)+\Sigma_{m}\left(\frac{n_{m}^{3}+n_{\text {down }}^{2} n_{m}+2 n_{\text {down }} n_{m}^{2}}{\left(n_{\text {down }}+n_{m}\right)^{3}}\right) \tag{7.21}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
n_{u p} \Sigma_{u p}=n_{\text {down }} \Sigma_{\text {down }}+n_{m} \Sigma_{m} \tag{7.23}
\end{equation*}
$$

For a radially symmetric absorber, the upstream distribution can be separated
into the covariance matrix of the sample which makes it downstream and the missing sample, weighted by their respective sample sizes.

It becomes immediately apparent that when the emittance of a beam is compared at the upstream and downstream tracker reference planes, transmission losses will significantly alter the emittance of the beam, if the missing distribution doesn't match the parent distribution (the emittance only depends on the $d^{t h}$-root of the determinant of the covariance matrix). As the amplitude of a particle depends on the emittance of the beam, the calculated amplitude of a particle is similarly vulnerable to transmission losses. Despite the MICE collaboration being aware of these issues (these results had been presented at a MICE collaboration meeting ${ }^{210}$ ), they were ignored for the publication of the MICE Nature paper ${ }^{8}$. For the phasespace density calculations, the transmission losses couldn't be ignored. To deal with the transmission losses for the phase-space density calculations, MICE normalized the downstream density to the upstream density by the ratio of the sample sizes ${ }^{8}$ :

$$
\begin{equation*}
n_{\text {norm }}=n_{u p} / n_{\text {down }} \tag{7.24}
\end{equation*}
$$

where $n_{u p}$ and $n_{\text {down }}$ are the number of particles in the upstream and downstream samples. However, Eq. 7.23 already showed that scaling the phase-space densities by their sample sizes was inadequate, as they also needed to be scaled by their changing covariance matrices. The emittance, amplitude and density plots will be considered in the following section.

### 7.3 Emittance, amplitude and density plots

In the following subsections, 4 D plots refer to the transverse components of the beam $\left(x, p_{x}, y, p_{y}\right), 2 \mathrm{D}$ plots refer to the longitudinal components of the beam $\left(z, p_{z}\right)$ and 6 D plots use all six components of the beam $\left(x, p_{x}, y, p_{y}, z, p_{z}\right)$. The $z$ and $p_{z}$ coordinates of the beam are used to conserve the Liouville phase space volume.

The time component of the beam can be directly related to the $z$ component of the beam. For the analysis in this chapter, the $z$ component of each particle at the stations of the trackers is calculated using the time difference between the mean arrival time of the beam at a tracker station and the actual arrival time of a particle at a station. The longitudinal momentum of the particle is then used to calculate a $z$ offset distance using that time difference. That $z$ offset is then added or subtracted to the longitudinal position of each particle at a tracker station, giving a longitudinal position distribution at each tracker station. For the downstream tracker stations, the time component can only be reconstructed for particles that made it all the way to the TOF2 station.

The treatment described above is not ideal, as it ignores the rotation of the transverse components of the particle in that time difference. The treatment is therefore only approximately valid when the spread in the longitudinal momentum is small. As the MICE beam has been artificially created by assembling a beam from all of the individual measurements in the MICE cooling channel, the beam has no longitudinal position/time spread. Therefore, a Gaussian spread is applied to the assembled beam i.e. at the TOF1 station, a small time component is added or subtracted to each particle so that at the TOF1 station, the time distribution of the beam resembles a Gaussian distribution.

While MICE assumes that the transverse and longitudinal components of the beam can be separated, such an assumption is not made in this section. The 6D plots in this section therefore also account for any correlations between the transverse and longitudinal components of the beam.

The analysis in this section will be performed for eight different Monte Carlo (MC) simulations (summarised in Table 7.1). The different MC simulations allow a comparison between different absorber materials (no absorber, lithium hydride and the polyethylene wedge), different nominal input beam emittances ( 3,6 and 10 mm ) and between different magnetic field configurations ("flip" vs "solenoid"). For each simulation, a number of cuts have been applied. A cut has been applied on the time-of-flight between the TOF0 and TOF1 stations to ensure the time-of-flight is consistent with that of a muon (Fig. 1.7). At the end of the upstream tracker, the particle had to have a reconstructed momentum of $140 \pm 10 \mathrm{MeV}$. For all tracker stations, the particle had to hit the tracker stations at a radius of less than 150 mm . Only tracks that had a single track in the upstream tracker, or had a single track in both trackers, were accepted.

Table 7.1: The analysis in this section considers the following Monte Carlo simulations. Shown are also the corresponding run geometries (MICE run number), the MICE magnetic field setting (either 2017-02-7 for "flip" mode or 2017-02-6 for "solenoid" mode), the absorber setting (no, lithium hydride or polyethylene wedge) and the nominal beam emittance ( 3,6 or 10 mm ) and momentum ( 140 MeV ).

| MC Run <br> Number | MICE Run <br> Number | Field <br> Setting | Absorber | Emittance and <br> Momentum |
| :---: | :---: | :---: | :---: | :---: |
| 167 | 10444 | Flip | No | $3-140$ |
| 168 | 10446 | Flip | No | $6-140$ |
| 169 | 10447 | Flip | No | $10-140$ |
| 171 | 10481 | Flip | LiH | $6-140$ |
| 175 | 10534 | Flip | Wedge | $6-140$ |
| 247 | 10318 | Solenoid | No | $6-140$ |
| 251 | 10581 | Solenoid | Wedge | $6-140$ |
| 258 | 10509 | Solenoid | LiH | $6-140$ |

### 7.3.1 Emittance

The transverse, longitudinal and 6D emittances for the eight different MC simulations were calculated at the ten tracker stations and subsequently plotted in Figures 7.6, 7.7 and 7.8. The transverse emittance plots consider three different distributions that passed the radial and momentum cuts: the full upstream sample (Full upstream) where particles were reconstructed in the upstream tracker, the sample which made it downstream (Downstream cut) where particles were reconstructed in both the upstream and downstream trackers and the sample which made it to TOF2 (TOF2 cut) where particles were also reconstructed in both trackers. The longitudinal and 6D emittance plots only consider the sample which made it all the way to TOF2, as they require a downstream time co-ordinate. Additionally, each plot considers the MC reconstruction sample and the corresponding MC truth sample.

The transverse emittance plots (Fig 7.6) show that the emittance for the full upstream distribution bears no resemblance to the emittance of the downstream distribution. This is because the beam has been collimated by the aperture of the MICE cooling channel. The beam emittance has been artificially reduced (except for the 3-140 no absorber beam, which didn't pass through the diffuser material). At the tracker reference planes, the beam emittances can only be compared for the beams that contained the same sample of particles, i.e. by applying a downstream cut or a TOF2 cut. For the 6-140 and 10-140 no absorber settings, the emittance grew between the tracker reference planes when only the particles of the downstream cut or TOF2 cut were considered. Both cuts were biased, however, as they only included particles that stayed within the MICE cooling channel, i.e. they excluded many of the heated particles.

For the 6-140 "flip" no absorber, lithium hydride and polyethylene wedge scenarios, the emittance of the full upstream distributions were similar. However, when one considers the upstream samples which made it downstream (or to TOF2), differences between the samples became apparent. The different absorber materials scattered different particles beyond the aperture of the MICE cooling channel that previously would have been transmitted. Similarly, some particles remained within the aperture of the MICE cooling channel as a result of the energy loss they experienced in the differing absorber materials.

The emittance changes within the downstream tracker were the most interesting feature of the plots. For the no absorber scenario, the emittance of the beam showed some minor changes within the downstream tracker. This indicates that a transfer between the transverse and longitudinal components of the beam may have taken place. For the lithium hydride and polyethylene wedge scenarios, the emittance of the beam grew within the downstream tracker. The change in the beam emittance
can be explained when the energy loss of the beam is considered.
For the no absorber scenario, no energy loss occurs, resulting in no appreciable change in the momentum spread. For the lithium hydride scenario, nearly all of the particles will lose a similar amount of energy. The energy loss distribution will still have a small spread, however. This will broaden the spread of the longitudinal momentum distribution. As the solenoid transfer matrix has a dependence on the momentum of the particle going through the solenoid (Eq. 1.32), each particle in the beam will experience a slightly different transfer matrix depending on the momentum of the particle. This will affect the helical trajectory a particle makes within a given longitudinal distance. The beam therefore appears to filament in the transverse position and momentum plane, causing the transverse emittance of the beam to grow. The effect becomes even more pronounced for the polyethylene wedge scenario, as the polyethylene wedge induces a far greater spread in the longitudinal momentum distribution of the beam.

The corresponding growth in the longitudinal emittances can be seen in Fig. 7.7. The MC reconstruction sample underestimated the longitudinal emittance of the beam for the upstream tracker and overestimated the longitudinal emittance of the beam for the downstream tracker due to the biases of the MICE reconstruction when it calculated the longitudinal momentum of a particle. Only the Monte Carlo truth samples should therefore be compared.

Similar plots for the 6D emittance can be seen in Fig. 7.8. In each scenario, the 6D emittance of the beam has grown between the tracker reference planes, including crucially for the no absorber material scenario. This indicates that the MICE cooling channel does not in fact preserve emittance and challenges some of the assumptions MICE has used. These include the assumption of using linear optics (where emittance would be preserved), that the longitudinal and transverse phase-spaces can therefore be treated independently and that the demonstration of ionization cooling can be performed using only the transverse components of the beam ${ }^{8,78}$.

For all eight scenarios, the transverse emittances of a selection of particles grew to be larger at the end of the downstream tracker than at any point in the upstream tracker. Due to the high transmission losses in the MICE cooling channel, it is therefore unclear whether any ionisation cooling has taken place (without the use of an RF cavity) or whether only a selection effect is being observed. An alternative approach is to show ionization cooling for only the remaining fraction of the beam, i.e. by showing heating and cooling for individual particles. This can be done by either calculating the amplitude or the phase-space density of each particle within a beam. However, as the amplitude of a particle depends on the emittance of the beam, an obvious issue immediately arises for the amplitude calculation. This will be investigated in the following subsection.


Figure 7.6: The transverse emittance for various beams and for various beam samples at the ten tracker stations of the MICE cooling channel.


Figure 7.7: The longitudinal emittance for various beams and for various beam samples at the ten tracker stations of the MICE cooling channel.


Figure 7.8: The 6D emittance for various beams and for various beam samples at the ten tracker stations of the MICE cooling channel.

### 7.3.2 Amplitude

The amplitude of a particle was given by Eq, 7.7 and is simply the emittance of the beam multiplied by the Mahalanobis distance of a particle to the beam centroid, with the emittance of the beam simply acting as a scaling factor. If the emittance of the beam has changed, however, then the covariance matrix has also changed. This will affect the calculation of the Mahalanobis distance if either the beam centroid or the correlations between the dimensions have changed. The effect of the bias on the calculated amplitude can therefore be far more subtle if the bias on the calculated emittance due to transmission losses is partially balanced out by the changing Mahalanobis distance.

This can be seen in Fig. 7.9 which considers the MC truth transverse amplitude distribution for a beam that has passed through the polyethylene wedge and made it to TOF2. Only minor variations in the amplitude distribution can be seen for the five upstream tracker stations. However, for the five downstream tracker stations, the amplitude distribution changes significantly. This is similar to the corresponding emittance plot (Fig. 7.6). The plot indicates that the beam has initially been cooled (lower amplitudes) as a result of passing through the wedge, and then begins to heat (higher amplitudes) as it passes through the five downstream tracker stations. The growth in the transverse amplitude distribution is due to the wedge creating a position-momentum correlation in the beam (dispersion). Similarly, as for the emittance plots, it is not clear whether cooling has occurred or whether a selection effect has been observed.

To deal with the effects of optical aberrations and transmission losses affecting the covariance matrix, MICE applied an algorithm (without proof) that continuously recalculates the amplitudes of particles closer to the low amplitude beam core for the MICE Nature paper ${ }^{8}$ : "To expose the behaviour in the beam core, independently of aberrations affecting the beam tail, V [the covariance matrix] ... [is] recalculated for each amplitude bin, including particles that are in lower-amplitude bins and excluding particles that are in higher-amplitude bins. This results in a distribution that, in the core of the beam, is independent of scraping effects and spherical aberrations".

The algorithm was tested by Drielsma ${ }^{74}$ on a Gaussian beam (top plots of Fig. 7.10), and a Gaussian beam passing through a nonlinear lens with an aberration coefficient of $C_{\alpha}=-10^{-4} \mathrm{~mm}^{-2}$ and collimated by a 150 mm radius aperture (bottom plots of Fig. 7.10). The algorithm performs well on the Gaussian beam. No transmission losses occur, and the correlations between the dimensions of the covariance matrix are left unchanged. For the Gaussian beam that passes through the non-linear lens, however, the algorithm reproduces the expected $\chi^{2}$ distribution for a Gaussian beam near the core of the beam, but deviates at higher amplitudes. This


Figure 7.9: The MC truth transverse amplitude distribution at the ten tracker stations for a "flip" mode beam that has passed through the polyethylene wedge and made it to TOF2.
is not too surprising, as the non-linear lens will mainly affect particles at the edge of the distribution. This similarly applies to the aperture cut. For very high amplitudes, the algorithm appears to leave the amplitude unchanged. There is however one significant problem with the MICE argument, even at the low amplitude beam-core, particles go missing (Fig. 7.11).

The main issue with the MICE approach is that it offers no mathematical proof that the algorithm is a valid approach to compare the continuously recalculated amplitude distributions at the upstream and downstream tracker reference planes. As Drielsma ${ }^{74}$ noted, the amplitude "assumes a single underlying covariance matrix to describe the full ensemble. Unless the transmission losses are isotropic in amplitude, the shape of the covariance matrix is not preserved and neither is the amplitude measurement". Once the covariance matrix begins to change as a result of the algorithm, the amplitudes of the particles within a distribution, calculated over the different covariance matrices, are no longer comparable. To see this, consider Fig. 7.12. For the same set of particles at the upstream tracker reference plane it has calculated the amplitude of the particles using two different covariance matrices, the covariance matrix of the full upstream sample and the covariance matrix of only the particles that made it to TOF2 when no absorber material was present in the


Figure 7.10: MICE uses an algorithm to continuously recalculate the amplitudes of particles closer to the low amplitude beam core. This algorithm was tested by Drielmsa ${ }^{74}$ on a Gaussian beam (top plots), and a Gaussian beam passing through a nonlinear lens with an aberration coefficient of $C_{\alpha}=$ $-10^{-4} \mathrm{~mm}^{-2}$ with a radius aperture of 150 mm (bottom plots). The algorithm performs well at amplitudes unaffected by non-linearities or transmission losses.

MICE cooling channel. Fig. 7.12 then shows the residual between the calculated amplitudes, with Table 7.2 considering the mean and RMS residual amplitudes for a number of different beams. For all scenarios, the mean amplitude is lower when it is calculated over its own distribution rather than over the full upstream distribution, with the mean residual amplitude changing depending on the beam size and absorber material considered. For the no absorber scenario, as the nominal beam emittance beam grows, so does the mean residual amplitude. The effect is less noticeable for the lithium hydride and polyethylene wedge scenarios.

The difference between the no absorber and absorber cases can be explained when the acceptance of the MICE cooling channel is considered. Fig. 7.5 showed that it was primarily high radius particles rather than high transverse momentum particles that caused transmission losses. As the transmission losses between the phase-space dimensions are asymmetrical, the correlations of the covariance matrix begin to change. However, when an absorber material is present in the MICE cooling channel, the acceptance of high radius particles increases and reduces for low radius particles as a result of multiple Coulomb scattering and energy loss. This means the asymmetry of the transmission losses between the position and momentum space is


Figure 7.11: The amplitudes of the particles that go missing (red) from the full upstream amplitude distribution (blue) for the no absorber 6-140 "flip" mode beam after the TOF2 cut has been made. Transmission losses can even occur for low amplitude particles.


Figure 7.12: The residual true amplitude distribution between the amplitudes calculated over their own sample sizes and as if part of the full upstream distribution for the no absorber 6-140 "flip" mode beam after the TOF2 cut has been made.
less severe for the absorber scenarios, resulting in the correlations of the covariance matrix changing less. This in turn leads to a smaller change in the calculated amplitude.

However, the fundamental issue remains that due to the non-linearities of the MICE cooling channel, the emittance of the beam and therefore the amplitudes of the particles are not conserved in the MICE cooling channel. These emittances and amplitudes then can be biased by any transmission losses. For this reason, phase-space density will be considered in the next subsection.

Table 7.2: The MC truth mean amplitude of the distribution and the MC truth mean and RMS residual amplitude between the amplitudes calculated over their own distribution and the amplitudes calculated as if they were part of the full upstream distribution.

| MC Run | Absorber | Beam | Distribution <br> Mean amplitude | Mean <br> Residual | RMS <br> Residual |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 167 | No | $3-140$ | 13.21 | 0.13 | 1.13 |
| 168 | No | $6-140$ | 21.08 | 0.25 | 1.98 |
| 169 | No | $10-140$ | 28.35 | 0.75 | 4.18 |
| 171 | LiH | $6-140$ | 21.60 | 0.03 | 0.76 |
| 175 | Wedge | $6-140$ | 21.31 | 0.04 | 0.77 |

### 7.3.3 Density

The main benefit of using phase-space density plots over emittance or amplitude plots is that the 6D position-momentum phase-space remains conserved even in non-linear systems as a result of Liouville's theorem. However, transfers between the longitudinal and transverse phase spaces can still take place. Additionally, a large momentum spread in the beam will produce similar issues as for the emittance and amplitude plots. This can be seen in Fig. 7.13 which considered the phase-space densities at the ten tracker stations when the polyethylene wedge was present in the MICE cooling channel. The figure shows that the transverse phase space density has increased as a result of the wedge. Transmission losses will however introduce a selection bias, i.e. the removal of low density particles that would heat the beam.

Similarly, as for the emittance and amplitude plots, the dispersion of the beam results in a reduction of the transverse phase-space density of the beam through the downstream tracker stations. The transverse phase-spaces at the downstream tracker stations are not directly comparable, however, when the beam has a large longitudinal momentum spread. A particle's individual Hamiltonian will remain conserved unless it encounters a dissipative force. However, collective effects need to be treated more carefully. From Liouville's theorem, it is the phase-space density that remains constant as a function of time. However, over that time period, the


Figure 7.13: The MC truth transverse density distribution at the ten tracker stations for the 6-140 "flip" mode beam for the distribution that made it to TOF2 when the polyethylene wedge was present in the MICE cooling channel.
phase-space volume can change shape. Therefore, if the time-of-flight differences for a selection of particles between two tracker stations is large, the particles arriving at the downstream tracker reference plane will be part of a continuously evolving phase-space volume passing through the downstream tracker (i.e. a helically rotating phase-space volume), with the measured phase-space volume not reflective of any of the particles. A possible correction procedure could involve using the mean arrival time at a tracker station for a collection of particles and correcting the transverse components of the beam by the difference in the mean arrival time and the actual arrival time. This can only be done if the magnetic field is sufficiently well known. For the polyethylene wedge, the magnitude of the time-of-flight differences between the particles continues to grow through the downstream tracker as a result of the dispersion in the beam, resulting in the calculated transverse phase-space density continuing to change.

The 6D phase-space density appears to be approximately conserved for the 6-140 no absorber scenario (Fig. 7.14), while the 10-140 no absorber scenario shows a slight reduction in the 6D density. This may be due to a transfer between the transverse and longitudinal beam components. In this case, the transverse beam components may require a correction, as high radius particles with a larger transverse momentum will have longer time-of-flights paths than low radius particles of the same momentum.

For the polyethylene wedge case, the 6D density has decreased, while for the lithium hydride case, the 6D density has slightly increased. The distributions are biased however by transmission losses.


Figure 7.14: The true 6D density distribution in "flip" mode for the distribution that made it to TOF2 at the tracker reference planes. Top left: 6-140 lithium hydride, top right: 6-140 polyethylene wedge, bottom left: 6-140 no absorber, bottom right: 10-140 no absorber.

In an ideal scenario, the full upstream sample could be compared to the measured downstream sample. However, transmission losses mean this is not possible. This can be seen in Fig. 7.15 which considers the MC truth transverse density distribution for the 6-140 no absorber "flip" mode beam for the full upstream distribution, the distribution that made it downstream and the distribution that made it to TOF2 at the tracker reference planes. The transmission losses bias the downstream sample. To get around the issues of transmission losses, MICE normalizes the downstream phase-space density by the ratio of the sample sizes between the upstream and downstream distributions. However, as was previously shown, such a normalization is incorrect if the particle distribution of the missing sample doesn't match that of the full upstream sample (as is the case in MICE). In this case, the normalization procedure must also account for the changing covariance matrix to be able to compare
the full upstream distribution to the remaining downstream distribution (Eq. 7.23). Such a correction procedure will be attempted in the next section.


Figure 7.15: The MC truth transverse density distribution for the 6-140 no absorber "flip" mode beam showing the full upstream distribution, the distribution that made it downstream and the distribution that made it to TOF2 at the tracker reference planes.

### 7.4 Unbiased cooling

The aim of this section is to show ionization cooling unaffected by transmission losses. However, this is not possible, as the undetected particles can't be measured. Phase-space density plots can therefore be used to show cooling for a fraction of the beam within a given phase-space volume. This means the downstream particles need to be calculated over the same phase-space volume as the upstream sample, after that phase-space volume has been transported downstream. For the remaining downstream sample, the densities of the particles in that phase-space volume can then be shown. This means that for a fraction of the beam, an unbiased cooling signal can be shown unaffected by transmission losses. The plots can also show at what fraction of the beam transmission losses begin to spoil the cooling signal.

The full downstream phase-space volume (and therefore the covariance matrix for that beam sample) can be calculated using an imputation technique. For the particles that were transported downstream from the upstream tracker reference
plane when no absorber was present in the MICE cooling channel, a transfer matrix can be found. If the Residuals between the true position (and momentum) and the position (and momentum) predicted by the transfer matrix is small enough, the position (and momentum) of where the un-transmitted particles should have ended up can be determined to a reasonable accuracy. The transfer matrix can then be used to transport all the particles of the full upstream sample downstream. The transported particles can then be used to calculate the covariance matrix at the downstream tracker reference plane that should be used to calculate the densities for the particles that were actually transmitted. The particles at the upstream and downstream tracker reference planes can now be calculated over the same phase-space volumes. Therefore, for the remaining fraction of the transmitted beam, an unbiased change in the phase-space density can be shown.

To summarise, six different distributions will be considered:

- The Transmitted Upstream Sample, i.e. after a downstream cut or a TOF2 cut has been applied.
- The Transmitted Downstream Sample. The density distribution for only the measured sample.
- The Full Upstream Sample.
- The Predicted Downstream Sample. The transfer matrix is applied to the Full Upstream Sample, to predict what the downstream sample should look like without any absorber or acceptance effects.
- The Full Downstream Sample. It uses the predicted downstream sample, but substitutes in all of the actual measurements at the downstream tracker reference plane if they exist.
- The Unbiased Downstream Sample. It takes the full downstream sample, but removes any particles whose density was predicted, i.e. it only includes the downstream measurements, but with their density calculated over a phase-space volume that didn't have any transmission losses.

Fig. 7.16 shows the six distributions for the $6-140$ no absorber scenario when a downstream cut has been applied to the appropriate distributions. The plot shows that the transverse phase-space density for the full upstream sample (blue) is nearly identical to the density of the predicted downstream sample (green). This means the two distributions occupy the same phase-space volume, with the covariance matrix describing the samples having only been changed by the magnetic field transporting the particles, and not by any transmission losses.


Figure 7.16: The MC truth transverse phase space density distribution for the six beam samples considered in this section, when a 6-140 no absorber "flip" mode beam passes through the MICE cooling channel.

The cumulative survival plots of the six different density distributions can be seen in Fig. 7.17 for a 6-140 no absorber beam (top) and a $6-140 \mathrm{LiH}$ beam (bottom). In the left plots, the full upstream sample can be compared to the predicted downstream sample, and shows a small amount of heating has occurred as a result of the transfer matrix. In the middle plots, the transmitted samples have been replaced by the transmitted upstream sample calculated over the full upstream distribution and the predicted downstream sample. As the differences between those two samples are similar to the differences between the full upstream sample and the predicted downstream sample for both absorber scenarios, the transfer matrix approach has found an appropriate downstream phase-space volume for both absorber scenarios. Finally, in the right plots, the predicted downstream distribution is replaced by the full downstream distribution, while the transmitted predicted distribution is replaced by the unbiased downstream sample. The unbiased downstream sample can now be compared directly to the full upstream distribution. If the unbiased downstream distribution (red) is above the full upstream distribution (blue), then the beam has been cooled for that fraction of the beam. This can be more clearly seen in the ratio plots.

Figures 7.18, 7.19 and 7.20 show the ratios of various beam samples for the $6-140$ "flip" mode beam when no absorber material (left), lithium hydride (middle) or a polyethylene wedge (right) was present in the MICE cooling channel. A downstream
cut has been applied for the top plots, while a TOF2 cut has been applied for the bottom plots. In the following ratio plots, a value above one indicates heating, where the phase-space volume has increased, while a value below one indicates cooling, where the phase-space volume has decreased.

Fig. 7.18 shows the ratio of the transmitted upstream sample calculated over the full upstream covariance matrix versus the predicted transmitted downstream sample. The plots show that the transfer matrix assumes a similar amount of heating for all three absorber scenarios. This means a direct comparison between the three absorbers scenarios can be made when the actual downstream samples are considered.

Fig. 7.19 shows the ratio of the full upstream sample versus the transmitted upstream sample calculated over the covariance matrix of the full upstream sample. The plots show at what fraction of the beam transmission losses kick in that could spoil the ionization cooling result.

Finally, Fig. 7.20 shows the ratio of the full upstream sample over the unbiased downstream sample. This is the ionization cooling plot, unaffected by transmission losses (though not necessarily unaffected by any transfers between the longitudinal and transverse beam components). For the no absorber scenario, heating of the beam can be seen, while for the lithium hydride Scenario, cooling of the beam can be seen for approximately $70 \%$ of the beam before transmission losses spoil the result. The cooling result is spoiled even earlier when a stricter TOF2 cut is applied. The transmission losses pose a significant issue for the polyethylene wedge scenario where the TOF2 cut is required for the longitudinal components of the beam. The curves in the polyethylene wedge plots are due to the dispersion in the beam that needs to be corrected for, however such corrections are beyond the scope of this thesis. As the 6 D density remains approximately conserved for the no absorber scenario (7.14), the heating seen for the transverse phase-space volume is due to a transfer between the longitudinal and transverse components of the beam.

The difference between the no absorber and lithium hydride plots (Fig. 7.20) gives an indication of how much the lithium hydride absorber has reduced the transverse phase-space volume of the majority of the beam. The reduction in the phase-space volume appears far more modest in the 6D density plots (Fig. 7.14) as the lithium hydride absorber has also increased the longitudinal phase-space volume of the beam. To decrease the longitudinal phase-space volume of a beam requires an RF cavity. For MICE, the RF cavity can be used to ensure that the reduction in the transverse phase-space volume can be maintained as the longitudinal phase-space volume of the beam is reduced.


Figure 7.17: The MC truth transverse phase space density distributions for the six different beam samples considered in this section. The distributions are considered across three plots for the 6-140 no absorber beam (top) and the 6-140 lithium hydride beam (bottom).


Figure 7.18: The ratio of the transmitted upstream sample calculated over the full upstream covariance matrix versus the predicted transmitted downstream sample. Left: 6-140 no absorber, Middle: 6-140 lithium hydride, Right: 6-140 polyethylene wedge, top: Downstream cut, bottom: TOF2 cut.


Figure 7.19: The ratio of the full upstream sample versus the transmitted upstream sample, calculated over the covariance matrix of the full upstream sample. Left: 6-140 no absorber, Middle: 6-140 lithium hydride, Right: 6-140 polyethylene wedge, top: Downstream cut, bottom: TOF2 cut.


Figure 7.20: The ratio of the full upstream sample over the unbiased downstream sample Left: 6 - 140 no absorber, Middle: 6-140 lithium hydride, Right: 6-140 polyethylene wedge, top: Downstream cut, bottom: TOF2 cut.


## Conclusions

A charge exchange experiment was performed at KURNS to investigate electron detachment cross-sections as a function of projectile energy. Using an $11 \mathrm{MeV} \mathrm{H}^{-}$ beam striking a carbon foil, the $\sigma_{-10}$ electron detachment cross-section (Fig. 2.15) was found to be $1.896_{-0.536}^{+1.859} \times 10^{-17} \mathrm{~cm}^{2} /$ atom, while the $\sigma_{01}$ electron detachment cross-section was found to be $0.749_{-0.212}^{+0.734} \times 10^{-17} \mathrm{~cm}^{2} /$ atom. The limitations of the analysis in this thesis should be kept in mind, however.

The Muon Ionization Cooling Experiment (MICE) investigated ionization cooling by passing a muon beam through several types of absorber materials, including liquid hydrogen and lithium hydride. The systematic uncertainties associated with the liquid hydrogen absorber were investigated, finding three main contributions. The contraction of the absorber vessel and deflection of the absorber vessel windows due to internal pressure reduced the central warm bore length of the MICE absorber vessel by $0.4 \pm 0.2 \mathrm{~mm}$. The combined absorber vessel window thickness at the centre of the absorber was found to be $785 \pm 13$ microns. The temperature during the steady state period of the MICE experiment when the pressure remained constant at $1085 \pm 5 \mathrm{mbar}$ was found to be $20.5 \pm 0.2 \mathrm{~K}$ for each sensor. Combining the eight sensors, an average temperature of $20.51 \pm 0.06 \mathrm{~K}$ (Fig. 3.8) was obtained during the steady-state period of the experiment, corresponding to a liquid hydrogen density of $70.55 \pm 0.07 \mathrm{~kg} / \mathrm{m}^{3}$.

The MICE reconstruction software was investigated, finding small biases for the reconstructed transverse momentum and large biases for the reconstructed longitudinal momentum. The biases showed various dependencies including the magnetic field used, the tracker considered, as well as the transverse and longitudinal momentum of the particle. The biases were primarily driven by an assumption of a uniform magnetic field in the tracker regions of the MICE experiment. The modelled
magnetic field however varied by $2-3 \%$ from the mean magnetic field (Fig. 5.1).
The two magnetic field mapping studies performed by MICE could only measure the magnetic fields of the individual spectrometers and focus coils, as it was not possible to perform the field mapping study with all of the solenoid coils powered simultaneously. Of the two field mapping studies performed, only the latter was performed with the steel Partial Return Yoke installed. However, for the MICE analyses, the magnetic field map from the first study was used. This means there are significant uncertainties associated with the magnetic field as well as the alignment of the solenoid, tracker and magnetic axes. Simulations were performed varying the magnetic field and the alignment of the solenoid, tracker and magnetic axes to observe how the bias on the MICE reconstruction changed. The results were summarised in Tables 5.6, 5.7 and 5.8.

When there are symmetric transmission losses, the covariance matrix of a beam sample can be separated into the covariance matrix of the transmitted sample and the covariance matrix of the missing sample, normalized by their respective sample sizes (Eq. 7.23). This becomes important when comparing different beam samples as the quantities used to compare them (emittance, amplitude and density), depend on the covariance matrix of the beam sample.

Transmission losses meant the particles measured at the downstream tracker reference plane couldn't be compared directly to the particles at the upstream tracker reference plane. As the missing particles are inaccessible, a transfer matrix approach was used to determine the covariance matrix the particles at the downstream tracker reference plane should be calculated over, so that a direct comparison could be made with particles at the upstream tracker reference plane, even when there were transmission losses i.e. they were calculated over the same phase-space volumes.

Phase-space density plots of Monte Carlo simulations were presented accounting for transmission losses when no absorber material, the lithium hydride absorber or the polyethylene wedge were present in the MICE cooling channel (Fig. 7.20). The curves in the polyethylene wedge plots are due to the dispersion in the beam and need to be corrected for, however such corrections are beyond the scope of this thesis. The no absorber material scenario showed heating of the beam, while the lithium hydride scenario showed cooling for a fraction of the beam. However, for the lithium hydride scenario the longitudinal phase-space volume has also increased, meaning acceptance effects of the MICE cooling channel can't be ruled out. The longitudinal phase-space volume of a beam can be reduced using an RF cavity, though this wasn't possible at MICE. Restoring the longitudinal phase-space volume of a beam would allow for the direct comparison of the transverse phase-space volumes of a beam in the MICE cooling channel when no absorber material was present or when the lithium hydride absorber was present.
"For a moment there, I thought we were in trouble"

- Butch Cassidy
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