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Recursive Bayesian Estimation for Discrete-Time
Systems With State-Dependent Packet Dropouts: A
Cross-coupled Method

Qinyuan Liu, Zidong Wang, Hongli Dong, and Changjun Jiang

Abstract—In this paper, the recursive Bayesian estimation
problem is investigated for a class of linear discrete-time systems
subject to state-dependent packet dropouts. During the transmis-
sion to a remote estimator, the data packets carrying the local
measurements might be dropped if the system state is located
within certain occlusion region, and this gives rise to a non-
stationary dropout process relying on real system states. In this
scenario, due to the exponential growth of the computational cost,
it is almost impossible to calculate the exact posterior distribution
of the system state for the purpose of optimal state estimation. To
address this issue, we propose a novel cross-coupled estimation
framework consisting of two interactively working estimators,
namely, a region-label estimator and a state estimator, where the
former is utilized to obtain the optimal estimates of the region-
label sequence in the maximum a posteriori sense, while the latter
is adopted to achieve the optimal estimates of the system states
in the minimum mean-square error sense. Moreover, a sufficient
condition is obtained to ensure the mean-square boundedness of
the resultant estimation error. The effectiveness of the proposed
cross-coupled estimation framework is verified by a numerical
simulation example.

Index Terms—State estimation, Bayesian inference, stochastic
systems, state-dependent packet dropouts, Kalman filter.

I. INTRODUCTION

State estimation has been an active research realm over
the past few decades due mainly to its significant applica-
tion insights in a variety of areas such as computer vision,
guidance and navigation, econometrics, target tracking, and
power systems [7], [14], [35], [36]. A fundamental issue for
state estimation is to develop appropriate algorithms capable
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of restoring system states of interest based on a series of
measurements observed over time, and some well-known
algorithms have been developed for Kalman filtering, extended
Kalman filtering, unscented Kalman filtering, particle filtering
and Bayesian filtering [1], [4]-[6], [19], [20], [29], [30], [41].
Among other, the Bayesian filtering method, which views
state estimation as a probability inference process, aims to
establish the posterior probability density function (PDF) of
the interested system state. Such a method has proven to be
extremely powerful in dealing with state estimation problems
for complicated dynamic systems subject to nonlinear process-
es and/or non-Gaussian noises. It is noteworthy that most of
the aforementioned filtering algorithms can be deduced from
the Bayesian framework according to different approximations
employed in the computational procedure.

Owing to the rapid development of sensing, processing
and communication technologies, the networked systems have
recently found widespread applications in control engineering
and signal processing [8], [9], [12], [17], [47], [48]. Under the
networked configuration, the measurements of sensor nodes
are transmitted to a remote estimator for further processing
via communication networks [3], [13], [21], [27], [28], [40],
[44]. Since the capacity of networks is often limited in prac-
tice, measurement transmission suffers inevitably from certain
network-induced phenomena including channel congestions,
communication delays and signal distortions [24], [42], [43],
[45], [49], and this might eventually result in unexpected
packet dropouts of transmitted measurements which, if not
properly dealt with, could further the jeopardize the estimation
performance or even lead to the divergence of the estimation
error dynamics.

According to the way it occurs, the phenomenon of the
packet dropout can be generally characterized by two main
models. The first is the independent and identically distributed
(i.i.d.) Bernoulli model where the packet dropout phenomenon
is described by a Bernoulli i.i.d. random process [2], [18],
[22], [26], [32], [34], [46], and the second is the two-state
Gilbert-Elliot channel model where the packet dropout is
characterized by using a binary Markov chain [10], [15], [16],
[23], [39]. Basically, in comparison with the i.i.d. Bernoulli
model, the Gilbert-Elliot channel model has been deemed
to be more general because of its capability of capturing
the temporal correlation in practical communication channels.
So far, considerable research attention has been devoted to
the networked state estimation subject to packet dropouts
described by the two models.
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For the i.i.d. Bernoulli model, the optimal linear estima-
tion problems have been investigated in [18], [34], where
linear minimum variance filters have been designed based
on the statistics of Bernoulli variables. The stability issue of
the Kalman filter with intermittent measurements has been
considered in [22], [26], [32] and a threshold of the packet
dropout rate has been critical in ensuring the convergence
of the mean covariance. As for the Gilbert-Elliot model,
the optimal recursive estimation problems have been fully
examined in [15], [23], and the Kalman filtering problem with
Markovian packet dropouts has been further addressed in [16]
with sufficient conditions established for the stability of the
peak covariance process. Moreover, the relationship between
the peak-covariance stability and the mean-square stability has
been thoroughly discussed in [39].

Up to now, the optimal state estimation problems subject
to various kinds of packet dropouts have drawn considerable
research attention, and most existing results have been ob-
tained by formulating the packet dropout phenomenon as a
Bernoulli or Markov random process. Such a formulation,
unfortunately, might be inappropriate in some practical s-
cenarios [25], [38]. For example, consider the scenario of
remote target tracking where the target information is first
collected by local sensors and then transmitted to an estimation
center for further processing. When the target enters certain
occlusion regions, data transmission between the sensor and
the estimator could blocked, making the sensor observations
unavailable to the estimator. In this case, the phenomenon of
the packet dropouts turns out to be a non-stationary random
process dependent on the real-time target state, and this renders
substantial difficulties to the corresponding filter design and
stability analysis.

To tackle the state estimation problem related to state-
dependent packet dropouts (SDPDs), some initial efforts have
been made in [37] where the packet loss has been described by
a state-dependent hybrid measurement model and the optimal
estimation has been accomplished by using the orthogonal
projection approach. The pioneering results presented in [37]
have been obtained based on a proposed optimal estimator
in the /inear minimum mean-square error (MMSE) sense.
Unfortunately, the optimal filtering problem with SDPDs is
effectively a nonlinear filtering problem and, therefore, it
makes both practical and theoretical sense to improve the
existing results by specifically tackling the inherent nonlin-
earities resulting from the SDPDs. In doing so, the Bayesian
inference framework appears to be particularly suitable, and
this motivates our current investigation.

Concluding the above-mentioned discussions, we are in-
terested in addressing the optimal estimation problems for a
class of discrete-time systems subject to SDPDs based on the
Bayesian inference framework. The primary contributions of
this paper can be highlighted from the following aspects. /)
To the best of our knowledge, this paper makes one of the
first few attempts to deal with the optimal estimation problem
subject to SDPDs based on a general Bayesian inference
framework; 2) a novel cross-coupled estimation algorithm,
which is composed of a region-label estimator and a system
state estimator, is proposed to obtain the MMSE estimate of

the system state; 3) several approximation methods are utilized
such that the obtained MMSE estimates have recursive linear
forms, which greatly reduces the computational complexity,
and 4) a sufficient condition is provided to guarantee the
mean-square boundedness of the estimation error dynamics.

The remainder of this paper is organized as follows. Section
II formulates the state estimation with SDPDs. Section III pro-
poses a novel cross-coupled estimation algorithm consisting
of the region-label and state estimators, and then analyzes the
mean-square boundedness of the associated error dynamics.
Numerical simulation is carried out in Section IV. Finally,
some conclusion remarks are made in Section V.

Notation: Throughout the paper, the notations utilized are
mostly standard except where otherwise stated. R™ denotes
the n-dimensional Euclidean space. The superscript T denotes
the transpose. || x || denotes the Euclidian norm of real vectors
or the spectral norm of real matrices. The indicator function
I is equal to 1 if the event €2 occurs and zero otherwise.
The PDF of a random vector z is denoted as p(z) and the
conditional PDF of z given y is denoted as p(z|y). If = €
R™ obeys Gaussian distribution, then its PDF is denoted as
p(z) & N(z, 1, %), where

1

mwae2 -
N(l'a/% ) (27T)n/2|2|1/2

exp (—%(:v —w)TE e~ u)) :

II. PROBLEM FORMULATION

A. System description

Consider a discrete linear time-invariant system described
by the following state-space model:

Tpy1 = Axy + Buwy,

_ (1)
2z = Cay + Doy

where x;, € R™ and z, € R™ are the state vector and the
measurement vector, respectively; wi € R™ and v, € R™
are sequences of white Gaussian noises with zero mean and
covariance matrices @) > 0 and R > 0, respectively; A, B,
C and D are known matrices of appropriate dimensions; and
the initial state x( obeys a Gaussian distribution with mean o
and covariance matrix ¥o > 0. It is assumed that BQB™T > 0.

B. State-dependent packet dropouts

The remote state estimation problem is investigated in this
paper where the measurement vectors zj; are transmitted to
a remote estimation center in order to generate an estimate
of the state vector xj. Furthermore, we consider the situation
where the transmissions might suffer from SDPDs.

As shown in Fig. 1, there are finite occlusion regions (for
the target plant) that are denoted as

Rf_’k, for i€ Z[l,S]

where Z; g is a set of positive numbers {1,2,---, S} with
S representing the number of the regions. The target mea-
surements cannot be transmitted to the remote estimator once
the state variables (i.e., Fxj € R™¢) fall into these occlusion
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Fig. 1. State-dependent packet dropouts. The remote estimator cannot obtain
measurements of the target plant when its trajectory enters the occlusion
region.

regions. The location of the occlusion region is defined as
follows:

o2 o e R o -l < 07} @)

where (7, = (; —ng with ¢; € R™ and r; € R representing
the expected center and the radius of the occlusion region,
respectively. ny € R™ is a white zero-mean Gaussian noise
process with covariance V. Apparently, the occlusion regions
Ry, are randomly distributed at every time k because the cen-
ter'{f_k is a random variable obeying the Gaussian distribution.
Throughout the paper, it is assumed that xg, wg, vy and ny
are i.i.d variables which are independent with each other.
We introduce an auxiliary variable as follows:

up 2 Exy + Nk, 3)

which implies that Ezj, € Ri ke is equivalent to uy € R;
where R; is an auxiliary region defined by

Ri 2 {zeR™: |z - G|]* <12},

Moreover, let us define the set of the occlusion region and the
corresponding auxiliary region (i.e., R} and R, respectively)
as follows

[ AN o o o
k — {Rl,kv 2.ky " 7RS,k}7

and
R é {R15R27" : aRS}'

As such, the measurements available at the estimator at each
sampling instant £ can be formulated by

. Zks if Uk ¢ 'R,i,
I = gf), if ug € Ri,

for i € Zj1 5), where ¢ represents the empty set. For simplicity
of presentation, we abbreviate uy € R; for i € Zj; g as
up, € R. It can be observed that, when up € R; (ie.,
Exi, € R7 ), the packet dropout occurs and the estimator will
not receive any measurement signal at instant k. Furthermore,
we introduce a region-label hy satisfying hy = i if ux € R;
and hy = 0 if uxp ¢ R. Then, the sequence of received
measurements and region-labels are denoted as

Yk = {yanlv" : ayk} and Hk £ {h()vh'lv" . 7h'k}'

C. Estimation Objectives

The estimation problem is to recursively calculate a degree
of belief in z; given the information set Yj, by constructing
the posterior PDF p(x|Y%). Generally speaking, the posterior
PDF can be obtained from the state-observation model in (1)
using the prediction-correction steps.

The prediction stage involves the knowledge of the system
model to obtain a prior PDF of the state xj, at instant & via
the Chapman—Kolmogorov equation

p(wkm—l)=/p(wklévk—l)]?(wk—l|Yk—1)dwk—1- “4)

At the correction stage, when a measurement yj is newly
available, it can be exploited to update the prior PDF via
Bayes’ rule

P(yrlzr)p(@k]Yi-1)
Pl J flaw) f (@ Y1) dzi ®

If all the observations z; from instant 0 to instant k are
obtained at the estimator, the prior PDF is naturally Gaus-
sian distributed, and its expectation and covariance can be
calculated by the Kalman filter. Moreover, if observation zj
at instant k£ suffers from a packet dropout, which randomly
occurs according to an i.i.d Bernoulli process, the correction
stage is invalid and the posterior would be equal to the prior,
i.e., p(xk|Yr) = p(xk|Yi—1) (as in [32]). Unfortunately, such
an equality apparently no longer holds in this paper since the
occurrence of packet dropouts depends explicitly on the real-
time system state. In this scenario, calculating the posterior
PDF p(x|Y:) involves integrations of nonlinear terms and
requires a large amount of computational cost, which makes
the concerned optimal filtering problem intractable in general.
To handle such an issue, a simplified workaround is developed
in the following section via designing a cross-coupled estima-
tion framework consisting of two interactively working state
estimators, i.e. a region-label estimator and a state estimator.

In what follows, we briefly describe the framework of
this cross-coupled estimation framework. To begin with, at
every instant k, let us approximate the PDF p(zk_1|Yi—1)
as a Gaussian distribution characterized with mean z;_, and
covariance P,_1. On one hand, if the observation z; arrives
at time k, then the posteriori PDF will also be Gaussian
distributed, and therefore the subsequent estimation procedure
would be the same as that of the Kalman filter by computing
the updated mean z;, and covariance Pj. On the other hand, if
the observation zj, is dropped while the region-label hj, =i is
available, then the knowledge is available about the trajectory
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of the system state located in the ith occlusion region (i.e.,
u € R;), which provides additional information for updating
the prior PDF. To be specific, we aim to 1) utilize the historical
estimation results to evaluate a most possible value for the
current region-label hy in the maximum a posteriori (MAP)
sense; and 2) exploit the obtained label to generate an MMSE
estimate of the target state.
Motivated by the above discussion, we outline the main
objectives of this paper as follows.
1) MAP estimation of Hy. The optimal estimate of the
region-label sequence is obtained by maximizing the
PDF of Hj conditioned on Yy, i.e.

= argrrlliaxp(HMYk). (6)
k

i1) MMSE estimation of x;,. The MMSE estimate of the
system state is obtained by calculating the expectation
of x;. conditioned on both Y}, and Hy, i.c.

jk ZE{IHH;C,Y;C}. (7)

Before proceeding, a useful lemma is provided as follows
to benefit the subsequent derivation.

Lemma 1 ( [31]): Given two Gaussians N (z, p1,%) and
N (p2, Az, 39), letting

fe 2 B2 + 2 ATSS o
Cc £ N(MQa Aula AEIAT + 22)
S & (St + AT AT
the following equality holds
N(:Ea M1, EI)N(N’27 Al’, 22) = CCN(:Ea Mes Ec)

III. MAIN RESULTS

In this section, we are dedicated to establishing a cross-
coupled estimation algorithm composed of a region-label
estimator and a state estimator for networked systems sub-
ject to SDPDs. A sufficient condition for the mean-square
boundedness of the estimation error dynamics will be further
obtained.

A. MAP estimation of the region-label

From the previous section, we know that a precise recogni-
tion of the current region-labels is critical to the development
of the subsequent state estimation procedure as well as the
enhancement of the state estimation performance. As such, a
recursive estimator will be firstly developed to obtain the MAP
estimate of the region-label sequence.

The propagation of the conditional PDF p(H}|Y}) can be
derived by applying Bayes’ rule as follows:

p(Hy|Yk)
~ p(yr|H, Yeo1)p(He|Yi-1)
a P(yx|Yi—1)
~ p(yr|He, Ye—1)p(he|He—1, Y1)
B (x| Y1)
where the last step follows from the fact that

p(Hi|Yi—1) = p(hi|Hy—1, Y1 )p(Hp—1|Yi—1).

P(Hi—1]Yi—1)

From the above equality, it is not difficult to see that
the MAP estimate of Hj, is, in fact, intractable because the
computational cost of the optimization problem (6) increases
exponentially as time goes on. Such a high computational cost
is inherent to the augmented dimension of H}, as k increases,
and this motivates the following approximation:

p(Hy|Yr) = p (hk, f{k71|Yk)
where

H, | = argglaxp(Hk,ﬂYk,l).
k—1

Using such an approximation, the conditional PDF p(H}|Y%)
can be rewritten as
p(Hp|Yx)
_ p(yk|hk,Hk—hYk—1)p(hk|ﬁk—1,Yk—l)p(Hk_llyk_l)_
P(Yk|Yi-1)

Given the previous estimate of the region-label sequence at
instant £ — 1, we can then reformulate the MAP estimate of
the region-label hy as

iLk = argn}laxp(hk,ﬁk,ﬂ}/k). (8)
k

Once the current estimate ;LkAiS acquired, the approximated
MAP estimate of sequence Hy can be finally obtained by
augmenting hj with the previous estimate Hj_; as

o= [ B e ).

In the sequel, we will turn our attention to the optimization
problem (8) (instead of the optimization problem (6)). Note
that a proportional counterpart of p(hy, Hi_1|Y%) has the
following form:

p(hkyﬁkfﬂyk)
O<p(yk|hk7ﬁkfl,kal)p(hku?kfhykfl)v
which implies
hy, = 3rgn}l%Xp(yk|hk;f{kfl;kal)p(hku?kflyykfl)-
To proceed further, the

p(yklhie, Hi—1,Yi—1) and  p(hy|He—1,Vi-1)
evaluated. Obviously, the following relationship

p(yk 7# ¢lhy, = z',I?Ik_l,Yk_l) =0

is true for @ € Z; 51. Consequently, whenever an observation
zi arrives, an optimal estimate of current label hy is set
to be hy = 0. In this case, the major challenge we are
encountering is to estimate the region-label h; for the case
yr = ¢. Moreover, we have

p(hk|f{k717kal)

= /p(xku?kflv kal)p(hkwk; Hy 1, kal)dxk

probability  distributions
shall be

= /p($k|ﬁk71,kal)p(hﬂl’k)dxk- ©)
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Taking advantage of the Gaussian approximation
p(@r—1|Hp—1,Yi1) & N(@h—1,E-1, Po-1)

and the Chapman-Kolmogorov equation, the predicted PDF
p(zx|Hg—1,Yr—1) can be obtained as

plar|He 1, Yi 1)
:/p($k|$k71)p(xk71|ﬁk717kal)dxkfl

= /N(xkaAwk—luBQBT)N(xk—lai'k—laPk—l)dfck—l'
Applying Lemma 1 to the above equation yields

p($k|kalaYk71) = N (@, &1, Prjp—1) (10)

where

Tpp—1 = Ag—1,

11
Pyjj—1 = AP,_1 AT + BQB™. (D

Moreover, noting that p(hy, = i|zy) (i € Zj; g)) represents the
probability of the event that the system trajectory is in the ith
occlusion region given the condition of current state vector
T, we have

p(hy = ilog) = p(ur € Rilxy)

— (Rl [ Am(wptunlodn. (12)
where Ag,(uy) is denoted as Ag,(ug) = 0 if up ¢ R; and
Ag,(ur) = |Ri|™! if up, € R; with [R;| representing the
Lebesgue measure of R;. Note that it is analytically impossible
to calculate p(hy, = i|xy) due to its non-Gaussian distribution.
As such, a sum of Gaussian densities is employed to provide
an approximation on Ag, (ux) (see [31], [33]):

N
1
Ar, (ur) ~ > N (g, 5y, Vi)
s=1

where the mean and covariance of the sth Gaussian distribution
are denoted as u;, and V3, respectively. For brevity, u;, are
chosen by equidistantly sampling the region R;, and V; are
chosen to have the same value V. Moreover, by introducing
a new variable

X = Vi + Uy,
we have
/N(“kaﬁfka Vi) p(ug|zx ) duy,
:/N(uk’ﬁfk;Vk)N(Uk,Exk,\I/k)duk
= N (@, Exy, Si),

where the last equality follows from Lemma 1. Substituting
the above equation into (12) yields

N
1
p(hk = ’L|$k> = N|R1| ZN(ﬁfk,Exk, Ek)

s=1

(13)

Combining (10) and (13) and using Lemma 1 once again,
we have

D (ivklﬁk—l,yk—l) p(hi = ilay)

N
1 N .
N IRl ZN(ufkv Exi, Se)N (wk, Eji—1, Prje—1)

s=1

N
1
=% > Wi N (@, 03, Ok) (14)
s=1
where
-1
O = (P,;‘;fl + ETE,;lE) ,
(15)

05 = Ok (Pt s orp + BTSN3 )
wi, = [Ri| N (@, E2gjp—1, EPy—1 E* + Si).

By noting that the integral of the Gaussian distribution over
the state is equal to 1, an explicit expression of (9) can be
derived as

p(hk = i|Hj_1, kal)

= /p(Ik|ﬁk71,Yk71)p(hk = t|xy)dzy
) N
— N/wak/\/(xkﬁfk,@k)dxk
s=1

1 N
s=1

for i € Zp g It is acknowledged that, when the system
trajectory is in the occlusion region, the transmission would
suffer from packet dropouts, and thus

(16)

p(yk = ¢lhy = i,ffk—l,yk—l) =1, fori € Zp g

Therefore, the MAP estimate of the current region-label can
be given as follows:

0, if Yk = 2k,
hi, = al (17)

In summary, the proposed MAP estimation procedure of the
current region-label hy, is outlined in Algorithm 1. It is worth
pointing out that the proposed algorithm works in a recursive
manner, where the label sequence Hj_1 and state estimate
ZT—1 at instant k—1 are required to generate an MAP estimate
of the region-label hj at instant k.

B. MMSE estimation of the system state

Given the MAP estimate of the region-label sequence Hy,
we are now in the position to compute the approximated
MMSE estimate of the state vector in this subsection.

According to the arrivals of the measurements, the posterior
PDF p(zx|Hy,Y:) can be divided into two situations. Firstly,
we consider that the measurements are able to be received by
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Algorithm 1 MAP estimate of the region-label Hy.
Hy = MAPH [4_1, P, Hi1, 2]

Input: Zj_1, Py—1, Hy 1, 2.
Output: Hj,.
1. calculate the one-step prediction
Tpjp—1 = Ag-1.
2: calculate the parameters
wiy, = [RilN (@, Edppp—1, EPg—1 ET + S).

if the observation arrives, i.e., yx = 2i, then
set ﬁk =0.

else if the observation is missing, i.e., y; = ¢ then
calculate fy, by solving

A

N
hy = arg max W
'LGZ[U,S] —

7. augment Hy_, and hy as Hj, = [ Hyy by ]
8: return ﬁk.

the estimator at instant k£ (i.e., hy = 0). Then, the prior PDF
can be updated via the Bayes’ rule as follows:

p(xk|Hy, Y)

_ p(zr, helor, Hy 1, Y1) p(ox|He—1, Y1)
a p(2k, hie| Hp—1, Y1)

_ pzr, helor)p(ar [ He—1, Y1)

B (2, hie|H—1, Y1)

where the last equality exploits the fact that x; has the
sufficient information to determined z; which makes the
information from Hj;_; and Y,_; redundant. Moreover, the
normalizing constant p(zx, hx|Hg—1,Yr—1) can be written as

P2k, hie| Hi—1, Yi—1)
= /p(zkahk|$k)p($k|Hk—laYk—l)dl'k-

As has been shown in (10), under the Gaussian approxi-
mation of the conditional PDF p(xy_1|Hg—1,Yr—_1), it is not
difficult to see that the prior PDF of the state vector at time
k has the following structure:

(k| He—1, Y1) = N(@k, Tpjp—1, Prjp—1)-
Moreover, it is apparent that the likelihood function
p(zk, hklxk) = N(Zk, C.%‘k, DRDT)

is Gaussian. In light of Lemma 1 and the matrix inversion
lemma, the posterior is also a Gaussian distributed PDF of the
form:

plak|Hy, Yi) = N(xk, T, Pr)

with mean and covariance given by

Bk = Eppp—1 + Pop—1CT (2 — CRppren),
Py = Pyjj—1 — Py—1CTQ  C Py,

Q = CPy_1C" + DRD™. (18)

According to the properties of Gaussian distributions, it can
be seen that the MMSE estimate of the state xj is Zj given
in (18).

As for the situation where the measurements are dropped
at instant k, we know that the system trajectory is in the ¢th
occlusion region (i.e., hy, = 1, for i € Zjg, g7), and therefore the
posterior PDFs p(x| Hy, Y) can be obtained via the following
Bayes’ rule:

p(zr|Hy, Yi)
_ plyr = ¢, by = i|er)p(er|Hi—1, Yi—1) (19)
p(ye = ¢, hiy = i|Hp—1,Yi—1)

where the likelihood function can be determined from (2) and
(3) as follows:

p(yr = &, b = i|z) = p(up € Rilzk)

= /p(uk € Ri)p(ug|xy)duy. (20)

It is trivial to see that

p(yx = ¢, hi = ilxr) = p(hy = ilzg),

and
Py = ¢, hiy = i1|Hi—1,Yi—1) = p(hy = i|Hp—1, Y1),

fori € Zjy,s). Substituting (14) and (16) into (19), we have the
following Gaussian sum approximation to the true posterior
PDF:

N

w?
plawl Ve, Hy) = ) —xo—
s=1 Zs:l wisk

Note that the above posterior PDF (approximated by a sum
of Gaussians PDFs) could be further approximated by a single
Gaussian PDF N (zy, 2%, Pr) whose structure is similar to that
of the prior probability distribution p(a;_1|Yx—1, Hr—1). By
doing so, the approximated posterior PDF can be calculated
recursively in each step. Next, we need to determine the
mean and covariance I, and P, so as to obtain the best
approximation. To achieve this goal, the Kullback-Leibler
divergence is introduced as follows to measure the difference
between two probability distributions f;(z) and f2(z) over
the same variable x:

D (f1(x), faolx)) £ / f1() log

N(‘Tkv ez'skv 67@)

fi(x)
f2(x)

Then, the best mean and covariance that minimize the
Kullback-Leibler divergence between

dzx.

N

S
Z Wik

N S
o1 D1 Wik

N(‘Tkv kau @k)
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and N (zy, 2y, P.) can be obtained by solving the following
optimization problem:

N S
W
min D — kN (21,05, O%), N (1, %, Pr) | -
e, P <;Zi\[—1‘*’fh | ’ M )

whose unique solution is

N

w?
S E ik s
T = 75 elk )

N
1 Dem1 Wik

N S
)
By = Z .
s=1 Zs:l wisk
which is optimal in the MMSE sense. To sum up, the pro-
cedure of the proposed MMSE estimation scheme can be
outlined in Algorithm 2.

21)
(O + (2 — 03) (@~ 03)") |

Algorithm 2 MMSE estimate of the system state x.
[#k, Pr] = MAPX [#4_1, Pe_1, Hy, 2]

Input: ikfl, Pkfl, Hk, Zk.
Olltpllt: jk, Pk.
1: calculate Zy—q and Pyx_1 by

Tppp—1 = Alg—1,
Pyjj—1 = AP, AT + BQB™.

2. if hy =0, then
3: calculate z;, and Py by

Bk = Eppp—1 + Pep—1CTQ 2k — Cagppn),

Py = Pyi—1 — Pip—1CT Q' C Py,

Q= CPyx—1C" + DRD™.
4: else if hy =i, fori =1,2,--- 5, then
5: calculate the parameters O, w;,, and 0;, by

-1

O = (Pgi, + E'S'E)

05 = Ok (Pt ap + BT )

wiy, = [RilN (@, Edppp—1, EPg—1 ET + ).
6: calculate z;, and P by

N

Be=>

N s
i1 Dem1 Wik

N WS
hy i

N s
1 Dem1 Wik

7: return Ty, Pj.

s
Wik s
ik

(@k + &k — 05) (3% — 9§k)T) .

Up to now, the MAP estimation of the region-labels and the
MMSE estimation of the target state have been presented in
Algorithms 1-2. The region-label estimator is able to generate
the MAP estimate of the region-label when the target plant is
in the occlusion region, and the state estimator is capable of
generating the MMSE estimate of the real-time system state.

It should be further explained that, at instant k, to implement
Algorithm 1, one requires the knowledge of Z;_; and Py
provided by Algorithm 2. Also, when implementing Algorithm
2, one requires the knowledge of R provided by Algorithm
1. In this sense, with the initial information Zo and F,, the
MMSE estimate of the system state shall be obtained using
both Algorithms 1-2 in a cross-coupled manner as shown in
Fig. 2.

Label Estimator
MAPH|R )1, Px—1, Hi—1, 2]

Zy _ Xy Pk

Hy >

\

State Estimator
MAPX[Xy—1, Pr—1, ﬁkn zi]

v

Fig. 2. Cross-coupled estimation algorithm

C. Boundedness analysis

In what follows, we aim to discuss the mean-square bound-
edness of the proposed cross-coupled estimator. For simplifica-
tion, we consider the case of £ = I. The following preliminary
assumptions are made before proceeding.

Assumption 1: The pair (A, C) is detectable.

Assumption 2: There are positive real numbers a,7,b, b, q,
d, X, X > 0 such that the following inequalities B

1Al < a,
W]l <,
b<|B| <0,
¢ <RI <4q,
X <12kl < x,

are satisfied for every k£ > 0.

Assumption 3: There are positive real numbers 7, ¢, @ > 0
such that 7, < 7, |G|l < ¢, and || — ¢l < @, Vi,7 €
{1,2,---,S}.

The inequalities (22) in Assumption 2 impose some con-
straints on the system parameters, and Assumption 3 supposes
that the radius and the spatial locations of the occlusion
region are upper bounded. These assumptions are in general
quite mild for practical systems with numerically calculated
parameters.

Theorem 1: Under Assumptions 1-3, if the inequality
ELQ2 Xq < 1 is satisfied, then the estimation error e, = z — T,
is bounded in the mean-square sense, i.e.,

(22)

sup E{|lex|*} < +oc.
Vk

Proof: The proof of this theorem is divided into two
situations. Firstly, we consider the situation where there exists
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an instant kg such that, for every instant k£ > kg, the target
would never enter the occlusion region. In other words, the
measurements will be always received, and Algorithm 2 is thus
degraded to the standard Kalman filtering algorithm. Since
(A,C) is detectable and BQB > 0, it is straightforward
to see that, given any initial state %, and covariance Py,
the resultant covariance will always converge, and this proves
supyy, E{[lex 2} < +oo.

The second situation considers that, for instant £ > kg, the
target would re-enter the occlusion region after a finite interval
k1. The packet dropouts occur at instant k = kg + k1, and the
corresponding label estimate given by Algorithm 1 is hy, = i.
From (21), we have

N S
55
ek =ak— Y kg5, . (23)

s=1 Zivﬂ Wi '
Denote

Wik
Zivzl Wik

Then, one has 0 < o, <1 and Zivzl o, = 1. Inserting (15)
into (23) yields

s __
Qi =

N
s -1 A —1~5s
€ = Tk — g aik@k (Pk|k—1xk‘k_1 + Ek uik)
s=1
(24)
N
-1 - s —1~5
=2k = OrPy_ Tjk—1 — E g, Ok gy,

s=1

Utilizing (11) and recalling
0. = Pkfziq +3
it is not difficult to establish
Ok Py 1 Zkik—1 = (I — Ok Sy ) ARy 1.

Substituting the above equality into (24) leads to

N
ex = kak_“i_lAek—l - ZakakEglﬂfk
s=1
+ @kE,:lxk + ekpki‘;,lekfl-
Adding the zero terms
O1E; Al = G) — Ok S M Alng — Gi)

and

N N
PIRACI e AT e
s=1

s=1
to both sides of the above equation results in

N
er = GkP,;‘,i,lAek—l - Z a0, (@, — G)
s=1

+ 9;92;1(.%';9 + ng — Q) + kak_\/];—lek_l
— 0,8, (e — G) — OkSL G

8

Taking norms on both sides of the above equation yields
that

llexll < 1O& 1Pl (1AM ex—1 ]l + 1Bl [lwr—1]1)
F O NIZL | Ul + 7 = Gll + [lnell + 2011

N
+ > agllOlllS; e, — Gll-

s=1

(25)

From the fact BQB™ > 0, it is readily obtained that
Py_1jp = APy_1jp—1 AT + BQB" > 0.
As such, one has
0 <[Pl < b

Moreover, we have
—1
O = (Pt +5') <%

Since the remote estimator does not receive the transmitted
signals, one knows that the target state is in certain occlusion
region. Although the label estimate given by Algorithm 1 is
hy, = i, the actual target state could be in the jth region (i.e.,
ur, € Rj) accounting for the possible estimation error, and
this indicates that

ok +mk = Gill* < Ml +mx = GIZ 411G = GII?
+ 2|k + = GG = Gll
<(F+9)?
for all © € Zjy, 5. Moreover, since uj, are chosen by equidis-

tantly sampling the region R;, it is direct to see that @}, € R;,
and therefore we have

l[ady — Gill <7
Taking expectation on both sides of (25) yields
E{llesll} < xb*a(@B{llex-1}
+hvd) + X (47 + 6+ Vi)

where we have used the facts that E{w] w1} = tr(Q) <
nwq and E{nfn;} = tr(¥y) < n,t. Since k; is a finite posi-
tive number, during the interval [k, k1] when the observation
is available, it follows from the properties of the Kalman filter
that ||ex—1|| should have an upper bound. Moreover, notice
xb*Ga < 1 and

d+1
Ellew+al} < (a°xa)  E{ler-1}
+ab*xq(l— e/ (1—e)

where € = )ZQQBq\/nw(j—i—)’(X*l (4?‘—1—9&34—\/@). Then, we see
that for any bounded initial condition E{||ex_1||} (as d — o0),
even if the target state always stays in the occlusion region,
E{|lertall} will finally converge to ab®¥g/(1 — €). From the
above discussions, we have supy;, E{||ex||} < +oo, which
completes the proof. [ |

As has been discussed, Assumptions 1-3 natually hold
for many practical systems, and therefore, the mean-square
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boundedness of the estimation error can be easily verified by
checking the condition ab®yq < 1.

Remark 1: This paper investigates the remote state estima-
tion problem subject to SDPDs. A cross-coupled estimation
algorithm is proposed, which is composed of a region-label
estimator and a system state estimator. Although a linear
MMSE estimator has been initially designed in [37] for the
same problem, such an estimator is not optimal due to the fact
that the state estimation problem with SDPDs is essentially a
nonlinear filtering problem. In particular, when the state keeps
fluctuating over the occlusion region, the linear MMSE esti-
mator in [37] might diverge as the update terms in the Riccati
equation would be very small. Different from the linear MMSE
estimation scheme in [37], the Bayesian inference approach
has been utilized to solve the concerned nonlinear filtering
where the region information has been exploited to estimate
the target state according to (19), which could constrain the
state in a desired interval. Moreover, a sufficient condition is
established to guarantee the mean-square boundedness of the
resultant estimation error.

IV. ANUMERICAL EXAMPLE

In this section, a numerical example is presented to verify
the effectiveness of the proposed cross-coupled estimation
algorithm for systems with SDPDs.

The state propagation of the target plant is given by (1) with
transition matrix

1.01 0.1 0
A= 0 1.01 0.1
0 0 —1.02
and measurement matrix
2 3 1
¢= [ 1 0 098 } '

The covariances of the process and measurement noises wy
and v, are assumed to be Q = 0.3I3 and R = 0.2,
respectively. The initial value of the state xy obeys a Gaussian
distribution with mean o = [ 5 5 5 ]T and covariance
Yo = 41s.

Let

T
= 216 T2k T3k |

with x; ;, being the ith component of state vector . Suppose
that the packet dropout occurs when the first component of
the state vector enters the occlusion region, i.e., 21, € R(i), k-
The occlusion region RY, is given as

Rip={zeR: |z~ 3k”2 <r?}

where (7) = (; —ny. The expected center and radius of these
regions are given by ¢; = 20i, for i € {1,2,3,4} and r; = 5.
ni € R is a white Gaussian noise sequence with zero mean
and covariance Wy, = 0.1. It is obvious that matrix F in (3) is
FE = [ 1 0 0 ] and x1 ) € Rfk is equivalent to up € R;
with

Ri={zeR: |z -Gl <rf}.

TABLE 1
THE KULLBACK-LEIBLER DIVERGENCE

o2 0.10

2
D(-,-) | 83.4136

0.21
10.3434

0.31
7.1173

0.50
8.1292

0.80
10.5365

In this case, we have

1
ARi (uk) - ?H{Ci—HSUkSCH-H}'

According to [33], the above uniform density function can be
approximated by Gaussian sums

N
1 ~S S
AR, (ur) = N ZN(ukvuikvVik)'
s=1

The number of Gaussian distributions are chosen to be N =
15, the mean value of each Gaussian distribution is chosen to
be 43 Vj € Z1, Ny such that the densities are equally spaced on
[¢; — 74, ¢ + 7], and the variance of each Gaussian distribution
is set to be the same (i.e., V5 = 07,Vj € Zp n) ). The
satisfactory mean and variance can be acquired by solving the
following Kullback-Leibler divergence:

N
Ir;iinD <AR1 (2), % ZN(x,&fk, oi)> )
s=1

The Kullback-Leibler divergence of these two distributions
under different variances are listed in Table 1. Via numerical
simulations, it is not difficult to find that the best variance
is 07 = 0.31. The actual uniform density function Ag, (z)
and its Gaussian sum approximation +- Zévzlj\/ (z,05,,0%)
are presented in Fig. 3. The results show that the Gaussian
sums approximate the uniform density function quite well,
and if the number of Gaussian distributions is increased, the
approximation accuracy will be further improved.

—— Actual
0.12 T Approximation (N = 8,0} = 0.59) N
- - - Approximation (N = 15,03 = 0.31)
—— Approximation (N = 50,07 = 0.1)
0.1 b
DANANMA AN M SrA N A S AN M arA N M arh M gy
PR Y Y A VI Vi VO VR U VR VAR VA W
0.08 y [\ —
B !
H !
| '
0.06 [ . ! i
H !
H !
I '
0.04 + ! \ ,
.
| .
h '
h !
0.02 h \ i
. \
b !
) v
o vl I I I I I AT
12 14 16 18 20 22 24 26 28
X
Fig. 3. The uniform density function Aw,(z) and its Gaussian sum

approximation % Zi,v:l N (z,43,,0%) with different parameters.

The one-trial simulation results of the proposed algorithm
are presented in Figs. 4-6. Fig. 4 shows that the true trajectories
of the target plant (red line) and the estimated trajectories
(blue line), and Fig. 5 plots the trajectories of variables wuy,
as well as regions R;. The labels hj (that characterize the
occlusion regions wuy) and their corresponding estimates hy, are



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to
final publication. Citation information: DOI10.1109/TAC.2023.3316989, IEEE Transactions on Automatic Control

FINAL VERSION

given in Fig. 6. These results demonstrate that the proposed
cross-coupled estimation algorithm can estimate the occlusion
regions and track the system trajectories well.

150 T T T
—— Actual trajectory
% Estimated trajectory
S 100
Q.
£
8
-E 50
E
0
0 20 40 60 80 100
15 T T T T
k=
(4]
c
g 10f
£
Q
o
2 s 1
Q
O
o]
n
0 I I I I
20 40 60 80 100
10 T T T T
5
» If ’
9] I L
aQ AAARA A W
1S oF I\ AAALN
I} | i VY
[&] | |
e ] li f
= |
'_
10 I I I I
0 20 40 60 80 100
Step k

Fig. 4. The true and estimated trajectories of the target plant, x; and Ty

0 20 40 60 80 100
Step k

Fig. 5. The trajectories of variable uj and regions R;.

Next, we compare the performance of the proposed cross-
coupled estimator with that of the intermittent Kalman filter
[32], and the linear MMSE estimator [37] (abbreviated as
CCE, IKF, and KF-IO, respectively henceforth). To make the
IKF applicable to the problem under consideration, the packet
arrival sequence is estimated utilizing the label estimator
given in Algorithm 1. When a packet arrives, the Kalman
filter is adopted, otherwise, the prediction is used. The mean-
square error (MSE), which reflects the estimation accuracy,

10

is utilized to evaluate the performance of these estimation
algorithms. Since the actual MSE of the proposed algorithm
versus time cannot be analytically calculated, the empirical
value is obtained through Ny, = 5000 independent repeated
experiments as follows:

Nue

Z @k — Znk) " (@nk — Enyk)

n=1

MSE(k) = 57—

where ,, 1, and &, ;; are the actual and estimated values of x;,
in the nth run, respectively. The MSEs of the CCE, IKF, and
KF-IO are plotted in Fig. 7, from which it can be seen that the
CCE is more effective than the IKF and KF-IO to handle state
estimation problems with SDPDs. This is because although
we equip the IKF with the label estimator, the proposed CCE
further considers the information of occlusion regions, and
thus is capable of compensating the estimation performance
even when the packet is completely missing. Moreover, KF-
IO in fact is a robust linear optimal estimation based on the
statistics of the packet dropouts, and thus inevitably induces
uncertain terms with respect to the state into the evolution of
error covariance, which would lead to divergence for unstable
systems.

T T SRR
— % — Estimated Region hy : :
O Actual Region hy, [
351 [ 4
[
[
[
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[ [
o [
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| [
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o
|
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[
|
! [
0.5F ! [ g
! [
! o
! [ |
0 R
0 20 40 60 80 100

Fig. 6. The labels hy, that characterize the regions uy, belonging to and their
corresponding estimates hy.

V. CONCLUSION

In this paper, the recursive Bayesian filtering problems have
been investigated for linear discrete-time systems subject to
packet dropouts. Unlike the widely adopted packet dropouts
whose occurrence is described by the Bernoulli or Markov
process, in this paper, the sate-dependent packet dropout has
been considered to cover the case where the target state
enters certain occlusion regions. For the sake of obtaining the
MMSE estimate of the state vector, a cross-coupled estimation
algorithm has been proposed which is composed of a region-
label estimator and a state estimator. Based on the Gaussian
sum approximations, the MAP estimate of the region-label
has been first obtained by using the observation information
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Fig. 7. The respective MSEs of CCE, IKF and KF-1O.

as well as the previous state estimate, and this has supplied the
state estimator with region information to generate an MMSE
estimate of the system state. Furthermore, we have established
a sufficient condition for the mean-square boundedness of the
estimation error dynamics. The effectiveness of the proposed
estimation algorithm has been demonstrated via a numerical

example.

REFERENCES

[1] M. V. Basin, J. J. Maldonado, and H. R. Karimi, Mean-square filtering
for polynomial system states confused with Poisson noises over polyno-
mial observations, Modelling Identification and Control, vol. 32, no. 2,
pp. 47-55, 2011.

[2] S. Battilotti, F. Cacace, M. Angelo, and A. Germani, Distributed Kalman
filtering over sensor networks with unknown random link failures, /JEEE
Control Systems Letters, 2018.

[3] S. Battilotti, F. Cacace, M. Angelo, A. Germani and B. Sinopoli,
Kalman-like filtering with intermittent observations and non-gaussian
noise, [FAC-PapersOnlLine, vol. 52, no. 20, pp. 61-66, 2019.

[4] R. Caballero-Aguila, A. Hermoso-Carazo, and J. Linares-Pérez, Optimal
state estimation for networked systems with random parameter matrices,
correlated noises and delayed measurements, /nternational Journal of
General Systems, vol. 44, no. 2, pp. 142-154, 2015.

[51 R. Caballero—Aguila, A. Hermoso-Carazo, and J. Linares-Pérez, Net-
worked distributed fusion estimation under uncertain outputs with ran-
dom transmission delays, packet losses and multi-packet processing,
Signal Processing, vol. 156, pp. 71-83, 2019.

[6] G. C. Calafiore and F. Abrate, Distributed linear estimation over sensor
networks, International Journal of Control, vol. 82, no. 5, pp. 868-882,
20009.

[7] Z. Chen, Bayesian filtering: From Kalman filters to particle filters, and
beyond, Statistics, vol. 182, no. 1 pp. 1-69, 2003.

[8] D. Ciuonzo, A. Aubry, and V. Carotenuto, Rician MIMO channel- and
jamming-aware decision fusion, /EEE Transactions on Signal Process-
ing, vol. 65, no. 15, pp. 38663880, 2017.

[9] D. Ciuonzo, V. Carotenuto, and A. De Maio, On multiple covariance
equality testing with application to SAR change detection, /EEE Trans-
actions on Signal Processing, vol. 65, no. 19, pp. 5078-5091, 2017.

[10] E. Elliott, Estimates of error rates for codes on burst-noise channels,
Bell system technical journal, vol. 42, no. S, pp. 1977-1997, 1963.

[11] N. Freier, Kalman Filter: Multiplying Normal Distributions, 2013.

[12] X. Ge, F. Yang and Q.-L. Han, Distributed networked control systems: a
brief overview, Information Sciences, vol. 380, pp. 117-131, Feb. 2017.

[13] H. Geng, Z. Wang, A. Mousavi, F. E. Alsaadi and Y. Cheng, Outlier-
resistant filtering with dead-zone-like censoring under Try-Once-Discard
protocol, IEEE Transactions on Signal Processing, vol. 70, pp. 714-728,
2022.

IEEE Transactions on Automatic Control
11

[14] A. Gomez-Exposito and A. Abur, Power system state estimation: theory
and implementation, CRC press, 2004.

[15] M. Hadidi and S. Schwartz, Linear recursive state estimators under
uncertain observations, /EEE Trans. Inform. Theory, vol. IT-24, pp. 944—
948, 1979.

[16] M. Huang and S. Dey, Stability of Kalman filtering with Markovian
packet losses, Automatica, vol. 43, pp. 598-607, 2007.

[17] X.-C. Jia, Resource-efficient and secure distributed state estimation over
wireless sensor networks: A survey, International Journal of Systems
Science, vol. 52, no. 16, pp. 3368-3389, 2021.

[18] Y. Liang, T. Chen, and Q. Pan, Optimal linear state estimator with
multiple packet dropouts, /EEE Trans. on Automatic Control, vol. 55,
no. 6, pp. 1428-1433, 2010.

[19] Q. Liu, Z. Wang, X. He, and D. H. Zhou, On Kalman-consensus
filtering with random link failures over sensor networks, /EEE Trans.
on Automatic Control, vol. 63, no. 8, pp. 2701-2708, 2018.

[20] Q. Liu, Z. Wang, X. He, G. Ghinea, and F. E. Alsaadi, A resilient
approach to distributed filter design for time-varying systems under
stochastic nonlinearities and sensor degradation, /[EEE Trans. on Signal
Processing, vol. 65, no. 5, pp. 1300-1309, 2017.

[21] Q.Liu and Z. Wang, Moving-horizon estimation for linear dynamic net-
works with binary encoding schemes, IEEE Transactions on Automatic
Control, vol. 66, no. 4, pp. 1763-1770, 2021.

[22] Y. Mo and B. Sinopoli, Towards finding the critical value for Kalman
filtering with intermittent observations, arXiv preprint, arXiv:1005.2442,
2010

[23] N. Nahi, Optimal recursive estimation with uncertain observation, /EEE
Trans. Inform. Theory, vol. T-15, pp. 457-462, 1969.

[24] Z.-H. Pang, L.-Z. Fan, K. Liu and G.-P. Liu, Detection of stealthy false
data injection attacks against networked control systems via active data
modification, Information Sciences, vol. 546, pp. 192-205, 2021.

[25] A. Parikh, R. Kamalapurkar, and W. E. Dixon, Target tracking in the
presence of intermittent measurements via motion model learning, /EEE
Transactions on Robotics, vol. 34, no. 3, pp. 805-819, 2018.

[26] K. Plarre and F. Bullo, On Kalman filtering for detectable systems with
intermittent observations, IEEE Trans. on Automatic Control, vol. 54,
no. 2, pp. 386-390, Feb 2009.

[27] X.Ren and G. H. Yang, Noise covariance estimation for networked lin-
ear systems under random access protocol scheduling, Neurocomputing,
vol. 455, pp. 6877, 2021.

[28] A. Rodfguez del Nozal, L. Orihuela , P. Millan, A. Seuret, and L. Za-
ccarian, Results on distributed state estimation for LTI systems facing
communication failures, /FAC-PapersOnLine, vol. 53, no. 2, pp. 3248—
3253, 2020.

[29] Y. S. Shmaliy, S. Zhao and C. K. Ahn, Unbiased finite impulse response
filtering: an iterative alternative to Kalman filtering ignoring noise and
initial conditions, IEEE Control Systems, vol. 37, no. 5, pp. 70-89, 2017.

[30] Y. S. Shmaliy, F. Lehmann, S. Zhao and C. K. Ahn, Comparing
robustness of the Kalman, Ho, and UFIR filters, IEEE Transactions
on Signal Processing, vol. 66, no. 13, pp. 3447-3458, 2018.

[31] J. Sijs and M. Lazar, Event based state estimation with time synchronous
updates, IEEE Trans. on Automatic Control, vol. 57, no. 10, pp. 2650—
2655, 2012.

[32] B. Sinopoli, L. Schenato, M. Franceschetti, K. Poola, M. Jordan, and
S. Sastry, Kalman filtering with intermittent observations, /EEE Trans.
on Automatic Control, vol. 49, no. 9, pp. 1453—-1464, 2004.

[33] H. W. Sorenson and D. L. Alspach, Recursive Bayesian estimation using
Gaussian sums, Automatica, vol. 7, pp. 465-479, 1971.

[34] S. Sun, L. Xie, W. Xiao, and Y. Soh, Optimal linear estimation for
systems with multiple packet dropouts, Automatica, vol. 44, no. 5,
pp. 1333-1342, 2008.

[35] S. Sun, Distributed optimal linear fusion predictors and filters for
systems with random parameter matrices and correlated noises, /EEE
Transactions on Signal Processing, vol. 68, pp. 1064-1074, 2020.

[36] S. Sun, F. Peng, and H. Lin, Distributed asynchronous fusion estimator
for stochastic uncertain systems with multiple sensors of different fading
measurement rates, /[EEE Transactions on Signal Processing, vol. 66,
no. 3, pp. 641-653, 2018.

[37] O. Thapliyal, J. Nandiganahalli, and I. Hwang, Kalman filtering with
state-dependent packet losses. IET Control Theory & Applications,
vol. 13, no. 2, pp. 306-312, 2019.

[38] F. Vanegas and F. Gonzalez, Enabling UAV navigation with sensor and
environmental uncertainty in cluttered and GPS-denied environments,
Sensors, vol. 16, no. 5, pp. 666, 2016.

[39] J. Wu, G. Shi, B. Anderson, and K. Johansson, Kalman filtering over
Gilbert-Elliott channels: stability conditions and critical curve. /EEE
Trans. on Automatic Control, vol. 63, no. 4, pp. 1003—1017, 2018.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to
final publication. Citation information: DOI10.1109/TAC.2023.3316989, IEEE Transactions on Automatic Control

FINAL VERSION

[40] L. Wang, Z. Wang, B. Shen, and G. Wei, Recursive filtering with
measurement fading: A multiple description coding scheme, /IEEE Trans.
IEEE Trans. on Automatic Control, vol. 66, no. 11, pp. 5144-5159, 2021.
Y. Xu, R. Lu, P. Shi, H. Li, and S. Xie, Finite-time distributed state
estimation over sensor networks with round-robin protocol and fading
channels, IEEE Trans. on Cybernetics, vol. 48, no. 1, pp. 336-345, 2018.
Y. Xu, Z. Yao, R. Lu, and B. K. Ghosh, A novel fixed-time protocol
for first-order consensus tracking with disturbance rejection, /EEE
Transactions on Automatic Control, DOI: 10.1109/TAC.2021.3131549,
2022.

Y. Xu, W. Lv, W. Lin, R. Lu, and D. E. Quevedo, On extended state
estimation for nonlinear uncertain systems with round-robin protocol,
Automatica, vol. 138, Article 110154, 2022.

D. Yu, Y. Xia, L. Li, C. Zhu, Distributed consensus-based estimation
with unknown inputs and random link failures, Automatica, vol. 122,
pp. 109259, 2020.

H. Yu, J. Hu, B. Song, H. Liu and X. Yi, Resilient energy-to-peak
filtering for linear parameter-varying systems under random access
protocol, International Journal of Systems Science, vol. 53, no. 11,
pp. 2421-2436, Aug. 2022.

D. Zhang, Z. Xu, H. R. Karimi, and Q. Wang, Distributed filtering for
switched linear systems with sensor networks in presence of packet
dropouts and quantization, /EEE Trans. on Circuits and Systems I:
Regular Papers, vol. 64, no. 10, pp. 2783-2796, 2017.

X.-M. Zhang, Q.-L. Han, X. Ge, and L. Ding, Resilient control design
based on a sampled-data model for a class of networked control systems
under denial-of-service attacks, [EEE Transactions on Cybernetics,
vol. 50, no. 8, pp. 3616-3626, 2020.

X.-M. Zhang, Q.-L. Han, and X. Yu, Survey on recent advances in
networked control systems, /EEE Transactions on Industrial Informatics,
vol. 12, no. 5, pp. 1740-1752, 2016.

Y. Zhao, X. He, L. Ma and H. Liu, Unbiasedness-constrained least
squares state estimation for time-varying systems with missing mea-
surements under round-robin protocol, International Journal of Systems
Science, vol. 53, no. 9, pp. 1925-1941, Jul. 2022.

[41]

[42]

[43]

[44]

[46

=

[47]

(48]

[49]

Qinyuan Liu received the B.Eng. degree in mea-
surement and control technology and instrumenta-
tion from Huazhong University of Science and Tech-
nology, Wuhan, China, in 2012, and the Ph.D. degree
in control science and engineering from Tsinghua
University, Beijing, China, in 2017.

He is currently a Professor in the Department of
Computer Science and Technology, Tongji Univer-
sity, Shanghai, China. From Jul. 2015 to Sep. 2016,
he was a Researcher Assistant in the Department
of Electronic & Computer Engineering, Hong Kong
University of Science and Technology, Hong Kong. From Jan. 2016 to
Jan. 2017, he was an international researcher in the Department of Com-
puter Science, Brunel University London, UK. His research interests include
networked control systems, multi-agent systems, and distributed filtering. He
is an active reviewer for many international journals.

12

Zidong Wang (SM’03-F’14) received the B.Sc. de-
gree in mathematics in 1986 from Suzhou Uni-
versity, Suzhou, China, and the M.Sc. degree in
applied mathematics in 1990 and the Ph.D. degree
in electrical engineering in 1994, both from Nanjing
University of Science and Technology, Nanjing, Chi-
na.

He is currently Professor of Dynamical Systems
and Computing in the Department of Computer
Science, Brunel University London, U.K. From 1990
to 2002, he held teaching and research appointments
in universities in China, Germany and the UK. Prof. Wang’s research interests
include dynamical systems, signal processing, bioinformatics, control theory
and applications. He has published more than 700 papers in international
journals. He is a holder of the Alexander von Humboldt Research Fellowship
of Germany, the JSPS Research Fellowship of Japan, William Mong Visiting
Research Fellowship of Hong Kong.

Prof. Wang serves (or has served) as the Editor-in-Chief for International
Journal of Systems Science, the Editor-in-Chief for Neurocomputing, the
Editor-in-Chief for Systems Science & Control Engineering, and an Asso-
ciate Editor for 12 international journals including IEEE Transactions on
Automatic Control, IEEE Transactions on Control Systems Technology, IEEE
Transactions on Neural Networks, IEEE Transactions on Signal Processing,
and IEEE Transactions on Systems, Man, and Cybernetics-Part C. He is a
Member of the Academia Europaea, a Member of the European Academy
of Sciences and Arts, an Academician of the International Academy for
Systems and Cybernetic Sciences, a Fellow of the IEEE, a Fellow of the Royal
Statistical Society and a member of program committee for many international
conferences.

Hongli Dong (Senior Member, IEEE) received the
Ph.D. degree in control science and engineering from
the Harbin Institute of Technology, Harbin, China,
in 2012.

From 2009 to 2010, she was a Research Assistant
with the Department of Applied Mathematics, City
University of Hong Kong, Hong Kong. From 2010
to 2011, she was a Research Assistant with the De-
partment of Mechanical Engineering, The University
of Hong Kong, Hong Kong. From 2011 to 2012,
she was a Visiting Scholar with the Department of
Information Systems and Computing, Brunel University London, London,
U.K. From 2012 to 2014, she was an Alexander von Humboldt Research
Fellow with the University of Duisburg-Essen, Duisburg, Germany. She is
currently a Professor with the Artificial Intelligence Energy Research Institute,
Northeast Petroleum University, Daqing, China. She is also the Director of
the Heilongjiang Provincial Key Laboratory of Networking and Intelligent
Control, Daqing. Her current research interests include robust control and
networked control systems.

Dr. Dong is a very active reviewer for many international journals.

Changjun Jiang received the Ph.D. degree from
the Institute of Automation, Chinese Academy of
Sciences, Beijing, China, in 1995.

He is currently a Professor with the Department
of Computer Science and Technology, Tongji Uni-
versity, Shanghai, China. He has published over 100
publications. His current research interests include
concurrence theory, Petri nets, formal verification
of software, cluster, grid technology, program test-
ing, intelligent transportation systems, and service-
oriented computing.






