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Banking is a popular topic for empirical and methodological research that applies operational research 

(OR) and artificial intelligence (AI) methods. This article provides a comprehensive and structured bibli- 

ographic survey of OR- and AI-based research devoted to the banking industry over the last decade. The 

article reviews the main topics of this research, including bank efficiency, risk assessment, bank perfor- 

mance, mergers and acquisitions, banking regulation, customer-related studies, and fintech in the banking 

industry. The survey results provide comprehensive insights into the contributions of OR and AI methods 

to banking. Finally, we propose several research directions for future studies that include emerging topics 

and methods based on the survey results. 
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. Introduction 

The assessment of various financial aspects of banks occupies 

n essential place in the academic literature because of the crucial 

ntermediation role of the banking industry in financial markets 

 Ioannidis et al., 2010 ; Tzeremes, 2015 ; Zopounidis et al., 2015 ).

long with an increasing need to use more sophisticated methods 

n banking research, several studies in this area employ operational 

esearch (OR) and artificial intelligence (AI) methods. Thus, the ex- 

sting literature examines some fundamental research questions in 

anking research using OR and AI techniques, such as address- 

ng the fairness issue in banking performance evaluation ( Chen et 

l., 2020 ) and increasing the accuracy of the prediction of default 

isk and bank failure ( Boussemart et al., 2019 ), as well as help-

ng centralized organizations (e.g., headquarters of banks) to in- 

entivize their units (i.e., bank branches) and optimize their perfor- 

ance ( Afsharian et al., 2019 ). A rising trend in the utilization of

R and AI techniques to address banking challenges indicates their 

ncreasing importance and relevance for this field ( Akkoç, 2012 ; 

anthoulis et al., 2020 ; Yao et al., 2017 ). 
✩ We wish to thank the editor and four anonymous reviewers for their helpful 

nd constructive comments on previous versions of the paper. 
∗ Corresponding author. 

E-mail address: kostas@dpem.tuc.gr (M. Doumpos) . 
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This article provides a comprehensive analysis of existing bank- 

ng studies over the past decade, covering various research topics 

nd applications of OR/AI methods and identifying emerging ar- 

as for future research. For clarification, we differentiate OR and 

I methods based on their definition and refer to the recent liter- 

ture that makes a sound distinction between OR and AI meth- 

ds (e.g., Fethi & Pasiouras, 2010 ; Gu et al., 2020 ; Gambella et

l., 2021 ). We start with a presentation of the various topics in 

anking research that employ (a wide variety of) OR and AI tech- 

iques. These topics include bank efficiency and performance eval- 

ation, risk management, banking regulation, mergers and acqui- 

itions (M&A), various bank–customer relationship management 

tudies, and fintech in the banking industry. We follow this presen- 

ation with an outline of the most popular OR and AI methods in 

anking research. In terms of OR techniques, methods such as data 

nvelopment analysis (DEA), agent-based modeling (ABM), Monte 

arlo (MC) simulation, and fuzzy logic, among others, have been 

idely used to evaluate bank efficiency and performance. Various 

I techniques have been used in the literature to address classi- 

cation and forecasting problems arising in banking, including su- 

ervised and unsupervised learning approaches. We have, however, 

xcluded multi-criteria decision analysis (MCDA) models because 

heir use in banking has been extensively analyzed in recent times 

y Zopounidis et al. (2015) . 

To search the literature, we rely on Scopus, using keyword 

earches including “banks and machine learning”, “banks and ar- 
nder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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ificial intelligence” and “banks and operational research” as well 

s searches relating to topics and methods, such as “bank and op- 

imization”, “bank and stochastic process”, “bank and simulation 

odeling”, “bank efficiency”, “bank risk management”, “banks and 

eural networks” and “banks and support-vector machines”. In ad- 

ition, we have selected some specific papers from core journals 

hat our Scopus keyword searches may not fully cover. Ultimately, 

e identify 338 publications that provide the basis for our analysis. 

This article contributes to the literature in three respects. First, 

e complement and extend previous bibliographic surveys in this 

rea by inclusively reviewing the banking literature that applies 

R and AI methods over the most recent period (i.e., the last 

ecade), during which the banking sector has faced several chal- 

enges and has undergone essential transformations (e.g., emer- 

ence from the global crisis of 20 07–20 08, adoption of new reg- 

latory requirements such as the Basel III accord, various techno- 

ogical innovations, etc.). Secondly,existing literature review arti- 

les have focused on specific methodologies and application areas, 

uch as bank efficiency and data envelopment analysis ( Fethi & Pa- 

iouras, 2010 ; Paradi & Zhu, 2013 ), as well as business intelligence 

ethods ( Moro et al., 2015 ), while other reviews cover financial 

ervices in general without focusing on banking (e.g., Zopounidis 

t al., 2015 ; Kaffash & Marra, 2017 ; Zopounidis et al., 2018 ). In

his study, our objective is to provide up-to-date coverage of the 

ecent trends and advances in the literature on the applications 

nd contributions of OR and AI methods in banking management. 

n comparison to previous studies, we cover in more detail this 

rucial area, adopting a broader perspective considering various 

R and AI methods, 1 while also taking into account a range of 

ifferent topics that go beyond bank efficiency analysis. Among 

thers, these include risk management, banking regulations, M&A, 

ustomer relationship management, and new developments in the 

rea of fintech.Finally, we provide technical outlines of the most 

rominent OR and AI methods and analyze how often these tech- 

iques are applied to various banking topics. In addition, we shed 

ight by applying more advanced methods recently developed from 

he widely used basic models in banking research. We contribute 

o the literature by emphasizing the essential role of advanced 

ethods in providing improved results and new insights in bank- 

ng research, while highlighting the challenges that should be ad- 

ressed. Based on this general analysis, we suggest future research 

irections in banking topics, such as efficiency forecasting, risk as- 

essment, and risk-taking incentives, together with directions for 

uture studies about the methods themselves, including increasing 

he fitness of applied models, integrating OR and AI methods, and 

he use of more developed AI techniques in banking, both super- 

ised and unsupervised. 

We proceed as follows: Section 2 reviews the role of OR and 

I techniques in banking research, and Section 3 describes the 

ethodology of our bibliometric analysis. Section 4 is devoted to 

ur central survey of the literature and the analysis by topic of our 

ain findings, while Section 5 presents the analysis of the applica- 

ion of OR and AI methods in this literature. Finally, Section 6 sug- 

ests directions for future research, and Section 7 summarizes and 

oncludes our study. 

. The crucial role of OR and AI techniques in banking 

This section provides a basic overview of OR and AI techniques, 

ntending to emphasize their increasingly vital role in address- 

ng practical challenges such as decision-making and forecasting, 

or which banking applications are a prime target. Moreover, we 
1 We omit the details of some well-studied techniques such as MCDA that have 

een comprehensively documented in existing literature reviews. 

v

b

n

m

2 
eview some previous studies that have offered comprehensive 

verviews of OR and AI approaches in various topics and demon- 

trate how they are used in empirical research. 

.1. OR and decision-making 

OR methods aim to support decision-making in a wide variety 

f applications. In the process, decision-making units (i.e., a person 

r an organization) express their preferences according to the con- 

ext of the problem and the available alternatives. For example, the 

ecision-making process must be prudent in the banking industry, 

hich attracts keen attention from individuals, firms, governments, 

nd the markets. Thus, to support decision-making, OR research in 

anking evaluates the performance of banks using comprehensive 

ets of internal and external variables, such as balance sheet qual- 

ty and regulation policies, and facilitates the decision-making pro- 

ess at both strategic and operational levels. 

In empirical banking research, prior studies have mainly fo- 

used on the impact factors of decision-making. Thus, Rajaratnam 

t al. (2017) evaluate the loan performance and portfolio risks un- 

er the Basel II capital requirements and constraints to make op- 

imal decisions on capital regulation; Papadimitri et al. (2021) in- 

estigate the regulatory enforcement action on decision-making in 

he banking industry in the context of political connections; Karlan 

t al. (2016) find that sending reminders to bank customers pos- 

tively influences savings amounts, leading to increased technical 

fficiency. 

In decision-making research, the accurate design of research 

odels and their proper application to practical problems is cru- 

ial. The capability of OR models to provide concrete financial de- 

ision support is enhanced by technical developments such as the 

idespread use of data science and analytics ( Zopounidis et al., 

018 ). The importance of OR in banking research is attributed to 

everal aspects: first, OR helps to improve bank productivity based 

n analytical techniques ( Wanke et al., 2016 ; Kevork et al., 2017 );

econd, OR increases the number of alternative decisions available 

o bank managers and helps to identify the best ones ( Staub et al.,

010 ; Yang et al., 2010 ); third, OR serves to improve coordination 

ithin an organization about the decisions taken by central and 

ubordinate banks around incentives that work for the overall sys- 

em ( Ding et al., 2017 ; Afsharian et al., 2019 ). 

In terms of the OR techniques used in banking research, 

opounidis and Doumpos (2002) and Zopounidis et al. (2015) pro- 

ide strong evidence that MCDA plays a vital role in financial 

ecision-making and is widely used across an array of different fi- 

ancial topics, including banking, corporate finance, and auditing. 

oreover, multi-criteria decision models make a significant contri- 

ution to individual financial decision-making ( Spronk et al., 2016 ) 

nd serve to provide signals to investors and policymakers when 

valuating the performance of financial institutions. Given the ex- 

sting reviews of the applications of MCDA in finance research, in 

his study, we omit MCDA approaches and focus on other OR tech- 

iques applied in the popular banking topics, including bank effi- 

iency, risk management, bank performance evaluation, regulation, 

erger and acquisitions, customer-related studies, and fintech. 

Fethi and Pasiouras (2010) provide a comprehensive review 

f OR and AI techniques to evaluate bank efficiency and perfor- 

ance. They find that typical methods in this area are based on 

EA approaches. Specifically, they summarize the implementation 

f DEA, covering issues such as assumptions regarding the type 

f returns to scale, the selection of orientation, the definition of 

he inputs and outputs, and the incorporation of environmental 

ariables. Moreover, concerning bank performance topics such as 

ank failure prediction and credit rating, they report that alter- 

ative OR methods such as MCDA are popular. They also docu- 

ent various topics involving several factors that influence bank 
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Table 1 

Publications by type and year. 

Year Articles Proceedings Book chapters Total 

2010 25 0 1 26 

2011 15 0 0 15 

2012 21 1 0 22 

2013 17 2 0 19 

2014 23 0 0 23 

2015 20 2 0 22 

2016 23 2 0 25 

2017 31 2 0 33 

2018 32 3 0 35 

2019 40 6 0 46 

2020 60 10 2 72 

Fig. 1. Numbers of publications per year. 
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fficiency, such as stock returns, bank ownership, corporate events, 

egulation reforms, and bank branches’ behavior. In our research, 

e contribute to the literature review by summarizing the stud- 

es since 2010 with more banking topics (beyond efficiency anal- 

sis), adding the application of AI techniques and various future 

irections about methodological developments and issues for ap- 

lied research. Similarly, Paradi and Zhu (2013) conduct a survey of 

tudies on bank branch efficiency and performance using DEA and 

ote that methodological improvement is the subject of most DEA- 

ased studies in bank branches, examples being multidimensional 

erformance evaluation, building efficiency standards into the DEA 

nalysis, and multilayer DEA models for data outliers. 

.2. AI and new models 

In recent years, OR methodologies have often been com- 

ined with AI techniques, including machine learning models 

 Andriosopoulos et al., 2019 ). The development of AI techniques 

as accelerated during the last three decades. Increases in com- 

uting power have allowed AI techniques to be applied to a 

ide range of subjects, such as business, education, finance, and 

edicine, accelerating analysis by converting data into clear and 

ctionable insights. The involvement of AI techniques enables both 

ractical and academic issues to be addressed more rapidly, in- 

luding the estimation of optimal policies, the evaluation of con- 

umer choice, and applying causal inference to average treatment 

ffects ( Athey & Imbens, 2019 ). Unlike traditional statistical mod- 

ls, AI techniques allow the development, through training, of a 

odel that returns a robust output given a specific input. More 

pecifically, AI need not rely on predefined algorithms, such as the 

unctions required in traditional models, but instead finds patterns 

n data based on previous input/output examples, generating an al- 

orithm accordingly. Perhaps even more significantly, AI can han- 

le complex relationships in data involving images, videos, or text 

n non-standardized formats. 

Machine learning is an essential branch of AI and has become 

ncreasingly popular during the last decade. Machine learning ap- 

roaches address supervised and unsupervised learning tasks. The 

ormer focuses on the development of regression and classification 

odels, typically in a predictive context, whereas the latter fol- 

ows a descriptive approach (e.g., clustering). Moreover, Fethi and 

asiouras (2010) outline the role of machine learning methods in 

valuating bank performance, bank failure prediction, and credit 

ating. They review a small group of studies that use typical ma- 

hine learning methods. In contrast, our research covers up-to-date 

dvances in AI approaches and technologies, as well as their appli- 

ations in a much broader range of areas in banking. 

Machine learning techniques are favored for their automation 

otential in increasingly data-rich business environments. More- 

ver, machine learning approaches can handle high-dimensional 

aw data and continuously improve their accuracy and efficiency 

s the number of observations in the data sets available increases 

 Jordan & Mitchell, 2015 ). 

. Methodologies 

In their comprehensive literature review, Fethi and Pasiouras 

2010) focus on the role of OR and AI techniques in the assessment 

f bank efficiency and performance, covering the period between 

998 and early 2009. Other small-scale surveys and literature re- 

iews can be found in Paradi and Zhu (2013) , Moro et al. (2015) ,

affash and Marra (2017) , and Gambella et al. (2021) . In this paper,

e cover the most recent decade, the period from 2010 to 2020, 

nd review the increasingly important role of OR and AI methods 

n banking research. 
3

We followed a two-stage process for the identification of the 

elevant literature. In the first stage, the primary source is Scopus, 

hich is the most comprehensive bibliographic database. More 

pecifically, we searched research studies via different keywords, 

ncluding both general and specific ones. The keyword framework 

e used involved “bank”, “operational research”, and “artificial in- 

elligence”. Thus, the primary search keywords were “banks and 

achine learning”, “banks and artificial intelligence”, and “banks 

nd operational research.” Then, we added more detailed search 

erms about topics and methods, such as “bank and optimiza- 

ion”, “bank and stochastic process”, “bank and simulation model- 

ng”, “banking industry”, “bank efficiency”, “bank credit”, “bank risk 

anagement”, “bank failure prediction”, “banks and neural net- 

orks”, “banks and support-vector machines”, “banks and random 

orest” and “banks and DEA”. To be more comprehensive, we also 

anually searched the banking studies in top-rated OR/MS jour- 

als using the same keywords. We identified some studies that 

ere not returned when we searched in Scopus with our selected 

eywords. 

In the second stage, we screened the literature to focus on 

anking-related studies. This unique selection ensured that all the 

ublications related directly to banking research, processing all 

ublications obtained from the first step to identify those not di- 

ectly related to banking research, including studies on central 

anks and firm-level lending. After excluding such studies, we 

dentified 338 publications as the basis for our analysis (the com- 

lete database is available in the online supplementary appendix); 

able 1 shows the number of different publication types by year. 

Fig. 1 shows the total number of publications on OR and AI in 

anking over the last decade. A noticeable increase in recent years, 

specially for 2019–2020, illustrates the increasing importance of 

ethodological research in the banking industry. Table 2 shows the 

ournals that have published the most articles in our focus areas, 

he top five accounting for more than 50 percent of these and al- 

ost half of our entire sample. It is also worth highlighting that 

he European Journal of Operational Research and Expert Systems 

ith Applications contribute 65 and 41 publications, respectively, 
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Table 2 

Journals publishing the most articles. 

Journal No. of articles 

European Journal of Operational Research 65 

Expert Systems with Applications 41 

Omega 31 

Annals of Operations Research 25 

Journal of Banking and Finance 21 

Journal of the Operational Research Society 12 

Applied Soft Computing Journal 7 

Decision Support Systems 7 

European Journal of Finance 6 

International Journal of Information Technology 6 

Operational Research 6 

Journal of Economic Interaction and Coordination 5 

Journal of Financial Stability 5 

International Journal of Forecasting 4 

International Transactions in Operational Research 4 

Journal of Business Research 4 
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lacing them first and second in the ranking and making them 

aluable reference sources and potential targets for future papers. 

. Topics for OR and AI methods in banking research 

OR and AI methods have been employed in various areas in 

anking research, including bank efficiency, risk management, bank 

ailure prediction, banking regulation, M&A, and customer relation- 

hip management. Bank efficiency accounts for the most significant 

art, with 108 out of 338 studies concerned with this topic. More- 

ver, 103 studies apply OR and AI methods to risk management, 

hile 72 focus on bank performance. Customer-related research 

ccounts for 25 publications, and banking regulation and M&A are 

onsidered by 10 and 8 studies, respectively. 12 studies are about 

ntech in the banking industry. In practice, the coverage of dif- 

erent topics is not entirely distinct because some, such as bank 

fficiency and bank performance, are connected when it comes to 

omprehensive analysis. 

.1. Bank efficiency 

Bank efficiency refers to technical efficiency and allocative ef- 

ciency. The former is concerned with producing optimal outputs 

ith minimum inputs and costs, whereas the latter involves the 

llocation of different inputs to produce a mix of different out- 

uts. Bank efficiency influences economic growth, thus represent- 

ng an issue of significant interest to society ( Tecles & Tabak, 2010 ).

 long strand of studies has documented the importance of bank 

fficiency assessment. Moreover, the extensive application of OR 

nd AI methods between 2010 and 2020 has helped shift tradi- 

ional bank efficiency evaluation based on financial ratios to more 

ophisticated techniques. 

Some studies evaluate specific types of efficiency and decom- 

ose the overall efficiency to provide a complete picture of the 

omponents of productivity change ( Yang, 2014 ; Juo et al., 2016 ; 

ukuyama and Matousek, 2018 ). Moreover, a strand of literature 

lso investigates the influential factors that have good explana- 

ion power regarding efficiency changes over time. It is revealed 

hat some key financial data, such as loans ( Barros et al., 2012 ;

imper et al., 2017 ), capital ( Assaf et al., 2011 ; Zhou et al., 2019 ),

nd liquidity ( Fernandes et al., 2018 ), are typical factors that drive 

roductivity. Additional non-financial factors, such as liberalization 

 Tecles & Tabak, 2010 ), bank supervision ( Barth et al., 2013 ), CEO

ompensation ( Matousek & Tzeremes, 2016 ), operational behav- 

or ( Pournader et al., 2017 ), and ownership structure ( Zha et al.,

016 ; Liu et al., 2020 ), have also been found to explain bank ef-

ciency and productivity. In the bulk of the literature, bank effi- 
4 
iency is evaluated using various OR methods, among which DEA 

s the most typical technique ( Fethi & Pasiouras, 2010 ). 

Bank efficiency is also one of the impactful factors in bank per- 

ormance assessment ( Feng & Wang, 2018 ). Efficiency is closely 

elated to operational performance as it enables banks to reach 

ritical goals, such as maximizing productivity and lowering costs 

 Kourtzidis et al., 2019 ). Except for efficiency estimation at the 

ank level, DEA models have also been employed to evaluate the 

erformance of bank branches ( Paradi et al., 2011 ), to predict bank 

fficiency in combination with AI models ( Kwon & Lee, 2015 ), and 

o assess the influence of environmental variables such as location 

nd government regulations ( Bou-Hamad et al., 2017 ). 

Moreover, a group of research focuses on improving the qual- 

ty of bank efficiency estimations, using new advanced DEA-based 

pproaches, such as two-stage models, slack-based and network 

pproaches, free disposal hull models, non-convex models, and 

ayesian approaches ( Holod & Lewis, 2011 ; Boloori & Pourmah- 

oud, 2016 ; Hasannasab et al., 2019 ; Tavakoli & Mostafaee, 2019 ; 

sionas, 2020 ). Moreover, the introduction of machine learning 

odels has also heralded a new dawn for bank efficiency evalua- 

ion. Combining DEA with machine learning techniques can offer a 

obust alternative since DEA can be sensitive to outliers and miss- 

ng data ( Henriques et al., 2020 ). 

.2. Risk management 

Banking risks derive from financial activities, such as loan ar- 

angements, M&A, credit products, and non-financial activities, 

uch as business and strategic reforms, as well as due to new regu- 

ations. The main principle of risk management in banking is to es- 

ablish a solid knowledge of potential risks so that supervisors can 

anage them under worst-case circumstances and prevent banks 

rom suffering unexpected losses due to risk-taking behaviors. 

In financial activities, credit risk is found to have the most sig- 

ificant impact on banking ( Doumpos & Zopounidis, 2014 ), and 

umerous studies focus on credit scoring, default prediction, and 

tress testing with AI and OR methods ( Akkoç, 2012 ; Zhang et al.,

014 ; Lessmann et al., 2015 ; Butaru et al., 2016 ; Yao et al., 2017 ,

olari et al., 2019 ). Moreover, OR and AI methods are also ap- 

lied to other types of risk incurred by the banking system, such 

s operational risk. For instance, Sanford and Moosa (2012 , 2015 ) 

sed Bayesian networks for operational risk modeling, whereas 

izgier and Wimmer (2018) presented a multi-period model for 

perational risk measurement based on value-at-risk and expected 

hortfall. Other studies have focused on specific types of opera- 

ional risk. For instance, Heidinger and Gatzert (2018) used text 

ining tools to measure reputation risk. Text mining was also em- 

loyed by Oral et al. (2020) for information extraction from internal 

ocuments in a banking institution, and by Saha et al. (2016) for 

raud analysis in loan processing. Fraud detection in banking ser- 

ices has also been considered with other advanced AI approaches, 

uch as deep learning ( Gómez et al., 2018 ). 

Liquidity risks have also been considered as they are a poten- 

ially devasting financial threat to the banking system yet are com- 

licated to measure: risk management research uses tailored OR 

nd AI models to measure the risk trend and identify the most 

nfluential factors ( Tavana et al., 2018 ). Another group of studies 

mploys OR and AI techniques in systemic risk management. They 

tudy and highlight the interconnectedness in the banking system, 

hich plays a crucial role in the threat of contagions bank fail- 

re. Specifically, they focus on issues such as (i) optimizing bank- 

ng networks to minimize the systemic risk of bank lending ( Torri 

t al., 2018 ; Sun, 2018 ; Gupta et al., 2020 ), (ii) asset allocation

 Pichler et al., 2020 ), (iii) market liquidity (Liu, & Yao, 2016), (iv)

olicy reforms ( Poledna et al., 2014 ), and (v) the prediction of sys- 

emic crises using advanced data analytics approaches relying on 
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ecently developed deep learning systems ( Lepetyuk et al., 2020 ; 

ölö, 2020 ). 

In terms of managing financial risks, some studies apply OR 

ethods for optimal capital allocation resulting from the evolution 

f the international regulation (i.e., Basel III). For instance, Lin, Lee, 

nd Kuan (2013) constructed an operational quantification model 

o monitor and optimize the required capital to control possible 

osses due to operational risks. Mizgier and Pasia (2016) introduced 

 multiobjective optimization model to optimize credit capital allo- 

ation. Moreover, a group of studies focuses on managing the loan 

ide risks in bank portfolios. Sirignano et al. (2016) proposed the 

symptotically optimal portfolio to address the optimization prob- 

em for a broad class of dynamic models of loan risk, whereas 

hun and Lejeune (2020) considered the risk-based loan pricing 

roblem, considering the marginal risk contribution and the bor- 

ower’s loan acceptance probability. 

.3. Bank performance 

Bank performance reflects how banks allocate various resources 

o achieve their objectives. In this context, bank failure attracts 

uch attention from the financial markets. In failure, banks can 

rigger more volatility in the markets than firms because of their 

ssential financial intermediation role. Therefore, the accurate pre- 

iction of bank failure is crucial in providing early warning sig- 

als to regulators to adjust banking regulations and take precau- 

ions, such as increasing capital holdings and being more prudent 

bout credit supply ( Gogas et al., 2018 ; Manthoulis et al . , 2020 ).

he widespread use of OR and AI models in banking research illus- 

rates the crucial role of these techniques in accurately forecasting 

ank failure and classifying banks accordingly. 

One group of studies compares traditional models such as lo- 

istic regression with machine learning models and finds that the 

atter perform better by providing more accurate forecasts (e.g., 

uman et al., 2012 ). Besides improving prediction accuracy, ma- 

hine learning techniques are also applied to find the best vari- 

ble subset for bank failure prediction. Variable selection is often 

ased on paradigm variables such as “CAMELS” (Capital adequacy, 

sset quality, Management capability, Earnings, Liquidity, and Sen- 

itivity to risks), but an increasing number of recent studies have 

mployed machine learning techniques to conduct feature selec- 

ion to identify the most predictive variables ( Carmona et al., 2019 ; 

etropoulos et al., 2020 ). 

Furthermore, OR and AI techniques are also widely used 

or specific empirical issues, including bank productivity evalua- 

ion ( Degl’Innocenti et al., 2017 ; Tsionas & Andrikopoulos, 2020 ; 

fsharian & Bogetoft, 2020 ), fixed cost allocation ( Li et al., 2018 ;

i et al., 2019 ; Chu et al., 2020 ), bank stress testing ( Kolari et al.,

019 ), and bank distress forecasting ( Forgione & Migliardo, 2018 ). 

.4. Banking regulations 

Banking regulations are associated with implemented policies, 

uch as the Basel Accords, that can affect bank behavior, and 

heir main objective is to subject banks to specific requirements 

n terms of their risk management practices. Thus, for example, 

apital regulations require that banks internalize losses resulting 

rom loan defaults. However, specific regulations, such as safety 

ets, may encourage banks to take more risks, such as diminishing 

ncentives to assess customers’ creditworthiness. OR and AI tech- 

iques in banking research can play a crucial role in evaluating the 

ikely and actual impact of regulations on bank performance. 

Chortareas et al. (2012) and Barth et al. (2013) focus on capi- 

al restrictions and offer insights into their influence on bank effi- 

iency through the application of DEA. Other studies note the in- 

uence of financial liberalization on banking; for example, Hermes 
5 
nd Meesters (2015) use OR estimation methods to investigate the 

ffects of financial liberalization policies, such as the lease of su- 

ervision power, on bank efficiency. Tziogkidis et al. (2018) use 

EA to provide an insight into the effects of financial deregula- 

ion under sector reforms based on changes in bank productiv- 

ty. Poledna et al. (2014) use OR techniques to test credit regula- 

ion policies, which have both positive and negative effects on risk 

anagement in the banking system. 

.5. Mergers and acquisitions 

M&A involve transfers of ownership of financial entities. Merg- 

rs refer to the uniting of two existing companies of broadly equal 

ower into a new legal entity, while acquisitions involve the pur- 

hasing of one business entity by another. The main objectives of 

ffective M&A are to gain market share, increase profits, and re- 

uce costs, all aiming to increase the benefits to shareholders ( Al- 

hasawneh, 2013 ). OR and AI techniques are being implemented 

o investigate the influence of M&A on banks at different stages of 

he associated process. 

Previous studies mainly applied DEA, and DEA-like methods, to 

anking M&A. Thus, Amin et al. (2019) focused on target-setting 

or mergers, supporting decision-makers by identifying the quan- 

ities of inputs and outputs required to achieve a given efficiency. 

i et al. (2018) decomposed the potential merger gains that mea- 

ure efficiencies of merger activities to analyze the contribution 

rom different inputs. Moreover, some studies used DEA to evaluate 

ank performance in the pre-and post-M&A periods: Halkos et al. 

2016) evaluated M&A based on bank performance as measured by 

ains in technical efficiency; Rahman et al. (2016) assessed post- 

erger bank performance as indicated by market efficiency; and 

u et al. (2011) employed a dynamic DEA approach to evaluate 

re-and post-merger businesses in a multiperiod situation. 

.6. Customer-related studies 

Banks should have a good knowledge of their customer streams, 

hich directly impact the demand for and supply of financial ser- 

ices. Thus, OR and AI have been applied to customer-related stud- 

es in banking, including: (i) customer churn prediction ( Farquad 

t al., 2014 ), intended to detect the early signs of potential cus- 

omer loss; (ii) customer satisfaction classification ( Grigoroudis et 

l., 2013 ), which is helpful for banks in planning and refining their 

ervices; (iii) prediction of the openness of potential customers to 

ank offerings such as financial products ( Łady ̇zy ́nski et al., 2019 );

iv) tracking the digitalization of online banking activities, which 

elps to inform and increase the competitiveness of banking ser- 

ices ( Al-Shammari & Mili, 2019 ); (v) optimizing ATM replenish- 

ent and cash management logistics ( Lázaro et al., 2018 ; Ekinci 

t al., 2019 ; Chiussi et al., 2020 ; Salas-Molina, 2020 ), which is di-

ectly related to operational costs and customer demand (exces- 

ive cash inventories lead to high holding costs, but inadequate re- 

lenishment increases the probability of stock-out and consequent 

ustomer dissatisfaction); and (vi) optimizing product portfolios in 

he interests of both customers and banks themselves ( Ali et al., 

017 ), which seeks to improve bank profitability and customer re- 

urns without increasing the overall risk. 

.7. Fintech in the banking industry 

The development of fintech introduces new technology into 

nancial services as traditional banking services face challenges, 

uch as providing online lending to maintain and develop mar- 

et share. Thakor (2020) indicates that P2P platforms and emerg- 

ng shadow banks take up considerable market segments. Mean- 

hile, it is noted that the P2P lending has become an alterna- 
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Fig. 2. Development of OR and AI model application in banking research. 
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ive to bank lending when it comes to serving infra-marginal bank 

orrowers ( Tang, 2019 ), and 30% of the rapid growth of shadow 

anks is attributed to fintech, while the rest is explained by the 

egulation reform ( Buchak et al., 2018 ). The existing studies apply 

achine learning techniques to optimize bank lending decisions 

 Metawa et al., 2017 ; Jagtiani & Lemieux, 2019 ). In such applica-

ions, big data, including non-financial information, could be valu- 

ble. For instance, Óskarsdóttir et al. (2019) examined the use of 

ata from mobile phone providers and information derived from 

ocial networks to improve the accuracy of credit scoring. In a 

imilar context, non-financial data from an app-based marketplace 

ere also employed by Roa et al. (2021) , whereas Kriebel and Stitz 

2021) used textual data. Moreover, machine learning methodolo- 

ies can assist banks by recommending products to target cus- 

omers according to their historical banking records and prefer- 

nces. Additionally, some technology-assisted customized financial 

ervices, such as cryptocurrencies, smart contracts, Robo-advisor 

ystems, and technologies based on the Internet of Things, also 

nfluence banking services in areas such as risk management, fi- 

ancial planning, trading, insurance, etc. ( Bunnell et al., 2020 ; Kou 

t al., 2021 ; Pustokhina et al., 2021 ; Thakor, 2020 ). Cao et al.

2021) presented a dedicated overview of the literature on vari- 

us developments in fintech and the related contributions of data 

cience. 

. OR and AI techniques in banking research 

The application of OR and AI techniques to the banking indus- 

ry research has undergone a long development process ( Moro et 

l., 2015 ; Kwon et al., 2018 ; Henriques et al., 2020 ). Fig. 2 depicts

he number of studies that have applied OR, AI, or combined tech- 

iques to banking research during the 2010–2020 period: it can be 

een that both OR and AI methods are widely used and are grow- 

ng in importance. 

Specifically, the growth rate of AI techniques in banking re- 

earch has been higher than that of OR methods during the pe- 

iod, with sustained increases since 2015. Before 2020, the number 

f AI-based studies was consistently lower than that of those us- 

ng OR methods, but, as of 2020, the numbers are almost the same. 

his significant increase in AI studies indicates that the techniques 

ave attracted more attention from academia specializing in bank- 

ng industry analysis. The considerable rise in the overall number 

f studies applying OR and/or AI techniques largely derives from 

he sharp increase in AI-related studies. The number of studies that 

ombine OR and AI techniques is not as high as those using OR 

nd AI methods in isolation, and this trend has changed little over 

ime. 

This study focuses on the OR and AI methods widely applied in 

anking research, including DEA and its variants, ABM, MC simu- 

ation, fuzzy logic, SVMs, NNs, and ensemble methods. In the re- 
6 
ainder of this section, we outline the mathematical formulations 

f these methods, their recent advances, and the banking topics 

o which they have mainly been applied, as summarized in Table 

 . Table 4 shows the frequency with which these techniques have 

een used in combination. 

.1. OR methods in banking 

The application of OR methods in banking research helps to 

valuate bank operations and policies, which are essential from 

he perspectives of government, the market, and individuals. More- 

ver, studies employing OR methods also assess bank performance 

nd support optimal decision-making in the banking system. In the 

ollowing subsections, we present the specific OR methods widely 

sed in banking research. 

.1.1. Data envelopment analysis 

DEA is popular in the evaluation of the efficiency of banks. In a 

EA framework with multiple inputs and outputs, the efficiency 

core is calculated as the weighted sum of outputs divided by 

he weighted sum of inputs. The evaluation components of a DEA 

odel, including the decision-making units (DMUs), inputs, and 

utputs, should be defined in advance. For example, in banking re- 

earch, efficiency can be evaluated as the proportional changes of 

he inputs, such as cash balance, fixed assets, and non-performing 

oans, or the outputs, such as consumer lending, commercial loans, 

nd consumer deposits. In these cases, an increase in inputs does 

ot result in a proportional change in outputs (and a decrease in 

utputs does not result in a proportional change in inputs). The 

ptimal decision outcomes can be realized by the minimization of 

nputs and the maximization of outputs. 

Conventional DEA models are criticized for assuming an am- 

iguous (“black box”) production process in which the input vari- 

bles are transformed to generate output variables without explic- 

tly modeling the transformation ( Chen et al., 2010 ). However, the 

nternal two-stage DEA (see model (1)), first applied in banking re- 

earch by Seiford and Zhu (1999) , can elucidate a separate, trans- 

arent process by using the first-stage outputs (e.g., the bank ef- 

ciency of subgroups) as inputs in the second stage ( Wang et al., 

014 ). The model assumes n DMUs, each having m inputs and D in-

ermediate outputs, which become the inputs in the second stage: 

ax θ1 
r = 

∑ D 
d=1 u 

A 
d 

y dr ∑ m 
j=1 v j x jr 

s . t . 
∑ D 

d=1 u 
A 
d 

y dk ∑ m 
j=1 v j x jk 

≤ 1 , k = 1 , . . . , n 

u A 
d 
, v j ≥ 0 

max θ2 
r = 

∑ s 
i =1 w i y ir ∑ D 

d=1 u 
B 
d 

x dr 

s . t . 
∑ s 

i =1 w i y ik ∑ D 
d=1 u 

B 
d 

z dk 

≤ 1 , k = 1 , . . . , n

u B 
d 
, w i ≥ 0 

(1) 

here y r is the output produced by the DMU r, x r refers to the 

nput employed by the DMU, u A 
d 

denotes the weight of the output 

n stage 1, u B 
d 

refers to the input weight in stage 2, and v j is the

eight of the input in stage 1. w denotes the weight of the output 

n stage 2. 

An alternative construction of the two-stage DEA process, which 

lso addresses the ambiguous calculation process of conventional 

EA, is to integrate DEA with other methods, including bootstrap- 

ing, ordinary least squares (OLS), and NNs, referred to as exter- 

al two-stage DEA. More specifically, external two-stage DEA elu- 

idates the efficiency process over two stages (i.e., see the progres- 

ion from θ1 
r to θ2 

r in model (1) such that the results can be ex- 

lained with theoretical support, i.e., by explicitly demonstrating 

he transformation of the first-stage outputs ( Tsolas et al., 2020 ). 

owever, there is controversy around the application of two-stage 

EA. For example, Eskelinen (2017) highlights the lack of a pre- 

iminary variable selection and explains that DEA cannot address 
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Table 3 

Publications by subject area and methodological approach. 

Topic DEA Fuzzy ABM MC SVMs NNs Ensembles Others Total 

Bank efficiency 102 9 0 4 1 4 1 15 136 

Risk management 10 4 10 6 24 30 21 49 154 

Bank performance 38 2 2 9 10 13 7 25 106 

Bank regulation 7 0 1 0 1 1 1 2 13 

M&A 8 0 0 0 0 0 0 1 9 

Customer 0 3 1 0 6 8 6 17 41 

Fintech 0 1 0 0 0 1 1 10 13 

Total 165 19 14 19 42 57 37 119 

Table 4 

Articles using combinations (Pairs) of methods. 

Fuzzy ABM MC SVMs NNs Ensembles Others 

DEA 9 0 4 0 6 1 19 

Fuzzy 0 0 1 2 0 5 

ABM 0 0 1 0 2 

MC 0 2 0 6 

SVMs 12 19 22 

NNs 14 23 

Ensembles 18 
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2 The most recent study by Fukuyama et al. (2021) initially proposed the mini- 

mum distance model, which determines a more feasible and practical efficient tar- 

get compared to the traditional non-radial model. 
he issue that high-dimensional data may contain less relevant in- 

ormation, thus decreasing the accuracy of the obtained efficiency 

stimates. On the other hand, Henriques et al. (2020) note that it 

s necessary to assume different inputs and outputs for different 

anking studies that focus on distinct bank functions. Moreover, 

hey also point out that the choice of the second-stage model is 

exible, allowing different studies to use different models accord- 

ng to their research questions, such as using OLS to analyze the 

stimated linear relationship between dependent and independent 

ariables or using machine learning methods. 

The popularity of DEA, and DEA-like, methods in bank effi- 

iency evaluation can be attributed to several factors. First, bank 

fficiency represents the ability of banks to turn resources into 

evenue so that efficient banks can make more profits with lower 

osts, which leads to growth in the real economy. During banking 

fficiency decomposition, DEA can evaluate the conversion ratio of 

nputs to outputs in each unit without the ex-ante requirement of 

pecifying a production or cost function and assessing each ele- 

ent’s distinct contribution to the total efficiency ( Lin et al., 2017 ). 

he second reason for the popularity of DEA-based methods is 

hat, in some studies, bank efficiency is the indicator by which 

ank behaviors (e.g., increases in capital holdings) or the effects 

f change (e.g., policy reforms) are evaluated. Another strand of 

anking studies also applies DEA models to construct bank effi- 

iency measures to study other topics, including bank regulation 

 Barth et al., 2013 ), bank performance ( Eskelinen et al., 2014 ), and

isk assessment ( Boussemart et al . , 2019 ). Finally, improving the ac-

uracy of efficiency measurement is an ongoing challenge in the 

anking sector. The evaluation of bank efficiency should be robust 

nd consistent as well as prudent when it comes to the devel- 

pment of models to generate accurate efficiency estimates: sev- 

ral methodological studies have modified DEA models using dif- 

erent elements, such as considering slack effects and incorporating 

uzzy logic and directional distance models ( Asmild & Zhu, 2016 ; 

uaranta et al., 2018 ; Charles et al., 2019 ; Kao & Liu, 2019 ). 

The number of DEA applications in banking research has been 

onsistently high. Fethi and Pasiouras (2010) presented a compre- 

ensive overview of the application of DEA-based models to evalu- 

te bank efficiency and reported that banking-related topics ranked 

umber one in studies that used DEA models. Our investigation 

hows a consistently high number of DEA-based studies in bank- 

ng since 2010, which may be attributable to the richness of bank- 

ng data that has become easier to access in the more regulated 
7

ost-financial crisis period ( Liu et al., 2013a ). Furthermore, we see 

ariations applied to the conventional DEA model that enhance its 

pplication and reinforce its prominent role in banking research. 

One significant such development is slacks-based DEA, which 

ispenses with the notion of proportional change among the in- 

uts and outputs and addresses slacks (or inefficiencies) directly, 

iscarding varying proportions of the original inputs and outputs. 

lacks are defined as the existence of input excesses and output 

hortfalls at the optimal efficiency level, and non-zero slacks iden- 

ify the sources of inefficiency in DMUs, such as non-minimized 

nput for a given output (i.e., an input excess) and non-maximized 

utput with a given input (i.e., an output shortfall). The slacks- 

ased DEA approach depends on two conditions being met: unit 

nvariance , meaning that the slacks-based model should be invari- 

nt to the units of data, and monotone , meaning that the slacks- 

ased model should be monotone in decreasing in each input 

nd output slack of the efficiency evaluation. Thus, in banking re- 

earch, slacks-based DEA is used to handle the simultaneous non- 

roportional change of inputs and outputs ( Pastor et al., 1999 ; 

one, 2001 ), and some studies have proposed an enhanced slacks- 

ased model to measure bank efficiency ( Chen et al., 2016 ; Lozano, 

016 ). 

Like the slacks-based model, the directional distance function 

s a popular variant to develop conventional DEA. First proposed 

y Chambers et al. (1998) , the directional distance function is a 

ulti-input and multi-output production function that accounts 

or input contraction (minimization) and output expansion (maxi- 

ization) simultaneously. The function also reveals the dual corre- 

pondence between the directional (technology) distance function 

nd the profit function. In banking research, the directional dis- 

ance function is used to evaluate bank efficiency and performance. 

pecifically, Tzeremes (2015) proposed an innovative application of 

he original range directional distance model (RDM), which con- 

iders the dynamic effects of performance level in bank efficiency 

nalysis and uses a time-dependent DEA estimator of directional 

istance, calculated by RDM and offering an explanation of time- 

arying effects on bank efficiency 2 . Likewise, Fujii et al. (2018) em- 

loyed a Russell directional distance model to evaluate change in 

he total factor productivity (TFP) and the contribution of personal 

nputs and outputs to overall bank efficiency. 

Indeed, the Russell measure is a widely used variant of DEA. 

roposed by Fare and Lovell (1978) , the measure is an attempt to 

ddress the technical efficiency established by Farrell (1957) and 

aptures the existence of slacks in some inputs when the inputs 

re reduced. In other words, the Russell measure allows for non- 

adial contraction in inputs; it is mainly applied in bank efficiency 

nd bank performance evaluation. Thus, Hsiao et al. (2011) used 

 weighted (entropy-based) Russell measure to address the slacks- 

elated challenge of the Debreu–Farrell optimal solution in the con- 

entional DEA model, while Barros et al. (2012) used the Russell 
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irectional distance to evaluate the influence of undesirable out- 

uts such as non-performing loans (NPLs) on bank performance. 

uo et al. (2016) applied a modified Russell measure that integrates 

he directional distance function and the slacks-based measure to 

ecompose profit-oriented inefficiency in a more general way that 

onsiders the simultaneous adjustments of inputs and outputs and 

lack effects. 

Other DEA-based hybrid techniques have been used to improve 

he model performance of conventional DEA. More specifically, 

iot-Lepetit and Nzongang (2014) generated a multi-DEA frame- 

ork in which the DEA model is defined with different inputs 

nd outputs and performs well in identifying the best-performing 

anks according to the efficiency scores. Further, Wanke et al. 

2016) introduced a fuzzy-DEA (FDEA) framework that delivers 

trong performance when dealing with uncertainty in inputs. 

.1.2. Agent-based models 

Agent-based models (ABMs) are computational models in which 

ndividuals or agents are represented as unique and autonomous 

ntities that interact with each other and exogenous environments 

 Railsback & Grimm, 2019 ). ABMs can illuminate a wide range of 

ubjects, such as regulation, investment, and banking activities, 

hat involve pursuing a specific goal. The three major components 

f an ABM are agents, the topology, and the environment. Being 

nique and autonomous implies that agents are usually distinct 

n their characteristics and act independently. The topology of an 

BM indicates the agents’ interactions or connectedness, and the 

ccumulative effects of individual agents within the network drive 

he system’s overall behavior. Environmental factors represent ex- 

genous variables incorporated into the model and may deliver ex- 

ernal shocks to the entire system, examples being the financial 

nd credit crises. 

Thus, ABM is a simulation framework that approximates com- 

lex real-world phenomena. The benefits of using ABM in banking 

esearch are threefold: capturing emergent phenomena, providing 

 natural description of a system, and being flexible ( Bonabeau, 

002 ). Specifically, ABM simulates system behavior by observing 

gents and their interactions to capture emergent system behavior 

hat depends on the relationships among the agents rather than 

he attributes of individuals. More recently, Santos and Nakane 

2020) applied ABM to simulate bank runs triggered by deposi- 

ors’ decision-making regarding simultaneous withdrawal. Because 

f the interactions among the depositors, those not influenced by 

he adverse shock optimize their utility functions and anticipate 

hat the banks may eventually be insolvent if they delay with- 

rawal to a later date. 

This capability of ABM to represent emergent behavior drives 

ts two other benefits: natural description and flexibility. The nat- 

ral description reflects ABM’s ability to describe a system from 

he perspective of the activities of individual agents that are het- 

rogeneous units rather than from the perspective of whole sys- 

em processes. For this reason, Xing et al. (2020) employed ABM 

o study the impact of implementing multiple regulations that di- 

ectly influence the balance sheet concerning the money supply in 

eterogeneous banking systems. They insist that the heterogeneity 

mong banks should be modeled in this way because the bank- 

ng system is composed of institutions that present diverse man- 

gement capabilities under different regulations, such as the re- 

erve and capital requirements in Basel III. The flexibility afforded 

y ABM can be observed in the way in which more agents can be

dded to a model ( Rzeszutek et al., 2020 ), and the complexity of a

ystem description can be tuned by simulating the behaviors and 

nteractions among the agents ( Calimani et al., 2019 ). 

Many studies investigate contagion risk by using ABM to sim- 

late the banking network and capture its heterogeneity ( Georg, 

013 ; Ladley, 2013 ; Liu et al., 2020 ). Moreover, it is noted that the
8 
ontagion risk among banks drives systemic risk in a market in 

hich a failure in one sector may give rise to an economic down- 

urn ( Poledna et al., 2014 ). Thus, ABM plays an essential role in

valuating the performance of banks subject to external shocks, 

uch as the financial and credit crises, which may trigger failure in 

he agent network. Further, some studies used a calibrated or de- 

eloped form of ABM, such as the BH model introduced by Brock 

nd Hommes (1997) , and the actor-based model used to describe 

anks’ behaviors and perform a comparison with the results from 

BM ( Tedeschi et al., 2019 ; Crafa, 2019 ). 

.1.3. Monte carlo simulation 

Simulation approaches, typically implemented through MC sim- 

lation, enable the estimation of the outcomes of uncertain events 

nd improve decision-making under conditions of uncertainty. MC 

uilds a model of possible results by assigning a random value to 

he variable with a probabilistic nature; MC then repeats the ran- 

om process to generate the samples used to calculate the likely 

utcomes. 

The problems handled by MC methods are of two types, 

amely probabilistic and deterministic. This classification depends 

n whether the problem is directly generated from or related to 

he behavior and outcomes of a random process. In banking re- 

earch, probabilistic problems account for the majority. For in- 

tance, in evaluating bank efficiency, Behr (2010) used MC to simu- 

ate bank behavior based on historical data and the probability dis- 

ribution of the parameters. Moreover, MC can numerically address 

eterministic problems by simulating the concomitant probabilistic 

ssues without direct association with random processes. 

MC is widely used in methodological banking research studies, 

ainly in evaluating bank efficiency, performance, and risk man- 

gement. Tsionas (2020) used an extensive MC model to investi- 

ate the finite-sample properties of a Bayesian DEA. Tsionas and 

ndrikopoulos (2020) apply MC experiments that repeatedly gen- 

rate parameter sets to prove the better performance of a copula 

pproximation method. Du et al. (2018) employed MC experiments 

o obtain insights into the relative performance of a proposed new 

ethod. In general, the application of MC in the evaluation of 

ank efficiency helps to provide sound evidence that methodolog- 

cal studies offer accurate results based on their selected models. 

The principal benefit of MC is its straightforward implementa- 

ion in providing qualified experimental sampling in empirical and 

heoretical research. MC can calculate the mean of a large sample 

f numbers, which is more accessible than directly capturing the 

ean from prespecified distribution functions. It also helps achieve 

he global optimum in decision-making, which plays a vital role in 

perational research in the banking industry. 

The Markov chain branch of Monte Carlo (MCMC; Metropolis 

t al., 1953 ) is a more advanced method in handling a high- 

imensional probability distribution. Markov chains involve the 

dea that a random sample is generated by a sequential process 

n which each new sample depends on the previous one ( Cabello, 

017 ). In banking studies, MCMC is usually applied to estimate the 

osterior distribution in Bayesian inference, which helps to gener- 

te highly efficient results from large samples. More specifically, 

ichaelides et al. (2015) used MCMC to estimate the functional 

orm of the cost function to evaluate the performance of a large 

anel of banks, while Forgione and Migliardo (2018) employed a 

ayesian approach in which MCMC is used to draw a sequence of 

amples from the posterior distribution to forecast bank distress. 

.1.4. Fuzzy logic 

The human way of thinking and reasoning is often vague, and 

uzzy logic deals with the imprecision that arises when the bound- 

ries of a set are not sharply defined ( Zadeh, 1996 ). The fuzzy logic

rinciple converts imprecise information into numerical values. 
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The emergence of fuzzy logic challenges classical set theory, 

hich advocates that one object belongs only to one set. Fuzzy 

ogic notes that one individual can belong to more than one set. 

he benefits of using fuzzy logic are widely noted in banking re- 

earch. Fuzzy logic can be applied to quantitative analysis to im- 

rove the execution of algorithms, such as NNs and SVMs, because 

f its advantages in modeling with membership functions. It is 

oted in some banking studies that fuzzy logic is used to enhance 

he performance of OR techniques and AI classifiers, such as ad- 

ressing the “black box” issue ( Akkoç, 2012 ; Puri & Yadav, 2015 ;

incer et al., 2019 ). Moreover, fuzzy algorithms have proven to be 

elatively robust because they are not very sensitive to changing 

nvironments when applied to different types of data and study 

bjects in banking research ( Wanke et al., 2016 ). At the same time,

uzzy logic is easy to implement and needs less computing power, 

aving time when a model is run with large samples ( Pournader et 

l., 2017 ; Azevedo & Ferreira, 2019 ). 

In banking studies, including bank efficiency evaluation, risk 

anagement, and customer-based studies, fuzzy models are usu- 

lly combined with other techniques. Specifically, Puri and Ya- 

av (2014) applied fuzzy logic to bank efficiency evaluation to 

xtend conventional DEA to handle the issues in a fuzzy envi- 

onment that constrains the numerical input variables. Zhang et 

l. (2014) combined fuzzy logic with SVMs and multi-criteria op- 

imization to develop improved classification models resilient to 

oise and outliers in the data. Al-Shammari and Mili (2019) in- 

egrated fuzzy logic with an analytic hierarchy process (AHP) to 

valuate subjective and qualitative criteria in the decision-making 

rocess. 

.1.5. Other OR methods 

Besides the aforementioned techniques, several other OR meth- 

ds are employed in banking research. Thus, network models 

 Bachman, 1969 ) are a popular OR approach in banking risk man- 

gement. Network models capture the relationships between ob- 

ects based on their topological structure, and they are frequently 

sed to analyze systematic risk in financial markets, being em- 

loyed to demonstrate the risks emerging from interconnections 

n the banking system ( Pichler et al., 2020 ; Gupta et al., 2020 ).

ome studies have employed Bayesian networks to analyze liquid- 

ty and operational risks ( Sanford & Moosa, 2012 ; Tavana et al., 

018 ), and Bayesian networks have also been used to illustrate 

he probabilistic relationships between banks ( Sanford & Moosa, 

015 ). 

Integer programming (IP) is another OR method applied in risk 

anagement and customer-based studies. IP is used to address 

ptimization problems in which some or all of the variables are 

estricted to integers. Some banking studies employ linear inte- 

er programming to deal with ATM services, such as redesigning 

TM networks ( Denstad et al., 2019 ). Another group of studies on 

anking systems uses mixed-integer programming (MIP), allowing 

onlinear objective functions and constraints to support optimal 

ecision-making ( Larrain et al., 2017 ; Salas-Molina, 2020 ). 

.2. AI methods in banking 

AI techniques have become increasingly popular because em- 

irical research requires the efficient processing of large data sets. 

I techniques outperform traditional statistical models by provid- 

ng more accurate results with fewer model assumptions ( Akkoç, 

012 ). According to our bibliometric analysis (see Table 3 ), risk as- 

essment, bank performance evaluation, and customer services are 

he most popular applications for AI methods in the banking lit- 

rature, using the methods used for classification and prediction 

asks. 
9

.2.1. Support vector machines 

SVMs are a machine learning technique used for supervised 

nd unsupervised learning tasks. The intrinsic mechanism of SVMs 

ims to find the optimal hyperplane that will separate samples, 

uch as loan applicants, into different classes with the largest mar- 

in of separation and the lowest rate of misclassification. Given a 

raining set with binary responses, the hyperplane separates the 

ample data by maximizing the margin between two groups in a 

upervised classification setting. However, when the sample can- 

ot be linearly separated, slack (error) variables ( Cortes & Vap- 

ik, 1995 ) are introduced with a constant multiplier that defines 

he trade-off between the minimization of the error and the max- 

mization of the separating margin. For some complex problems, 

he data can be mapped onto a high-dimensional feature space 

hrough a mapping function that allows for linear classification 

n the new feature space. In such cases, nonlinear classifiers are 

eveloped by using appropriate kernel functions (e.g., polynomial, 

igmoid, Gaussian kernels, etc.). 

In banking studies, SVMs are generally applied to risk manage- 

ent. The importance of such studies is typically attributed to the 

ery rapid development of financial products and/or the enhanced 

wareness of lending risk in the banking industry, and SVMs are 

idely used for classifying credit applicants based on their histor- 

cal credit records ( Zhang et al., 2014 ). 

A bulk of the literature uses conventional SVM models, which 

re more efficient than statistical models such as logistic regres- 

ion or linear discriminant analysis ( Bellotti et al., 2011 ; García- 

alomares & Manzanilla-Salazar, 2012 ; Feki et al., 2012 ; Zhang et 

l., 2014 ; Ala’Raj & Abbod, 2016 ; Gogas et al., 2018 ; Bani-Hani &

hasawneh, 2019 ; Wu et al., 2019 ; Beutel et al., 2019 ; Chen, 2020 ;

etropoulos et al., 2020 ). The advantage of SVMs is their high effi- 

iency for both linear and nonlinear classification tasks ( Loterman 

t al., 2012 ). However, SVMs are sensitive to data quality, and real- 

orld data in banking are typically characterized by noise and out- 

iers. 

Thus, some studies improve the accuracy of SVM classification 

hrough the introduction of hybrid systems that combine SVMs 

ith other approaches, such as naïve Bayes trees ( Farquad et al., 

014 ), particle swarm optimization ( Shie et al., 2012 ), and ensem- 

les ( Wang & Ma, 2012 ), to reduce the harmful effects of noise and

utliers in the sample data. 

Moreover, several studies have employed improved SVM ap- 

roaches and formulations. For instance, Yao et al. (2017) applied 

east-squares SVM (LS-SVM) as a classification method in a two- 

tage modeling framework that requires classification and regres- 

ion to predict loss given default for credit cards. In contrast to 

tandard SVM approaches, which rely on quadratic programming 

olvers, LS-SVM only requires the solution of a linear system of 

quations, and is thus computationally less demanding. Maldonado 

t al. (2017) employed double-regularized SVM formulations, ex- 

ending standard SVM approaches that rely on a single regulariza- 

ion term (e.g., l 1 and l 2 norms). 

.2.2. Neural networks 

Artificial NNs (ANNs), or just “neural networks” (NNs), are com- 

utational models that resemble the operation of the human brain, 

earning from inputs in order to provide an output. An NN is com- 

osed of several layers. In a standard feedforward architecture, the 

rst and last layers correspond to the input and output, whereas 

he intermediate (hidden) layers include multiple neurons, each 

cting as a processing unit. 

Several other NN architectures are tailored for more compli- 

ated tasks. For example, convolutional neural networks (CNNs; 

eCun, 1989 ) are a class of deep-learning architectures that have 

een applied successfully to data with grid-like topologies, such as 

peech records gathered by banks, through the automation of filter 
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earning/development. In a CNN, a neuron is the product of mul- 

iple convolution processes before the final outputs are generated. 

ecurrent neural networks (RNNs) break the usual NN limitation 

f moving in the forward direction and progress in a temporally 

riven sequence. Self-organizing maps (SOMs; Kohonen, 1990 ) are 

nsupervised machine learning techniques that reduce the data di- 

ensions by clustering similar patterns into a single group. 

In banking studies, numerous studies have used conventional 

N models, such as feed-forward NNs, probabilistic NNs, general 

egression NNs, and wavelet NNs ( Tsolas et al., 2020 ; Abdou et 

l., 2019 ; Kwon et al., 2018 ; Kwon & Lee, 2015 ; Venkatesh et al.,

014 ; Saberi et al., 2013 ; Azadeh et al., 2012 ). Akkoç (2012) intro-

uced the adaptive neuro-fuzzy inference system (ANFIS), which is 

he combination of NN and fuzzy logic, for addressing the “black- 

ox” problem in NNs. Oreski et al. (2012) and Oreski and Oreski 

2014) proposed new hybrid models that combine a NN with a 

enetic algorithm (GA) for feature selection. Hybrid NN systems 

ave also been used in other studies, such as by López Iturriaga 

nd Sanz (2015) , combining a multilayer perceptron and an SOM to 

isplay the classification results visually. Tavana et al. (2018) com- 

ined an NN with a Bayesian network, whereas Dželihodži ́c et al. 

2018) integrated bagging and NNs. 

In terms of innovation, some studies contribute to the litera- 

ure by developing NNs based on different data types. For instance, 

önnqvist and Sarlin (2017) adjusted a conventional NN to predict 

ank distress based on text inputs that compose the semantic vec- 

ors in the hidden layers. Text inputs were also used by Kriebel 

nd Stitz (2021) in a deep learning NN model to predict defaults in 

2P lending, whereas Łady ̇zy ́nski et al. (2019) used a deep learn- 

ng system to analyze transactional data for customer relationship 

anagement in retail banking, although they found that an ensem- 

le approach based on the random forest algorithm yields better 

erformance. Similar results were also reported by Gunnarsson et 

l. (2021) , who concluded that deep learning NNs do not outper- 

orm shallow NNs and ensemble algorithms in credit scoring appli- 

ations. However, deep learning approaches have been successfully 

pplied in complex tasks in banking risk management, such as the 

nalysis of counterparty risk ( Albanese et al., 2021 ) and the pric- 

ng of complex contracts ( Guéant et al., 2020 ). While such stud- 

es rely on a supervised approach, other schemes have also been 

onsidered. For instance, Yan et al. (2020) proposed an advanced 

N model called the supervised Kohonen network, optimized by a 

etaheuristic algorithm. They transformed the SOMs into a super- 

ised learning network by adding an output layer after the compe- 

ition layer. 

Enhanced NNs have been applied to bank performance and cus- 

omer services of the banking topics. For instance, López Iturriaga 

nd Sanz (2015) used a hybrid NN to predict the bankruptcy of 

.S. banks given the features of the 2008 financial crisis in terms 

f bank performance, asset structure, loan portfolio, concentration, 

nd capital. Iturriaga and Sanz found that their modified NN out- 

erformed an SVM model over a short-term prediction horizon, 

ut the SVM performed better for medium- and long-term hori- 

ons. NNs are also applied to customer relationship management 

n banking. For instance, Venkatesh et al. (2014) used NNs to fore- 

ast ATM cash demand, based mainly on environmental factors. 

.2.3. Ensemble methods 

Ensemble methods use multiple learning models to generate 

ore robust predictions than individual models ( Breiman, 2001 ). 

nsemble methods most commonly rely on tree-based models, al- 

hough other options are possible ( Abellán & Castellano, 2017 ). 

Ensemble methods improve the performance of individual pre- 

iction models by reducing their variance and/or bias. For instance, 

agging ( Breiman, 1996 ), one of the first and simplest ensembles, 

educes variance by taking a random subset of the data to create a 
10 
earning tree for classification purposes. In a further development, 

reiman’s (2001) random forest (RF) method improves the perfor- 

ance of a decision tree by first using bagging and then artifi- 

ially restricting the set of features considered for each recursive 

plit. RF is less prone to overfitting and generally performs better 

han standalone decision trees. Boosting ( Schapire, 1990 ) is another 

idely applied ensemble scheme, which reduces bias by training a 

equence of weak models to compensate for the weakness of their 

redecessors. 

Ensemble methods based on tree models have been applied in 

everal banking topics. For instance, Petropoulos et al. (2020) ap- 

lied RF to bank failure prediction and found that it has superior 

redictive performance than other popular benchmarks. Durand 

nd Le Quang (2021) also used RF to analyze the impact of dif- 

erent regulatory variables on the performance of banks and found 

hat RF outperformed other approaches such as Lasso, SVMs, and 

Ns. In risk assessment, Butaru et al. (2016) applied ensemble tree 

ethods to measure delinquency in the banking system and pro- 

ide suggestions for more customized supervision based on indi- 

idual information such as capital ratios. Moreover, in a customer- 

riented banking study, Łady ̇zy ́nski et al. (2019) used tree-based 

nsemble methods to classify consumers by historical transactional 

ata and predict their willingness to purchase credit. 

In addition, ensemble methods that do not depend on tree 

odels have also been applied to banking research. For instance, 

inlay (2011) used logistic regression (LR), linear discriminant anal- 

sis (LDA), classification and regression trees (CARTs), NNs, and K- 

earest neighbor (KNN) as base methods to construct static par- 

llel multiple classifier systems, as well as a multistage classifier 

ystem, to increase the accuracy of credit scoring. Erdogan et al. 

2019) utilized an SVM as the base classifier in the construction of 

n ensemble method to assess bank bankruptcy. 

. Directions for future research 

In this section, we consider directions for future research on 

he basis of our comprehensive analysis of the application of OR 

nd AI techniques in the banking literature. We identify several 

esearch directions that future studies could explore to develop 

anking theory and industry practice using these techniques. It is 

ecognized that models provide tools with which to verify theories. 

hus, the development of OR and AI techniques should go hand in 

and with the improvement of banking theories. In light of this, 

e present some potential research directions for both topics and 

ethodologies in the following subsections. 

.1. Topic considerations 

To evaluate financial stability, the forecasting of efficiency could 

e explored further. In terms of efficiency estimation, OR methods 

uch as DEA play the most active role in banking research. Bet- 

er forecasting of efficiency, based on historical records of banking 

ehavior, such as loan performance, capital adequacy, asset qual- 

ty, and liquidity risks, could positively impact bank risk manage- 

ent because policymakers would provide earlier signals of ineffi- 

iency. However, studies of efficiency prediction concerning bank- 

ng behavior measures are limited compared to those concerned 

ith failure prediction. Thus, future studies could use OR and AI 

ethods to improve efficiency forecasting. Furthermore, as a fun- 

amental direction for AI techniques, unsupervised machine learn- 

ng models, such as principal component analysis (PCA) and clus- 

ering algorithms, could also improve forecasting efficiency. 

Despite the considerable number of OR- and AI-based studies in 

anking risk management, research on non-financial risks has been 

imited. To be more specific, prior works have developed OR and AI 
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odels to evaluate financial risks such as credit, liquidity, and mar- 

et risk, yet the investigation of conduct risk is limited. Conduct 

osts are incurred from bank-related objects, financial (in)stability, 

nd reputation. Between 2008 and 2018, the cumulative conduct 

osts for 20 leading international banks were over GBP 377 bil- 

ion. 3 Misconduct cases are costly to bank investors, with the fines 

mposed on offending banks often outweighed by reputational loss 

 Nguyen et al., 2016 ). Studies of bank misconduct have focused 

n financial penalties ( Köster & Pelster, 2017 ) and prevention by 

oard-based monitoring ( Nguyen et al., 2016 ). In conjunction with 

he development of fintech in the banking industry, conduct risk 

s also related to cybersecurity in online lending ( Bertsch et al., 

020 ), and similar challenges and opportunities will continue to 

ccompany the ongoing transformation and upgrading of banking 

ervices. 

Following the 2008 global financial crisis, studies on banking 

egulation have become increasingly crucial in banking research 

 Calabrese et al., 2017 ). Bank supervisors now pay more atten- 

ion to regulating banks’ risk-taking behaviors, for example, by 

ssessing capital structures ( Demirguc-kunt et al., 2013 ; Anginer 

t al., 2018 ; Bahaj & Malherbe, 2020 ). However, studies that use 

R and AI methods to investigate bank risk-taking incentives re- 

ain limited. Specifically, researchers might evaluate managers’ 

isk-taking behaviors using advanced analytic techniques such as 

achine learning. Further research could apply such methods to 

xplore the impact of government regulation and managerial be- 

avior on banks. For instance, high- and low-ability managers can 

ave different attitudes and strategies in relation to risk, with the 

ormer often being more receptive to risk-taking, while the latter 

efraining from it; moreover, overconfident managers are likely to 

ake more risks in their investments. 

With the development of AI technology, the application of fin- 

ech in the financial field challenges the traditional intermediary 

ole of banks, while the rise of online lending disrupts the con- 

entional channels of loan financing. Following the policy reform 

fter the financial crisis, bank lending services are experiencing a 

hock from the advancement of fintech. Banks can actively adjust 

heir business model by developing online services, while at the 

ame time, the importance of the problems arising from the tran- 

ition is hard to overestimate: (i) New risk management models. 

uboptimal risk management models can lead to poor decision- 

aking and huge costs. Given that the growth of fintech promotes 

he development of banks, the risk management model should in- 

lude some new risk factors, such as cyber-attacks or fintech dis- 

uptions that may change customer preferences. (ii) New mea- 

urement of financial performance. The involvement of financial 

echnology increases working efficiency and saves friction costs 

n the banking industry. Therefore, when evaluating banking per- 

ormance, the contribution of technology should be included and 

he role of some conventional indicators, such as the interest rate, 

hould be further reviewed as the intermediary role of banks is 

hanging. (iii) Information asymmetry. Whether the involvement 

f technology helps with information disclosure is controversial. 

ig data decreases the opacity between the banks and their cus- 

omers, narrows the information asymmetry, and increases mar- 

et stability. However, using highly efficient techniques to eval- 

ate customers, such as applying sophisticated machine learning 

echniques to credit scoring, may lead to new biases among dif- 

erent groups ( Fuster et al., 2019 ), causing potential risks in in- 
3 The project was conducted by the Center for Banking Research (CBR) of Cass 

usiness School. The banks included were Bank of America Corporation, Barclays, 

NP Paribas, Commerzbank AG, Citigroup, Credit Suisse, Deutsche Bank, Goldman 

achs Group, HSBC, ING Group, JP Morgan & Chase, Lloyds Banking Group, Morgan 

tanley, National Australia Bank Group, The Royal Bank of Scotland, Santander, So- 

iété Générale, Standard Chartered, UBS and Wells Fargo & Company. 

2

f

l

t

r

s  

d

11 
ormation hiding. (iv) Role of regulations. With the development 

f fintech around the world, the World Bank Group has assem- 

led its Global Database of Fintech Regulations, which includes 

ountry treatments of both foundational regulations, such as anti- 

oney laundering, the countering of financial terrorism and the 

xistence of rules to combat cybercrime, as well as regulations 

pecific to fintech business models, such as digital banking and 

rypto assets and marketplace lending. The comprehensive regula- 

ion resources can promote the exploration of the role of fintech in 

anking. 

Environmental, social and governance (ESG) issues and associ- 

ted opportunities and risks are becoming increasingly relevant to 

he banking industry. Beyond traditional financial attributes, it is 

ow widely accepted that ESG plays an important role in evalu- 

ting corporate financial performance ( Friede et al., 2015 ). In the 

anking industry, ESG activities could magnify the differences be- 

ween financial institutions ( Azmi et al., 2021 ). Therefore, chal- 

enges arise for incorporating ESG in studies on the evaluation 

f bank performance and operations. Meanwhile, growing demand 

rom investors for sustainable products and increasing pressure 

rom regulatory bodies indicate that banks should also consider 

isks stemming from ESG in their risk management. This also re- 

uires the accurate measurement of ESG activities (e.g., ESG rat- 

ngs) and having a detailed and profound understanding of the 

trategic role of banks in ESG investment. 

.2. Methodology considerations 

The early OR review literature ( Ackoff, 1979 ) points out that re- 

earch should consider the development of the technology when 

pplying OR methods. OR has undergone successful development 

uring recent decades, with more advanced algorithms, more disci- 

lines embraced, and broader applications. More recently, AI tech- 

iques have started to thrive in banking research. Nevertheless, fu- 

ure studies could contribute to the technical development of both 

R and AI methods. 

Future studies could consider the fitness of the models used. 

he “robustness concern”, which emphasizes model fitness, should 

lways be considered when OR and AI methods are applied to 

anking research ( Roy, 2010 ). Robustness issues are of crucial im- 

ortance for decision-making in the banking sector due to the 

eep uncertainties that affect the decision environment. Method- 

logies such as stochastic and robust optimization ( Bakker et 

l., 2020 ) are particularly well-suited in this context, and they 

ave been extensively used in various areas of financial decision- 

aking, including banking ( Mulvey & Erkan, 2006 ; Mukuddem- 

etersen and Petersen, 2008 ; Gülpinara & Pachamanova, 2013 ; 

hehrazi et al., 2019 ). As the banking sector evolves, new regu- 

atory requirements are imposed, and different risks emerge (e.g., 

limate risk, the COVID-19 pandemic, etc.; Battiston et al., 2017 ; 

021 ; Rizwan et al., 2020 ), while new challenges arise in enhanc- 

ng and improving existing modeling formulations and optimiza- 

ion approaches. 

Besides optimization models, the handling of uncertainty and 

ssues related to robustness is also relevant for other popular 

ethodologies widely used in banking. For instance, robustness is- 

ues in efficiency estimation have attracted considerable interest, 

nd several approaches have been proposed to obtain robust re- 

ults from models like DEA ( Kuntz & Scholtes, 20 0 0 ; Cazals et al.,

002 ; Daraio & Simar, 2014 ). Similarly, robustness is a crucial point 

or machine learning algorithms as data imperfections and popu- 

ation drift significantly impact the resulting models and the ob- 

ained predictions ( Goodfellow et al., 2018 ). Such issues are highly 

elevant in financial applications, including banking (see, for in- 

tance, Hand & Adams, 2014 ; Sousa et al., 2016 ). For instance, in

eep learning such as LSTM, the overfitting problem resulting from 
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he small sample size can be addressed by regularization, data 

ugmentation, early stopping, and increasing the group in cross- 

alidation, which improves the robustness of the model. 

Except for the robustness concern, the financial materiality of 

R/AI models and their results is crucial for their adoption in prac- 

ice. This issue is related to the practical relevance of the models, 

heir interpretability, and the assessment of their results in finan- 

ial terms. For instance, using machine learning techniques in risk 

anagement increases credit rating accuracy. However, it can au- 

omatically discriminate against customers from particularly vul- 

erable groups and fails to sufficiently explain credit denial, which 

reaks financial inclusion. Thus, it is crucial to demonstrate ade- 

uate motivation and good reasons for using AI models. As the 

anking sector is heavily regulated, analytical models should be 

uilt following existing regulations and the practices of the indus- 

ry. Moreover, the models’ interpretability, comprehensibility, and 

ransparency are crucial for success. This issue has gained much 

nterest in AI research ( Dietvorst, Simmons, & Massey, 2018 ; Gilpin 

t al., 2018 ; Feuerriegel & Gordon, 2019 ; Kim et al., 2020 ; Chen et

l., 2022 ), but it is also relevant for OR models, especially when it 

omes to the transparency of a model’s structure and assumptions 

s well as the biases of the decision-making process ( Montibeller 

 von Winterfeldt, 2015 ). 

Regarding the assessment of the results derived from analytical 

ecision models, it is worth noting that often, especially concern- 

ng AI approaches, statistical performance criteria are employed, 

hile only a limited number of studies directly measure financial 

erformance, such as the return on equities for evaluating loan 

erformance ( Verbraken et al., 2014 ; Fitzpatrick & Mues, 2021 ; 

uster et al., 2021). Improving statistical performance through data 

rocessing does not necessarily translate into better financial per- 

ormance as indicated by assets and liabilities. Notably, financial 

erformance reflects the actual operating conditions for the finan- 

ial institutions and is thus more meaningful to customers and reg- 

lators. 

Addressing the issues raised above remains a challenge. To this 

nd, integrated methodologies and hybrid systems that adopt an 

nterdisciplinary approach and combine elements from both OR 

nd AI could be beneficial. On the one hand, AI provides powerful 

escriptive and predictive modeling tools, while OR adopts a pre- 

criptive perspective. Thus, the combination of the two paradigms 

an lead to improved approaches for decision support in banking 

anagement. For instance, Bertsimas and Dunn (2017) presented a 

ixed-integer optimization approach for developing optimal and 

nterpretable classification trees, whereas Carrizosa et al. (2020 , 

022 ) used similar approaches for unsupervised learning (factor 

nd cluster analysis), and Tsolas et al. (2020) considered a com- 

ination of NNs with DEA for the evaluation of the performance of 

ank branches. 

Besides the issues raised above, it is worth highlighting some 

dvanced machine learning methods that are barely mentioned 

nd can be explored in future banking research. In terms of ef- 

cient methods, a strand of studies identifies that the second- 

eneration gradient boosting machines (GBM) implementations 

uch as XGBoost and LightGBM perform substantially better than 

nsemble methods such as RFs and the first-generation GBM ( Chen 

 Guestrin, 2016 ; Ke et al., 2017 ; Carmona et al., 2019 ; Gunnarsson

t al., 2021 ). In improving the model interpretation, the SHapley 

dditive exPlanations (SHAP) value is a recent advancement devel- 

ped from cooperative game theory and measures the feature im- 

ortance ( Lundberg & Lee, 2017 ; Lundberg et al., 2020 ). In banking

esearch, the SHAP value can play an essential role in evaluating 

he contribution of input indicators to the final predicted outcomes 

nd each prediction, such as results from the decision tree in the 

nsemble method. Moreover, in the language models, the Trans- 

ormers that supplant the LSTM can be applied to deal with the 
12 
oft information in banking operations and research ( Vaswani et 

l., 2017 ). 

Additionally, future studies can also explore the role of unsuper- 

ised AI methods in banking research. Such methods do not need 

anual input from human beings. A typical unsupervised machine 

earning method, the KNN method, enables machines to self-learn 

he data and undertake classification without labels, which are eas- 

ly added afterward. Thus, it does not require preliminary manual 

abeling work, which is time-consuming and subjective. 

. Conclusion 

This article presented an extensive review of the crucial role 

layed by OR and AI methods in banking research by analyzing 

 total of 338 studies published between 2010 and 2020. We de- 

cribed six general topics that employ OR and AI methods to ad- 

ress various crucial banking issues: banking efficiency, risk man- 

gement, bank performance, banking regulation, M&A, customer- 

ased studies, and fintech in the banking industry. We also out- 

ined the most widely used OR methods, including DEA, ABM, MC, 

uzzy logic, and AI techniques, including SVMs, NNs, and ensem- 

le methods. This article contributes to the literature by comple- 

enting the prior bibliographic surveys, covering various general 

anking topics, and summarizing the different methods applied. 

We also suggested potential future research directions from 

oth topic and methodology perspectives. Researchers could ex- 

lore and verify various OR and AI methods in banking studies 

rom a methodological perspective. Thus, regarding future research 

opics, efficiency forecasting related to the evaluation of financial 

tability could justify further exploration, as could the investigation 

f non-financial risks, such as conducting risks, which has received 

ery limited attention in the academic literature to date. Future 

tudies might also explore the impacts of government regulations 

nd managerial behaviors on risk-taking by banks. Finally, future 

esearch could also apply other AI methods (e.g., unsupervised ma- 

hine learning) or fresh combinations of OR and AI techniques to 

anking research. 

upplementary materials 

Supplementary material associated with this article can be 

ound, in the online version, at doi: 10.1016/j.ejor.2022.04.027 . 
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