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Abstract

In common with many other fields, the audiovisual (AV) industry is being transformed
by the use of real-time graphics engines in combination with immersive technologies
such as virtual reality (VR) and augmented reality (AR). This technological mixture
enables what is known as virtual production (VP) and introduces professionals to

numerous new ways of creating AV content.

However, VP is still in a relatively early stage and there are various barriers to
democratization that must be overcome if these technologies are to become widely
used in the industry. Specifically, there is a need to promote and identify the best
ways to facilitate the uptake of the technologies within the context of independent

small and medium productions (SMPs).

The main aim underscoring this PhD project is to investigate how VP can enhance
the process of independent SMPs; the key output is a set of recommendations for

implementing VP into current production practices.

Recommendations are based upon a new VP process that focuses on immersive
pre-visualization of filming locations. This process is enabled by using affordable,
accessible, and easy-to-use immersive technologies to support creativity,

communication, and collaboration during the pre-production phase of an AV product.

Unlike previous studies in the field, this work was performed by adopting a co-design
approach whereby professionals were actively engaged in and contributed to the
research by sharing their valuable knowledge, creative ideas, and feedback. The
overall methodological framework adopted to develop the research was design

research methodology (DRM).

The PhD project comprises five consecutive and interdependent studies:

In the first study, the working habits, challenges, and perceptions towards VP were

explored through a series of semi-structured interviews with professionals who



performed different roles within SMPs. This stage contributed to the initial
understanding of the SMPs' operational context and the identification of the basic

user requirements for adopting VP.

The second study involved a new sample of professionals who engaged in a series
of remote co-design workshops that validated the findings from the previous stage.
This study also introduced into the project the method of design fiction, a process in
which participants are prompted to conceptualise possible and probable ideas for the
future use of VP in their work. This second study generated 14 initial scenarios on

how alternative VP processes can benefit SMPs.

In the third study, ideas from the second study were merged and extended into three
highly detailed design fiction scenarios that were presented in an online
guestionnaire. The data collected from professionals who responded to the
guestionnaire allowed to identify the scenario considered to be the most valuable

and worthwhile of being developed in practice.

In the fourth study, a practical prototype was designed and developed based on the
detailed scenario from the third study to aid professionals in the pre-production
phase of an AV project. The prototype was then evaluated in person by different
teams of professionals who employed it in a simulated alternative VP-enabled
process. The prototype and process were seen as useful and ready to be

implemented in a real-world environment.

The fifth study encompassed the final stage of the project, which involved self-
reflection on the practical prototype as well as the process developed and evaluated
in the fourth study. Accordingly, a set of recommendations based on the all the

previous studies, was generated for the design of future VP processes for SMPs.
Overall, this exploratory research contributes to better understanding of an emerging

area of investigation — VP applied to SMPs — and highlights the urgency for further

research activities.
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1. Introduction

This chapter introduces the emerging field of virtual production (VP), describing its
main characteristics and combination with immersive technologies. Additionally, the
researcher presents the research aims, questions, and objectives at the centre of

this research. Finally, the structure of this thesis is presented.

1.1 The Ever-Evolving Relationship Between Filmmaking and Technology
Since its inception, cinema has been deeply entangled with the technical mastery
and technological advancements of its time. Some authors establish the birth of
cinema with the Lumiérs brothers’ projection of their film to a paying audience in
1895. However, many other inventors of the time were interested in capturing and
projecting moving images (Nowell-Smith, 1996). Before the Lumiérs brothers, Léon
Bouly developed his own version of the cinematograph in 1892. Edison patented an
invention named Kinetoscope in 1891, and Muybridge was able, in 1878, to rapidly
capture multiple images of a horse galloping. The innovations in perfecting,
capturing, and projecting techniques, extra gears, and instruments has not stopped
evolving. Different camera lenses to attach to the camera body have been invented,
allowing filmmakers to capture close-up or wide shots of their subjects without
physically moving the camera. George Eastman, the founder of Kodak, developed
light-sensitive emulsions that he placed on glass plates and a cumbersome process
to obtain images on flexible celluloid film, which marked a new era for photography
and cinema. Mechanical contraptions to move the bulky and heavy cameras of the
early days were developed, which introduced spectators to a new visual style. Then
came colour, sound, light, handheld cameras, digital cameras, and computer
graphics (CGs) software, to name a tiny fraction of the worldwide advancements that
have been the centre of audiovisual (AV) production in the past 130 years.

Every notable technological breakthrough that has benefited AV professionals has
also required them to alter their production process to integrate such innovation.
Modern film directors do not make movies in the same way they did 50, 25, or even
10 years ago. Because filmmaking is a collaborative work, the same is valid for many

other professional figures from different departments involved in developing an AV
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product. Technological innovations require them to adapt, embrace new tools, and

change their working habits.

1.1.1 Virtual Production: Many Forms, Many Possibilities

Among the latest innovation in the AV field is VP, which is an alternative to the
established process, whose proponents claim that it fosters creativity while saving
time and money. VP is an umbrella term that includes many technologies and

practices. Further details about the term are provided in Section 2.1.

Real-Time Game Engines

It is generally agreed that this new process for producing AV products has at its core
real-time graphics engines, or to be more precise, real-time game engines, which are
commonly used in the gaming sector. These engines can produce computer-
generated images, which, in turn, can be modified through real-time interactions.
Real-time game engines have improved considerably in recent years in the visual
fidelity of realistic images; therefore, some filmmakers have introduced them in their

production process.

Virtual and Augmented Reality

Many other technologies powered by these engines are becoming central and
equally important in enabling VP. Virtual reality (VR) and augmented reality (AR) are
the most common immersive technologies; VR immerses users in an artificial world
when they wear a headset that occludes their sight of the real world, while AR
supplements the real world with computer-generated visual elements. Filmmakers
can employ VR and AR for many tasks, such as experiencing and working within an
immersive digital replica of the filming location, which enables different crew
members to collaborate virtually and remotely, pre-visualizing the scene without
requiring travel to the physical location. This practice, in turn, reduces the carbon

footprint and travel logistics, thus saving time and money.
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LED Volumes

Research on semiconductor devices such as LEDs started in the late ’60s (Borden
and Pighini, 1969). It gradually advanced, improving the spectrum of colours that
were reproducible on LED displays and reducing the distance between pixels
(technically referred to as pixel pitch). Later, scientists assembled many LED
displays together to form an array, the so-called LED wall, which was useful for
displaying large-scale images to crowds attending concerts, events, fairs, and
exhibitions. A notable example of an LED wall was used during the U2 PopMart
world tour (Thomas, 2021). In recent years, LED walls have been built inside film
studios (these are called LED volumes), often as an extended curved stripe. LED
walls replace the blue or green screen widely adopted by AV producers and offer
several benefits. Shooting inside an LED volume allows producers to display the
scene’s background on the LED wall and edit the background in real time by using
real-time game engines. Nevertheless, this does not come without some limitations
and trade-offs that filmmakers must accept. For example, the cost of building an LED
volume can be several million dollars, and renting such a facility can cost tens of

thousands of dollars per day for small or medium LED volumes.

Motion Capture

Motion capture is a technique widely employed to animate fictional characters in
video games or movies using animation data of real people wearing suits that are
equipped with sensors and markers. Real-time game engines enhance this
technique since it allows flmmakers to see the humans' performance on the fictional

characters' bodies in real time.

VR, AR, LED walls, and motion capture are merely a few technologies and
techniques that can be part of the VP process. Many combinations are currently

under experimentation by both AV industry players and academic researchers.

VP is primarily associated with LED volumes among AV professionals and academic

researchers. However, as described, establishing a VP process using an LED
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volume may be expensive and out of reach for AV producers with different financial

resources.

1.2 Virtual Production for All: Shifting the Focus to Small and Medium
Productions

The most emblematic AV productions that have employed VP in recent years have
been characterized by the vast amount of economic and human resources allocated.
While exploring what may be possible through VP, one of the main challenges is the
correct functioning and interoperability of hardware and software technologies.
Consequently, complex workflows often result, as does the need to employ
expensive gear and hire highly skilled professionals from other fields, such as
engineers and computer scientists. AV producers who can afford to employ such a
workforce as well as the time and technical resources are few and do not represent

the whole ecosystem of the AV industry.

While the VP process is used for advancing high-end productions, little consideration
has been bestowed upon small and medium productions (SMPs), which, by

definition, have limited economic and human resources.

Shifting attention to explore the extent to which SMPs can employ VP is important,
considering their vast presence in the AV industry. However, identifying more
precisely the number of people involved in SMPs and the economic volume they
represent within the AV industry is an arduous task because of its fragmented
nature. Many researchers (La Torre, 2014; IDEA Consult 2013; Renée, 2015; Ibrus
& Rohn, 2019) have retrieved data about specific AV sectors, especially feature
films. These scholars have considered only specific countries or regions, which only
partially describe the actual size of the market represented by SMPs and the number

of professionals employed.

Quantifying the accurate presence of SMPs across the AV industry is beyond the

scope of this study. However, this researcher discovered the lack of a systematic
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study that explores through a co-design approach the framework and employment of

VP processes for filmmakers operating in a context with limited resources.

1.3 Research Aims

The overall aim that underscores this research is to present an exploration of VP's
applications and potential in AV productions which have only limited resources. This
area is a knowledge gap in the literature and industry applications. The work reports
the specific VP-related needs of AV professionals who work on SMPs. Additionally,
this researcher aimed to co-design, iterate, develop, and evaluate a new VP process

of alternative workflows that employ immersive technologies.

1.4 Research Questions

The main research question addressed in this study is as follows:

RO1. To what extent can VP combined with immersive technologies be

employed by AV professionals in SMPs?

This main question leads to the following sub-questions:

RQ1.1. What research already exists on this topic, and to what extent is VP already

developed and employed by industry players in their making process?

The intent of the first sub-question is to build an understanding of previous research
and experimentation. Additionally, since the private sector has already dedicated
substantial resources to advancing VP, it is crucial to include the perspective of

industry players on this emerging field.

RQ1.2. What are the challenges that SMPs face due to limited resources?

The second sub-question was designed to explore the daily and practical difficulties

professionals address when working with limited economic and human resources.
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RQ1.3 What alternative VP process can be co-designed and developed to enable
SMPs’ adoption of VP?

This aim behind this third sub-question is to enable participants to contribute to the
co-design, development, testing, and evaluation of an alternative VP process

combined with immersive technologies.

1.5 Research Objectives

A. To review the academic literature and pre-existing processes employed by

industry players regarding VP.

B. To investigate the challenges faced by AV professionals who work on SMPs.

C. To co-design with participants alternative VP processes combined with

iImmersive technologies.

D. To translate the outcomes of Studies 1-3 into a practical prototype (study 4) to

be tested and evaluated by AV professionals.

E. To discuss and self-reflect the implications of such a prototype in Study 5 and
provide a set of recommendations upon which future work may advance

research on the VP process applied to SMPs.
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1.6 The StoryFutures Project

This PhD project is part of StoryFutures: Gateway Cluster Partnership for
Audiovisual Digital Creativity (AH/S002758/1), a creative industries research and
development programme funded by the Arts and Humanities Research Council
(AHRC). The overall aim that underscores the programme is to define and develop
the next generation of storytelling approaches by exploring the opportunities offered
by the latest developments in the immersive technologies of VR, AR, and mixed
reality (MR). The StoryFutures consortium includes more than 35 academic and
creative industries organizations based west of London. This work is complementary
to the efforts established by other academics who participate in StoryFutures project
when exploring an emerging field such as VP. These academics investigate VP
applied to high-budget AV projects, while this researcher examined VP applied to AV

productions that have limited resources, such as SMPs.

1.7 Structure of the Thesis
This thesis is divided into nine chapters; the present chapter offers an overview of

the thesis' theme, aims, and contributions.

In Chapter 2 is an overview of the definition of VP, its employment in both industry
and academia, and its relation to how immersive technologies have been adopted

and employed both in academia and the AV industry.

Chapter 3 describes the design methodology chosen for this research as well as the
reasons for its selection. This part also presents the design methods considered

most appropriate to collect qualitative and quantitative data.

Chapter 4 (exploratory study), Chapter 5 (idea co-generation), Chapter 6 (idea
filtering and iteration), and Chapter 7 (prototype design and evaluation) contain
consecutive studies that enabled the researcher to collect data and gather insights.
These four works are interdependent. Findings that emerged from the exploratory
interviews were crucial to structuring and defining the scope of the co-design

workshops, which in turn were fundamental to co-design innovative ideas, which



1. Introduction

were filtered, further iterated, and finally developed into a working prototype for

stakeholders' evaluation.

These progressive data collection and analysis stages guided the researcher to
generate valuable output: an alternative workflow for pre-production, which
participants evaluated as ready to be employed in a real-world scenario for further
assessment.

Chapter 8 discusses the findings of the research, while Chapter 9 explains the main

contributions of this research and establishes directions for future work.
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2. Literature Review

2.1 Introduction

This section provides a clarification and analysis of both previous academic studies
and pre-existing industry processes regarding VP, an emerging process in the AV
field. From the review of the literature, the researcher ascertained that the VP
process encompasses different applications, taking advantage of a wide range of
technologies, especially the use of real-time game engines commonly employed to
develop video games.

This VP process assist the pre-production, production, and post-production
processes for stakeholders' AV projects. Because of the many ways in which VP can
be employed, Sebastian Sylwan, former chief technology officer at Weta Digital and
member of the VES founding board, states that ‘there is no checklist of things you
can go through and say, if you have all of these, this is virtual production’ (Thacker,
2012). He further explains that the industry is still in the process of learning and
exploring VP. Consequently, the researcher considered it appropriate to present an
organized explanation and review to the reader. This approach identifies and
differentiates how VP has been employed in different contexts and production sizes.
Discovering and reviewing the state of VP in the academic literature and existing

industry applications were of primary importance to identify the current knowledge
gap.

2.1.1 Definition of Virtual Production

As Dunlop states (2014, p. 304), the VP process "is becoming the norm for any
movie requiring large scale visual effects” (VFX). The term VP started to be used
more frequently after the production of Avatar (Cameron, 2009). In recent years, an
increasing number of iconic high-budget films, such as The Jungle Book (Favreau,
2016), Ready Player One (Spielberg, 2018), and The Lion King (Favreau, 2019), as
well as TV series, such as The Mandalorian (Favreau et al., 2019) and Westworld
(Abrams et al., 2016), proved the potential of the most advanced VP techniques.
These productions, which are set in imaginary worlds and therefore require heavy

use of VFX achieved through CGs, found in VP a useful tool.
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Different industry players and academic researchers define VP differently; however,

many authors agree that it is a process to pre-visualise, produce, and post-produce

an AV project by taking advantage of real-time technologies and shifting the

established workflow from linear to non-linear where possible to iterate creative

decisions quickly.

ACADEMIA
‘The virtual production process enables
directors to view live footage of the
actors on set integrated with
placeholder versions of the CG
elements of a shot'.
Dunlop (2014)

‘The concept of virtual production
foresees to combine key aspects of
media production in a real-time, or close
to real-time, environment where
creative decisions can be taken in direct
consultation with other members
of the team’.

Helzle, Grau, and Knop (2015)

‘VP combines virtual and augmented
reality with computer-generated
imagery. All this is made possible by
real-time game-engine technology’.
Bennett et al. (2021)

INDUSTRY
‘VP combines virtual and augmented
reality with CGl and game-engine
technologies to enable production crews
to see their scenes unfold as they are
composed and captured on set’.
MPC in Kadner (2019)

‘Virtual production is where the physical
and digital worlds meet’.
Weta Digital in Kadner (2019)

‘As VFX have grown to be a greater part
of movies and television today, there is
a growing divide between what the
filmmakers can see through the camera
on the live-action set, and what they
have to imagine will be added digitally
many months later. Virtual Production
attempts to unite those two worlds in
real-time’.

Magnopus in Rogers (2020)

13
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Based on these definitions, VP is not a technology itself but rather an alternative to
the established production process currently employed in AV projects. VP has at its
core real-time game engines to which several other software and hardware

technologies can be added and combined to produce an AV result.

2.1.2 Benefits of Virtual Production

The VP process has the potential to bring economic and creative benefits for
stakeholders involved in the creation of an AV production. Adopting VP for scenes
with VFX allows directors and other professionals involved on set to acquire real-
time feedback on VFX integration inside the scene. Hence, the director can see on
the monitor a closer representation of the final appearance of the scene and quickly
iterate the decision-making process, thus saving time and, therefore, money.
Directors are not the only figures to benefit from VP. Actors and actresses can feel
more immersed in new filming facilities designed explicitly for VP, which are
characterized by an array of LED panels. This technique displays the scene
background on the array, giving players a better idea of the setting than large, empty

spaces surrounded by a monochromatic green screen.
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Figure 2.1 Green Screen Studio (top) and Stagecraft LED Volume (bottom)

Furthermore, integrating the VP process with immersive technologies such as VR
and AR allows industry players to push the boundaries even further. Wearing a VR
headset, the director could be immersed and navigate freely in the virtual scene as if
the crew were in a real location filming a live-action scene, a process with which
shooting teams are familiar.

Consequently, the director can ask the crew to make changes in the camera
position, lighting, set design, and so on to better and more quickly recreate the
vision, as they can shoot multiple takes with ease.

15
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Increasingly, productions adopting VP are aiming to complete the so-called final pixel
on set, meaning that further post-production processes, such as the addition of VFX
elements, is not needed and being able to obtain the final look of the image at the
end of the shooting day (Pohl, 2019).

Professionals in many other roles can benefit from VP. Cinematographers can try
different camera movements, whether those be handheld or movements that
simulate cranes or dolly systems. They can change the scene lighting, simulating the
hard light of the sun at noon or replicating the sunset without time constraints, which
would be a factor if they were shooting during the so-called golden hour on a live-

action set.

The advantage of VP for scenographers is that they can immerse themselves in the
virtual world through a headset and thus perceive the 3D volume of the scene, which
allows them to make creative choices on where to place props and interiors and then

pitch their ideas to the director.

Even if they are accustomed to staying on the other side of the camera, actors and
actresesse can also significantly benefit from the VP process; as producer Brian
Binder explains:
‘Let's say you're doing a show that takes place primarily on a bus, and instead of
sitting there for day after day after day staring at the green screen through the
windows, and the entire crew and all the cast being so disconnected from what's
going on and what this thing is going to look like at the end of the day, we're
actually able to bring that experience to everybody live on set’ (Pohl, 2019).
A further explanation of the benefits of VP for the aforementioned roles and for other
people involved in AV production is explained and discussed in the following

sections.
2.2 Sources

This literature review presents materials from various sources, including online audio

and video materials, social media posts from film industry insiders, blogs, software-
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specific documentation as well as guides, and established sources such as

academic papers and articles.

Academic Digital Libraries

Literature on VP was sought using the following keywords: virtual production, virtual
reality cinematography, digital twin, location, capture location, film photogrammetry
scan, virtual location scouting, and virtual filmmaking.

Scopus and Google Scholar search engines were used to locate books, peer-
reviewed journal papers, conference articles, and PhD theses; other digital libraries,
such as ‘Association for Computing Machinery’ (ACM) and ‘Institute of Electrical and

Electronics Engineers’ (IEEE), were also consulted.

Online Videos

Numerous conferences focus on CG and game development, such as ‘Special
Interest Group on Computer Graphics and Interactive Techniques’ (SIGGRAPH),
‘Film & Media Exchange’ (FMX), Game Developers Conference (GDC), and Digital
Dragons, offering videos from industry leaders sharing their experiences on the VP
processes they developed and adopted for their projects. These resources allow a
deeper examination of the strengths and features of current VP processes.
Similarly, both Unreal Engine and Unity, the industry's two most popular software
programs for VP, generated a large number of case study videos on specific projects
to promote their real-time technologies (Unreal Engine, 2019a, 2019b) as well as
articles (Blondin, 2019) and roundtables (Unreal Engine, 2018) where they interview
their stakeholders and explain in detail the advantages of using their real-time

engines.

Facebook Groups

There are numerous Facebook groups regarding VP and other topics relevant to this
research, such as ‘Unreal Engine: Virtual Production’, ‘Virtual Production’, ‘Virtual
Production Group’, ‘Remote Mocap’, ‘Virtual Reality’, ‘Volumetric Imaging’, ‘Virtual
and Augmented Reality’. They are composed of people who are passionate about

these topics and international professionals working in the field who often share their
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works and design processes, explain their approaches, and discuss further
applications with other group members. Facebook groups are a valuable resource to
acquire insights on general trends in VP, read feedback and opinions on current

design processes, and identify potential experts to interview.

Conferences Websites

Generally, websites of renowned conferences and events for professionals in CG
and VFX offer materials such as video recordings, interviews with professionals, and
scientific papers.

Among the conferences which have presented VP works in the past are SIGGRAPH,
I