
Abstract— Data-driven Artificial Intelligence systems are
playing an increasingly significant role in the advancement
of precision agriculture. Currently, precision sprayers lack
fully automated methods to evaluate effectiveness of their
operation, e.g. whether spray has landed on target weeds.
In this paper, using an agricultural spot spraying system
images were collected from an RGB camera to locate spray
deposits on weeds or lettuces. We present an interpretable
deep learning pipeline to identify spray deposits on lettuces
and weeds without using existing methods such as tracers or
water sensitive papers. We implement a novel stratification and
sampling methodology to improve results from a baseline. Using
a binary classification head after transfer learning networks,
spray deposits are identified with over 90% Area Under
the Receiver Operating Characteristic (AUROC). This work
offers a data-driven approach for an automated evaluation
methodology for the effectiveness of precision sprayers.

I. INTRODUCTION

Precision spraying systems are designed to apply agricul-
tural chemicals with a high degree of accuracy and control,
to reduce waste, and protect the environment. Evaluation of
their deposits is therefore important. According to the 2019
European Union (EU) Green Deal [1], modern precision
sprayers will have to undergo further regulatory assessment
to ensure sprayers can achieve suitable accuracy to minimize
the usage of chemicals. Despite widespread use of precision
spraying systems, current methods available for evaluating
their effectiveness is limited. Two common methods used
are tracers and water sensitive papers [2] which are manual
assessments. However, there is a big interest in the precision
agriculture community to move away from these methods
and to introduce automated assessments by processing data
captured by a camera directly mounted on spraying systems.
The task of identifying spray deposits from images is dif-
ficult, primarily due to the scarcity of useful data and the
challenge of identifying transparent spray deposits in images.

There is some research within the community which
makes use of current advances in deep learning. For example,
some systems have been developed using Convolutional
Neural Networks (CNNs) to look at spraying effectiveness
[3], [4]. However, they require human intervention and are
not fully automated. Our goal is to address this issue.
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To overcome the lack of publicly available data, our
own dataset has been created. Spraying was completed with
an expert human controller using a spot spraying system
called the XY sprayer. Added to the XY sprayer was a
Canon 500D camera which took images before and after
spraying. Based on the images provided, a classification
scenario has been developed to distinguish between sprayed
or dry lettuces and weeds. A binary classification scenario is
an ideal formulation as the identification of sprayed or dry
lettuces and weeds is the only requirement.

An eXplainable Artificial Intelligence (XAI) pipeline has
been implemented using multiple pretrained CNNs to iden-
tify spray deposits. Using transfer learning [5] with a re-
shaped classification head sprayed images are differentiated
from dry images. To improve performance, a stratification
method and an additional sampling method has been devel-
oped which produces improvements in this scenario.

In order to assess the effectiveness of the proposed
methodologies, classification metrics and interpretable visual
indicators are going to be used. Visual indicators are used
to differentiate between similar classification scores. To im-
plement this, Class Activation Maps (CAMs) are generated
by visualizing the final layers of CNNs, which allow for
the computation of an importance map of the final feature
extraction layer. This process not only provides valuable
insight into the spatial locations of features used to correctly
classify images, but also offers a means of identifying
differences between similar results. These CAMs will be also
evaluated to ensure their effectiveness.

The remainder of this paper is organized as follows.
Section II introduces related work on precision spraying
systems and state-of-the-art XAI methods for generating and
evaluating CAMs. Section III introduces the experimental
setup for the XY sprayer, and the associated data collection
and pre-processing stages. Section IV provides details of the
XAI pipeline workflow and network architectures and other
implementation details. The performance of the developed
networks for spray identification and CAM explanations are
reported and evaluated in Section V. Finally, the paper’s
conclusions and future work are presented in Section VI.

II. RELATED WORK

A. Precision Sprayer Systems

Precision spraying systems for the detection of weeds
and crops are being developed with advancements from
computer vision. One such system [3] adapted an all-terrain
vehicle to be used as a precision spraying system. The
study found that using CNNs was effective at identifying
weeds and crops to then spray. Using visual observations,
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the authors define classes to evaluate the effectiveness of
spraying. The classes are: target is fully sprayed; target is
partially sprayed; target is identified but spray missed the
target; target is not identified (and not sprayed); a non-
target is sprayed. However, evaluation under this multi-class
scenario is complex with classes that could be considered
arbitrary and require human intervention to classify.

A more recent study, [6], uses a boom spraying system
with CNNs to identify sugar beet and weeds as real time
targets and spray them. The authors, however, only estimate a
weed coverage rate given the spraying area from each nozzle
and do not actually record spray deposits or evaluate what
actually happened.

The studies mentioned so far do not use classical agricul-
tural methods. There are some studies that combine CNNs
and conventional agricultural methodologies to evaluate pre-
cision sprayers. An example of this is an Unmanned Aerial
Vehicle (UAV) that sprays into a box that then detects the
deposition of spray deposits with water sensitive papers
[7]. After the UAV sprays onto the water sensitive paper,
illumination is used to make the spray actuation deposition
clear for a CNN. Other similar agricultural methods use
tracers in precision spraying with a UAV. For example, Gao
et al. [8] use water soluble Allura red food dye as a tracer.
The method proposed is very effective at calculating the
deposition of spray deposits and it is reported that the use
of the dye does not alter the physico-chemical properties
of pesticides. However, to analyze the deposition, the target
must be harvested and then tested.

Ground based systems also use agricultural techniques
combined with computer vision developments. Liu et al. [4]
use CNNs to identify weeds within a real-world environment
and included further tests in a laboratory setting. However,
the evaluation of spraying deposits is completed by manually
observing a red tracer added to the system.

As useful as agricultural methods are, they still fall short.
The texture of water sensitive papers is different to those
of crops and weeds, therefore deposits will act differently
when applied to crops or weeds. Moreover, tracers can cause
difficulties when mixing with chemicals that may be used
when spraying. Both methods are also usually applied for
specific regions of fields, to create estimates, whereas we are
proposing a method that could be used throughout an entire
field. There needs to be a concerted effort to move away
from agricultural methodologies with their shortcomings to
automated assessments.

B. eXplainable Artificial Intelligence

Within this paper feature extraction from CNNs is used to
increase interpretability and to differentiate between similar
scoring CNNs. CAMs are generated to visualize features
used within CNNs giving spatial locations of features that are
used in images as a heatmap. Evaluation metrics for CAMs
are also needed to prove their effectiveness.

GradCAM [9] is a recent development in CAM generation.
The method takes an average of the gradients after a target
class is passed into the CNN from the last Convolutional

Fig. 1: XY Sprayer with tray of lettuces and weeds.

layer. This creates a CAM that is adequate at locating
important regions in images for predicting the target class.
Another development, GradCAM++ [10], supplies better
visual explanations by localizing around multiple objects
in images. The method uses a weighted combination of
positive partial derivatives of the last Convolutional layer
with respect to target class. This allows for better visualiza-
tions, especially when multiple objects need to be located.
GradCAM++ performs the best for multiple objects of the
same class when comparing to other methods like Layer-
CAM [11], HiResCAM [12], and FullGrad [13]. Therefore,
as the number of spray deposits in our images is not known,
it would be best to use a method that performs well with
multiple objects.

The performance of CAMs has been evaluated using
various metrics, including deletion, insertion, and stability
[14], [15]. Deletion and insertion are two complementary
metrics used to assess the quality of an explanation. Dele-
tion measures the change in classification confidence when
different regions of an image are removed, while insertion
measures the change in confidence when different regions
are added with surrounding noise or with no surrounding
context. Stability is another metric used to compare different
CAM explanations for the same class. This metric involves
adding random uniform noise to an input image and gener-
ating a new CAM, and then computing the average distance
between the original CAM and the noisy input CAM using
L1 distance. These metrics have been used to evaluate the
performance of CAMs in a variety of applications and will
be used.

III. EXPERIMENTAL SETUP AND DATASET DESCRIPTION

The XY Sprayer is an experimental spraying system.
Figure 1 shows the system, it uses a gantry XY system with
a removable floor to change the spraying height. A Canon
500D camera is attached to the system to capture images.
The spraying height from the spray plate to the tray bed is
30 cm whilst the distance from the camera lens to the tray
bed is 45 cm. Spray deposits were completed with a pressure
of 3 bar with a spray time of 8 ms which was recommended
by Syngenta.

This article has been accepted for publication in a future proceedings of this conference, but has not been fully edited. Content may 
change prior to final publication. Citation information: DOI10.1109/CASE56687.2023.10260374, 2023 IEEE 19th International 
Conference on Automation Science and Engineering (CASE)



(a) Dry Tray. (b) Sprayed Tray.

(c) Dry Tray region. (d) Sprayed Tray region.

Fig. 2: Comparison of dry tray, Figure 2a, and sprayed tray,
Figure 2b, as well as the chickweed region in both dry,
Figure 2c, and sprayed Figure 2d.

A. Lettuce Trays

To simulate realistic data, Syngenta transplanted partially
grown lettuces into trays with an even spacing and sowed
commonly found weeds randomly among the trays. In Ta-
ble I is the Biologische Bundesanstalt, Bundessortenamt und
CHemische Industrie (BBCH) breakdown.

TABLE I: BBCH Scale for plants used.

Latin Name EPPO Code Common Name BBCH
Poa annua POAAN Annual Meadowgrass 10-13

Stellaria media STEME Chickweed 10-22
Lactuca sativa LACSA Lettuce 19

B. Data Collection Procedure

Trays were placed into the system so that the Canon 500D
camera could capture each tray including the corners of
the tray. The system then was used by an expert human
controller to target all weeds to be sprayed once using the
software provided. In total 89 images were taken for both
dry and sprayed trays. Therefore, the overall dataset is 178
images. Shown in Figure 2 is a comparison of the same
tray before and after spraying with a specific region zoomed
in. As shown by this example, it is a visually complex
recognition problem given variability of background and very
small deposits which are hardly visible.

C. Data Pre-processing: Augmentation

After data collection, images were labelled and split using
a 70%, 20%, and 10% ratio for training, validation, and test,
respectively. To achieve robust and generalized CNNs, large
amounts of data are needed. However, sprayed lettuces and
weeds data are not available to our knowledge from public
repositories. Therefore, multiple augmentations are applied
to our dataset to increase the data available for training
CNNs. Augmentations include horizontal and vertical flips,
rotations from 15 to 45 degrees, blurring the image with a
box blur with a factor of 3 times, increasing and decreasing
the brightness by 30%, and increasing the contrast by 30%.
Thus, our training split has increased from 122 images to
854.

IV. PIPELINE

An XAI pipeline for a binary classification task has been
implemented, a number of modular stages were employed
in the proposed pipeline. Each CNN was customized for the
classification task by changing the classification head. The
pipeline has an interpretability module using GradCAM++
[10]. Figure 3 outlines all the major components and in the
next subsections implementation details are provided.

A. Stratification and Sampling

When considering the overall problem of identifying
sprayed weeds or lettuces, it could be assumed that this
problem is essentially pixel-wise change detection. There-
fore, to ensure a CNN can learn these pixel-wise differences
a strategy has been devised for this as well as an additional
sampling method to observe and learn those differences.
We stratify our dataset by ensuring that if image N is a
dry version of the image available to the train sample, then
image N’, the sprayed version, is also present in the sample.
Intuitively, this is how a human may distinguish between the
two types of image, much like spotting a difference.

As our dataset is stratified, images have the dry and
sprayed instances for the same tray in each split. However, as
CNNs are trained with batches of images, without sampling
we cannot ensure that the dry and sprayed instances are
used within the same batch. Therefore, to ensure in each

Fig. 3: XAI Pipeline for Classification and CAM evaluation.
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batch images are loaded as matches. This includes loading
the match even if it is augmented. This has been applied this
to the training split of our data only.

B. Network Architectures

Experiments with three pre-trained CNNs, EfficientNet-
B0 [16], MobileNetV3 [17], and ResNet18 [18] have been
completed. All networks are pre-trained on the ImageNet
[19] dataset. The choice of CNNs is informed by their
successful use and deployment in the agri-robotics domain
[20]. Lightweight networks are chosen, so that in the future
they can be deployed onto practical spot sprayer systems.

C. Classification Metrics

To evaluate our networks, F1-score, and Area Under the
Receiver Operating Characteristic (AUROC) are used. The
definitions and formulas of F1-score and AUROC can be
found within literature [21].

D. CAM Metrics

CAMs are generated heatmaps of spatial locations that
create regions of interest to help improve interpretability
within CNNs used and to differentiate similar scoring CNNs.
To evaluate the CAMs generated and features identified
within the CAMs Deletion, Insertion, and Stability are used
[14], [15].

For Deletion and Insertion, the confidence of the CNNs
prediction will be recorded with deletion and insertion in-
creasing by 1% until the entire image is deleted or inserted.
After plotting the confidence values against the amount of
image deleted or inserted, the area under the curve (AUC)
is calculated using the Trapezoidal Rule:

AUC =
h

2
[y0 + 2 (y1 + y2 + y3 + · · ·+ yn−1) + yn] (1)

where y is the prediction confidence, n is equal to the number
of plotted points, and h is equal to the increase in deletion or
insertion change. Therefore, Deletion scores that are lower
are better and Insertion scores that are higher are better.
An average AUC will be taken from the entire test set and
reported in Section V.

Stability measures the similarity between CAMs. Given
a CAM for an image noise can be added to the original
image and a new CAM can be computed. The noise added
is uniform and the same throughout all images. These are
then compared using L1 distance. L1 distance is:

DL1(A,B) =
n∑

i=1

|Ai −Bi| (2)

where n is the total number of pixels in the images, A(i)
and B(i) are the pixel values of image A and B at position
i, respectively. A lower Stability would indicate a similar
CAM. This is completed for all test images and an average
score is taken. The results are reported in Section V.

V. RESULTS AND PERFORMANCE EVALUATION

To demonstrate the usefulness of our proposed strati-
fication and sampling methodologies a traditional random
split has been implemented to be used as a baseline to
compare to stratification without sampling and then strati-
fication with sampling. Table II shows the results for each
network with the F1-score, AUROC scores, Deletion scores,
Insertion scores, and Stability scores. The baseline is shown
as Random as it uses a random split for the data, Stratified is
the stratified dataset, and Stratified (Train Sampling) shows
the results for both stratified data split and train sampling.
The best scores for each model are in bold.

The classification scores show the best overall models are
the stratified train sampling EfficientNet-B0 and ResNet18.
Both score an F1-Score 94.1% for dry, 93.3% F1-Score for
sprayed, and 93.7% AUROC. When looking at the CAM
metric scores, the best model for Deletion is the stratified
MobileNetV3 with 33.6%. The best Insertion score was
from the stratified train sampling MobileNetV3 with 55.0%.
Finally, when considering Stability the best score was from
the random split ResNet18 with 24.1%.

Comparing to the baseline, stratification and train sam-
pling greatly improve the F1-score for both classes, the
AUROC scores, and the Insertion scores for all models.
Considering the F1-scores, there are increases of 9.9%,
11.8%, and 76.9% for the dry class for the EfficientNet-B0,
ResNet18, and MobileNetV3, respectively. For the sprayed
class, F1-scores increase by 16.4%, 13.3%, 17.6% for the
EfficientNet-B0, ResNet18, and MobileNetV3, respectively.
The AUROC scores for the EfficientNet-B0 and ResNet18
improve by 12.5% and the MobileNetV3 improves by 31.2%.
Furthermore, Insertion improves greatly with 9% and 39.4%,
for the ResNet18 and MobileNetV3, respectively. With the
Deletion metric, the best model is MobileNetV3 decreasing
by 13% from the baseline. However, in the case of Deletion
the baseline appears better for both the EfficientNet-B0 and
ResNet18. Further testing is needed to fully understand why
this metric behaves differently.

Improvements are made between stratification and the
addition of train sampling when considering the insertion
metric. The Insertion for the ResNet18 and MobileNetV3
increase by 39.3%, and 45.8%, respectively.

The Stability scores for all models in all methods of
data splitting are very similar, showing that explanations
generated are consistent. The best model Stability scores are
24.7%, 24.2%, and 24.1% for the stratified split EfficientNet-
B0, random split MobileNetV3, and random split ResNet18,
respectively. The Stability for all data splits and models is
very similar within a range of 0.7%.

Figure 4 shows the CAMs for one of the test images within
all splits from all models implemented as well as a bounding
box ground truth of spray deposits. The visualization of spray
deposits reinforces the results seen in Table II. When inspect-
ing the CAMs for the EfficientNet-B0 there is improvement
visually. For example, the stratified CAM in Figure 4e has
an additional lower interest region when compared to the
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Split F1-Score Dry (%) F1-Score Sprayed (%) AUROC (%) Deletion (%) Insertion (%) Stability (%)

EfficientNet-B0
Random 84.2 76.9 81.2 60.0 51.0 24.9
Stratified 88.8 85.7 87.5 68.6 50.8 24.7

Stratified (Train Sampling) 94.1 93.3 93.7 71.7 51.4 24.9

MobileNetV3
Random 0.0 66.6 50.0 46.6 25.6 24.2
Stratified 62.5 62.5 62.5 33.6 9.2 24.8

Stratified (Train Sampling) 76.9 84.2 81.2 63.2 55.0 24.9

ResNet18
Random 82.3 80.0 81.2 51.8 29.0 24.1
Stratified 94.1 93.3 93.7 52.3 1.3 24.6

Stratified (Train Sampling) 94.1 93.3 93.7 53.2 38.0 24.9

(a) Bounding boxes for spray deposits in test image.

(b) EfficientNet-B0 Random Split (c) MobileNetV3 Random Split (d) ResNet18 Random Split

(e) EfficientNet-B0 Stratified Split (f) MobileNetV3 Stratified Split (g) ResNet18 Stratified Split

(h) EfficientNet-B0 Train Sampling Split (i) MobileNetV3 Train Sampling Split (j) ResNet18 Train Sampling Split

Fig. 4: Class Activation Maps for all models for sprayed test image.
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baseline in Figure 4b. More detections can be found for the
train sampling CAM in Figure 4h but the added 3 regions
are much lower in intensity, these are difficult to see but can
be found in the top left, top right and bottom right clusters
of weeds. When comparing Figure 4h to the ground truth
in Figure 4a each region generated contains a spray deposit.
However, not all spray deposits are found.

The MobileNetV3 CAMs in Figure 4c, Figure 4f, and
Figure 4i, indicate a significant increase in the detection of
spray deposits compared to the baseline random split. The
stratified CAM is noisier and potentially less effective than
the random split CAM, whereas the train sampling includes
multiple detections of spray deposits, even in the lower
interest regions. When matching the regions generated to the
ground truth, most of the detections for the train sampling
are on the ground truth. When looking at the random split
and the stratified split both have regions of interest that don’t
entirely overlap with spray deposits.

Finally, in the ResNet18 CAMs, improvements are made
visually from the random split, Figure 4d, to higher intensity
areas in the stratified split in Figure 4g. The largest improve-
ment is seen in the train sampling CAM in Figure 4j as it
has the most detections. When comparing to the ground truth
all CAMs generated for the ResNet18 include regions that
have spray deposits. The best CAM Figure 4j, has the most
number of detections that overlap with the ground truth.

VI. CONCLUSION

Overall, the results are promising. Improvements have
been made from a baseline using a stratification and sam-
pling methodology by a minimum of 12.5% AUROC across
multiple CNNs. Our results indicate that this methodology
could be used as an automated assessment replacement for
existing agricultural methods.

Visually, CAMs can be seen to improve with the addition
of stratification and then further with sampling as discussed
in section V. This is reinforced by the CAM metric results
as the Insertion scores for all models is the highest when
using both proposed methods. Furthermore, explanations are
consistent as Stability across all data splits is very close.
Therefore, CAMs that are generated are also robust.

For our future work, we are going to develop a deposit
deposition detection scenario for the collected dataset to
detect the quantity of applied spray deposits on both weeds
and lettuces. This is to give further insight to the effectiveness
of spraying systems. Alongside this, the methodology will be
adapted to work with moving systems.
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