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Abstract 

This paper extracts an investor sentiment indicator for the 30 DJIA stocks based on the textual 

classification of 289,024 online tweets posted on the so-called StockTwits, and examines its 

contemporaneous and predictability effects on the dispersion of stock returns using the quantile 

regression technique. We find that both contemporaneous and predictability effects of sentiment are 

heterogeneous throughout the return distribution. Specifically, sentiment is positively 

contemporaneously associated with stock returns at higher quantiles. However, it is a strong negative 

predictor of future returns at lower quantiles. Overall, our findings are broadly consistent with most 

behavioural theories and show that sentiment mainly affects the valuation of assets in extreme market 

conditions. 
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1. Introduction  

Investor sentiment has long been thought of as an underlying driver of asset price dynamics. However, 

it was the study by De Long et al. (1990), which explicitly featured the role of sentiment in financial 

markets documenting that sentiment can cause asset prices to diverge from their fundamental values. 

Prompted by this theoretical work, a large body of empirical literature has indeed been developed over 

the years to provide direct evidence for the significant effects of sentiment; this includes, among many 

others, Baker and Wurgler (2006, 2007) for exploring such effects on assets whose valuations are 

highly subjective and difficult to arbitrage confirming that when sentiment is high, subsequent returns 

are low for stocks of extreme growth and distressed firms,1 Stambaugh et al. (2012) for analysing its 

effects on a broad range of anomalies in cross-sectional stock returns finding that each anomaly is 

stronger (its long-short strategy is more profitable) following high levels of sentiment, and Garcia 

(2013) for showing its significantly larger effects during recessions compared to expansions, and 

recently Da et al. (2015) for revealing its role in predicting return reversals and the transitory 

component of its volatility. 

However, the fact remains that investor sentiment is not straightforward to measure, with the 

extant literature to have used various sentiment indicators (see Baker and Wurglar, 2007; Zhou, 2018; 

for a comprehensive overview of this literature). These indicators include the country fund discount 

(Bodurtha et al., 1995), household data (Kelly, 1997), the consumer confidence (Schmeling, 2009), the 

investor intelligence survey (Lee et al., 2002; Brown and Cliff, 2004; Menkhoff and Rebitzky, 2008; 

Kurov, 2010), the composite index based on the common variation in six underlying proxies for 

sentiment (namely, the closed-end fund discount,2 the number and average first-day returns on IPOs, 

trading volume measured by the share turnover on an exchange, the equity share in total new issues 

and the dividend premium) (Baker and Wurgler, 2006, 2007),3  and more recently retail trading 

correlations around stock splits (Kumar et al., 2013), the equity mutual fund flow (Chiu and Kini, 

2014), and shipping sentiment proxies (Papapostolou et al., 2014), among others.  

Moreover, despite the rise of online news media and social networking platforms in recent 

years, relatively little work so far has been carried out on the role of investor sentiment expressed on 

these platforms in asset price dynamics. Nonetheless, some exceptions, which analyse and find 

                                                         
1 Specifically, using various sentiment proxies, their empirical findings based on US data showed that when beginning-of-period 

proxies for sentiment are low (high), subsequent returns are relatively high (low) for small stocks, young stocks, high volatility 
stocks, unprofitable stocks, non-dividend-paying stocks, extreme growth stocks, and distressed stocks. 
2 The closed-end fund discount was also used by Lee et al. (1991), Swaminathan (1996) and Neal and Wheatley (1998), among 

others. 
3 Baker et al. (2012), on the other hand, constructed a composite sentiment index at country level (for Canada, France, Germany, 

Japan, the UK and the US) based on the following four sentiment proxies: The volatility premium, the number and average first-

day returns on IPOs, and market turnover. They, then, decomposed the six sentiment indices at country level into a single “global” 

index and six “local” indices. 
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evidence of significant effects of online sentiment indicators, extract such indicators from Internet 

message boards (Antweiler and Frank, 2004), news media articles (see, e.g., Fang and Peress, 2009; 

Tetlock, 2007; Garcia, 2013; Yuan, 2015; among others), Twitter posts (see, e.g., Zhang et al., 2011; 

Bollen, 2011; Mao et al., 2011; Zhang et al., 2016; Sprenger et al., 2014; Cookson and Niessner, 2020), 

and Internet search data (see, e.g., McLaren and Shanbhogue, 2011; Joseph et al., 2011; Saxa, 2014; 

Da et al., 2015). Bukovina (2016) provides an overview of this growing literature. 

The present paper examines the impact of Twitter investor sentiment on stock returns, and 

makes a twofold contribution. First, online sentiment indicators have just gained popularity and only 

a handful of studies recently analyse the impact of such indicators on stock market features, hence our 

work aims to provide fresh evidence to this growing literature. To this end, we employ a sentiment 

indicator extracted from tweets posted on the so-called StockTwits platform, which is designed for 

sharing financial information among its users who are mostly investors, traders, entrepreneurs, and 

alike. Specifically, we filter out 289,024 online tweets posted on this platform that directly reference 

the 30 DJIA stocks over April 4, 2012 to April 5, 2013 period and then use various classification 

algorithms from computational linguistics (namely, the Naive Bayes, the Decision Trees, and Support 

Vector Machines (SVMs)) to classify such tweets into three distinct classes 𝑀c, where c ∈ {Buy, Hold, 

Sell}; finally, a bullishness of tweets is calculated, as the relative dominance of buy vs sell tweet signals 

of a stock on a given day t, with its shift being used as a proxy for investor sentiment. Most related 

previous research which analysed Twitter posts use arbitrary subsamples of all tweets posted on its 

public timeline as a proxy for investor sentiment (see, e.g., Zhang et al., 2011; Bollen, 2011; Mao et 

al., 2011; Zhang et al., 2016; among others). Therefore, our StockTwits sentiment indicator is relatively 

more informative, as it does not contain the random noise present on Twitter’s public timeline and 

captures directly financial information that may impact on the investors’ decision-making. Some other 

distinct features of StockTwits platform are that its posted tweets are real-time reflecting investors’ 

true opinions and their up-to-date beliefs as financial events unfold, are mainly by professional 

investors of different types (e.g., technical, fundamental, etc.), and include both information sources 

and interpretation of market information, among others (see, e.g., Section 2 and Cookson and Niessner, 

2020 for an overview of the features of StockTwits platform). To the best of our knowledge, the few 

exceptions that have used StockTwits posts in stock return predictions include Sprenger et al. (2014) 

and Oh and Sheng (2011). The former employ data on the companies listed on the S&P 100 index 

from January 1, 2010 to June 30, 2010, whereas the latter analyse data related to companies listed on 

the Nasdaq and NYSE for four months only, i.e., May 11, 2010 to August 7, 2010. Then, this paper 

differs from them in terms of a non-overlapping time window and the more informative employed 

sentiment indicator calculated from the considered data set using different classification algorithms 

from computational linguistics. Also, the paper focuses on the 30 DJIA highly liquid stocks particularly 
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commented on StockTwits. Despite Baker and Wurgler (2006) argued, and their empirical findings 

confirmed, that large firms are less affected by sentiment, recent work suggest that the role of sentiment 

in large firms is indeed at play (see, e.g., Garcia, 2013; Ahmad et al., 2019; Lartey et al., 2020).4 

Therefore, our sample of large firms offers a good opportunity to provide further evidence on how 

sentiment affects such firms in a period of social media’s growing influence on financial markets. 

Moreover, since our firms generate a great buzz and are particularly referenced in posts on StockTwits 

at a higher frequency basis, our sentiment measure is constructed and its effect is analysed at daily 

frequency.5  

Second, the literature mostly ignored the contemporaneous association between sentiment and 

returns and focused on sentiment as a predictor of asset price dynamics. This has been the case as most 

behavioural finance theories indicate that sentiment is a strong negative predictor of future returns on 

grounds that it drives assets from their fundamental values: When sentiment is high (low), stocks gain 

relatively low (high) subsequent expected returns (see, e.g., Baker and Wurgler, 2006, 2007; Jiang et 

al., 2019; among others). In this paper, we shed light on both contemporaneous and predictability 

effects of sentiment. Moreover, unlike previous related studies which confine the analysis to the 

conditional mean of the return distribution, i.e., using Ordinary Least Squares (OLS) (see, e.g., 

Antweiler and Frank, 2004; Sprenger et al., 2014; Jiang et al., 2019; among others), our chosen 

econometric framework is the quantile regression (QR) technique, introduced by Koenker and Bassett 

(1978), where such a framework is further flexible to analyse whether contemporaneous and 

predictability effects of sentiment remain the same throughout the return distribution. Intuitively, 

online sentiment effects on stock returns may differ throughout the return distribution, since the volume 

or content of tweets expressing sentiment among investors may not be the same around extreme market 

conditions compared to normal times; moreover, due to limits to arbitrage, mispricing from sentiment 

could be strong in extreme market conditions (i.e., low/ high return distribution quantiles), thereby its 

negative predictability of future returns may be more pronounced under such conditions.6  All in all, 

                                                         
4 The empirical evidence by Garcia (2013) is based on the aggregate DJIA index, whereas Ahmad et al. (2019) analyse the time-

varying relationship between media-expressed firm-specific tone and firm-level returns for 20 large US firms over the 10-year 

period from January 2001 to December 2010. The role of sentiment in large firms is also supported by Lartey et al. (2020), who 

found that the negative link between CEO’s market sentiment and corporate innovation is particularly strengthened for such firms. 
5 This is compared to Baker and Wurgler (2006)’ sentiment proxies which were annual over the period of 1962 to 2001. Note that 

Baker and Wurgler found that sentiment has broad effects, but the effect for small firms is relatively strong. The focus of this paper 
is not to test Baker and Wurgler’ prediction in terms of how sentiment affects large versus small firms. Rather, it aims to provide 

evidence on firms which are particularly commented on StockTwits. Despite our large firms are unlikely to have binding constraints 

on arbitrage or other market frictions in general, Shleifer and Vishny (1997) argue that arbitrage can be quite ineffective in extreme 

circumstances, hence sentiment may particularly be at play for our firms under such circumstances, and indeed our results confirm 

this prediction. 
6 Despite our large firms are unlikely to have binding constraints on arbitrage or other market frictions in general, Shleifer and 

Vishny (1997) argue that arbitrage can be quite ineffective in extreme circumstances, hence sentiment may particularly be at play 

for our firms under such circumstances. 



5 
 

understanding how returns during different market conditions react to sentiment may indeed provide 

important insights for investors with the aim of maximising returns and minimising risk. 

We find that both contemporaneous and predictability effects of sentiment exert a 

heterogeneous pattern throughout the return distribution. Specifically, sentiment is positively 

contemporaneously associated with stock returns at higher quantiles. However, it is a strong negative 

predictor of future returns at lower quantiles. Overall, our findings are broadly consistent with most 

behavioural theories and show that sentiment mainly affects the valuation of assets in extreme market 

conditions. 

The remainder of this paper is organised as follows. Section 2 discusses the features of 

StockTwits platform and the predictive power of its tweet sentiment in forecasting stock returns. 

Section 3 presents the data set, the classification method of StockTwits messages, and the bullishness 

measure employed. Section 4 outlines the empirical methodology and the hypotheses tested. Section 5 

presents and discusses the empirical results. Finally, Section 6 provides the concluding remarks. 

 

2. StockTwits as a sentiment indicator 

StockTwits is a financial communication platform where more than 300,000 users (as of September 

2013), who are mostly investors, traders, entrepreneurs, and alike, share investment ideas and opinions 

about individual stocks and asset markets; today, StockTwits has grown considerably with more than 

five million registered members and more than seven million messages tweeted monthly.7 The distinct 

features of the StockTwits platform provide great support for the role of sentiment expressed on this 

platform and its predictive ability in forecasting stock price movements. Such features include the high 

volume of message posts, the real-time message streams, and the succinctness that leads to the efficient 

diffusion of information among investors (Java et al., 2007; Bollen et al., 2011).  

 The platform has Twitter-type style, where its posted 140-character limit messages can easily 

be read and followed by its users, resulting in posts that are to the point without much of the noise 

found in traditional news articles whose length may cause investors to ignore parts of such articles. Its 

posts are also advantageous to bulletin boards per each company used by Antweiler and Frank (2004), 

since the latter result in outdated information in the absence of new posts. 8 Claburn (2009) and 

Cookson and Niessner (2020) argue that as messages are generally being posted on StockTwits just 

before an event occurs, this implies that the platform contains real-time information reflecting up-to-

date investors’ beliefs that are important for making investment decisions. 

                                                         
7 For more details, see “About StockTwits” at https://about.stocktwits.com/ 
8 Bulletin boards, also referred to as message boards, are organised online forums enabling users to read and post information on 

specific firms and investment-related topics (Wysocki, 1998). 
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Moreover, unlike Twitter which provides people with the opportunity to tweet about their 

daily routine, the StockTwits platform is designed for sharing financial information among its users. It 

follows that, compared to the large scale tweet posts on Twitter’s public timeline which contain random 

noise, the posts are financial-related ones directly related to stock market features; some commentators 

described the messages posted on this platform as “the modern version of traders shouting in the pits” 

(BusinessWeek, 2009). Moreover, the high volume of messages posted on Twitter’s public timeline 

every day on a variety of topics make it difficult to extract tweets related to certain companies (e.g., 

Microsoft ($MSFT) and Apple ($AAPL), etc.), as the names of some companies are extensively 

mentioned for purposes other than stock investment-related discussions (Ruiz et al., 2012). For 

example, Apple is a name that is frequently used for spamming purposes (e.g., “Win a free iPhone” 

scams). 

Further, since the platform also enables its users to classify their financial tweets as bullish, 

bearish, or leave them unclassified (default option), it may provide valuable signals about market 

movements.9 Indeed, various trading articles and news stories argue that financial microblogs have a 

significant impact on stock markets; for example, TIME (2009) puts it “communities of active 

investors and day traders who are sharing opinions and in some case sophisticated research about 

stocks, bonds and other financial instruments will actually have the power to move share prices […] 

making Twitter-based input as important as any other data to the stock”. Moreover, Bloomberg (2010) 

stated that financial professionals have developed the Twitter based trading systems in order to alter 

users’ investment sentiment; in fact, Bloomberg has incorporated Twitter messages including those of 

StockTwits into their terminals now. 

Another useful feature of StockTwits is that its messages are mainly posted by professional 

investors and likely contain their true beliefs. Cookson and Niessner (2020) point out that investors 

with different investment approaches (e.g., fundaments, technical, etc.) post on the platform, where the 

corresponding posted tweets indicate important informational content or interpretation of market 

information as per investment approach. The authors also show that sentiment reactions of investors 

to different types of events are consistent with their self-ascribed investment philosophies. Finally, 

they argue that since StockTwits users cannot subsequently withdraw their posts on the platform as 

per its policy, this further implies that the posted messages likely reflect the true or reliable opinions 

of investors. 

 

 

  

                                                         
9 Our Supplementary Appendix A provides more details regarding the attributes of StockTwits data (Tables A1 and A3) and 

reports a few typical examples of the StockTwits messages in their original format (Table A2). 
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3. Data set 

In this Section, we describe our data and outline the classification method of the StockTwits messages, 

then present the bullishness index, constructed from the messages related to the 30 DJIA companies, 

which is used as a basis for our empirical analysis of the effect of sentiment on stock returns. 

  

3.1. StockTwits data 

We examine the relationship between investor sentiment and stock returns utilising online tweets 

posted on the so-called StockTwits. Specifically, we aim to analyse StockTwits posts that directly 

reference the DJIA stocks over the period of April 4, 2012 to April 5, 2013, retrieved via its Application 

Programming Interface (API).10 StockTwits posts obtained are pre-processed, where posts with more 

than one ticker, those without any ticker, and those not related to companies on the DJIA index are 

removed, leaving us with a total of 289,024 relevant posts. That is, these posts consist of 30 stock 

tickers of the DJIA index containing the dollar-tagged ticker symbol: 27 of them are listed on the 

NYSE (contributing about 227,194 of the total posts) and the other three are listed on the Nasdaq 

(contributing about 61,830 of the total posts). 

Following Antweiler and Frank (2004), messages are aligned with US market trading hours; 

in particular, messages posted after 4.00pm (the market closing time) are combined with those of the 

following trading day, as the effect of these posts on the market indicators can only appear on that day. 

Figure 1 shows the evolution of tweet messages, where panels A, B, and C display such 

messages over the days of our sample period of one year, the days of the week, and the hours of the 

day, respectively. A graphical inspection suggests that the considered posts for the DJIA stocks are 

reasonably stable over the considered sample period. Nonetheless, some increase in the volume of 

posts is observed during the early summer and the autumn months (i.e., Halloween) as well as around 

Christmas time and the New Year’s Eve (see panel A), suggesting that people tend to post more 

actively during these special occasions. Moreover, consistent with previous studies (e.g., Oh and 

Sheng, 2001), the volume of tweets posted during working days is high (i.e., reaching a peak on 

Thursdays), as opposed to the low volume of posts observed during the weekends (see panel B).  

It is also evident that tweet posts are concentrated between 10.00am and 5.00pm (see panel C), 

hence more tweets are posted during the market hours. That is, tweet postings differ throughout the 

day between the opening and the closing times of the market compared to the rest of the day. There 

                                                         
10 The primary data are obtained from Stocktwits.com (http://www.stocktwits.com) (for more details on the StockTwits features, 

see our Supplementary Appendix A). The DJIA stocks are highly discussed on SockTwits, where high volumes of messages with 
reference to such stocks are posted every day. However, handling the massive amount of such tweet messages in terms of 

filtering out the relevant tweets for each of the 30 stocks requires a considerable amount of time and effort. Hence, considering 

one-year StockTwits data is quite reasonable compared to other related studies such as Oh and Sheng (2011) and Sprenger et al. 

(2014), who collected StockTwits data for three and six months, respectively. 

http://www.stocktwits.com/
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are several possible explanations for this pattern. First, tweet volume following the opening time of 

the market may be influenced by the actual trading activities and the real-time market fluctuations. 

Second, other market forces such as recommendations by analysts and other financial advisors, who 

are likely to be active during the market hours, may strongly affect the volume of posted tweets. The 

tweet volume after the market closes, by contrast, is more likely to be based on investors’ logical and 

intuitive analysis of the financial information available to them.  

[Insert Figure1 about here] 

 

3.2. The classification method 

To construct our investor sentiment indicator, we initially need to classify messages as sell, hold, or 

buy. To this end, to manage the huge amount of the collected messages, a random sample of 2,892 

tweet messages is first selected and manually classified.11 Note that such a sample of messages has 

been randomly selected from all companies included in the analysis and from different periods. To 

make sure that our random sample is not biased and is a good representative one, a systematic random 

sampling technique is used. The corpus of manually labelled posts is picked according to two simple 

rules: (i) The sample of tweet posts selected comprises an equal number of posts from all 30 companies 

of the DJIA index (approximately 96 tweet posts per company), and (ii) The sample is collected from 

different periods to avoid any bias in the selection process (i.e., tweets are selected from different 

months of the year, from different days of the week, and from different times of the day).  

The manual classification of the 2,892 messages is performed by the researchers (the primary 

judge) based on the Harvard IV-4 classification dictionary.12 13 Moreover, consistent with most studies 

based on text classification methods using manual training data sets (e.g., Antweiler and Frank, 2004; 

Sprenger et al., 2014), a second judge has further worked independently to perform a manual 

classification of the same training data set using the coding scheme reported in Table 1 to achieve 

greater reliability and consensus regarding the classification carried out.14 

[Insert Table 1 about here] 

                                                         
11 Following most text classification methods using a manual training set (see, e.g., Antweiler and Frank, 2004; and Sprenger et 
al., 2014), we manually classify 1% of the total StockTwits data (i.e., 2,892 tweets) as sell, buy and hold.   
12 In the General Inquirer’s Harvard IV-4 classification dictionary, more than 4,000 emotional words are tagged and classified as 

either positive or negative. Since a bull message indicates that an investor is optimistic and provides a ‘buy’ signal to the  market 
participants, it is therefore likely to associate positive emotions with the ‘buy’ class. On the other hand, when an investor posts a 

bear message, this indicates that the investor is pessimistic and sends a ‘sell’ signal to other market participants. The ‘hold’ class 

is more likely to contain an equal balance of positive and negative emotions. 
13 Many studies in finance that use textual analysis to quantify information in news stories or social media content have mainly 

used the Harvard IV-4 dictionary for classification tasks (see, e.g., Tetlock, 2007; Engelberg, 2008; Kothari et al., 2009; Loughran 

and McDonald, 2011; Boudoukh et al., 2013), although Loughran and McDonald (2011) question its suitability in financial 

contexts. In this paper, the General Inquirer’s Harvard-IV-4 classification dictionary of emotional words is used to add each 

occurrence of emotional words in a message to the bag of words; in this way, we build on the results of Tetlock et al. (2008), who 

found that the fraction of (negative) emotional words in firm-specific news stories can predict firms’ accounting earnings and stock 

returns. 
14 Using Cohen’s Kappa statistics, we find high inter-rater reliability of 81.4%. 
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Finally, to implement the classification exercise of the messages conditional on our training 

data set, we use various classification algorithms from computational linguistics. In the normal setting, 

the machine learning algorithms are designed for maximising the classification accuracy and 

minimising the error rate (Kukar and Kononenko, 1998). Previous studies used one or two algorithms 

for classifying the messages, with the Naïve Bayes being the primarily used algorithm (e.g., Antweiler 

and Frank, 2004; Sprenger et al., 2014). However, this technique has limitations in sentiment 

classification as it assumes the conditional independence of words in documents. By contrast, we take 

a more comprehensive approach by comparing the classification results of three different machine 

learning algorithms, namely the Naïve Bayes, the Decision Trees, and SVMs. By training the selected 

sample of StockTwits messages in Weka software and using these algorithms, we find that the 

(Random Forest) Decision Tree classifier has a higher accuracy rate than the Naïve Bayes and SVMs 

(for more details, see our Supplementary Appendices B, C, and D).15  

  

3.3. The Decision Tree classifier 

As established earlier in this paper, we use the Random Forest Decision Tree classifier of the Weka 

machine learning package (see Hall et al., 2009). Inputs to the model come from the training corpus of 

2,892 tweets (the representative sample), which are manually coded based on the Harvard IV-4 

dictionary and labelled as buy (1), hold (0), and sell (-1) signals. The results of the percentage 

allocation of the manual classifications of tweet messages into the three distinct classes are shown in 

Table 2, which shows that roughly half of these messages are ‘buy’ signals (47.06%). The ‘sell’ signals, 

by contrast, account for roughly one third of the messages (32.54%), whereas the ‘hold’ signals 

represent one-fifth of them (20.40%). 

[Insert Table 2 about here] 

Hence, StockTwits posts seem to be more balanced in terms of their distribution of ‘buy’ vs 

‘sell’ signals compared to Internet message boards, where the ratio of ‘buy’ vs ‘sell’ signals appears 

to be unbalanced, ranging from 7:1 (e.g., Dewally, 2003) to 5:1 (e.g., Antweiler and Frank, 2004). 

Moreover, the finding that ‘hold’ messages constitute a relatively small percentage of 20.40% is not 

consistent with that of Sprenger et al. (2014), who found that almost half of the messages manually 

classified are ‘hold’ signals.  

All in all, the small proportion of ‘hold’ signals indicates that little noise is involved in the 

StockTwits posts on the DJIA stocks. On the other hand, the higher distribution of ‘buy’ and ‘sell’ 

messages may provide evidence of the existence of more relevant financial information in such posts. 

Amazingly, the greater proportion of ‘buy’ messages, consistent with the study by Dewally (2003), 

                                                         
15 Future work could employ the ensemble technique to construct the sentiment indicator from the data set, which combines the 

outputs of several base classification algorithms to form an integrated output (see, e.g., Xia et al., 2011; Fersini et al., 2014). 
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may serve as a proxy for positive investor sentiment expecting stock prices to rise as investors become 

more bullish and optimistic, hence demanding more of these stocks for their portfolios. 

To better understand the nature of the classified messages, it is helpful to look at some 

examples. Table 3 provides a few typical examples of manually classified tweets from the training data 

set including manual coding. Table 4, on the other hand, reports the classification accuracy by class. 

By using the Decision Tree classifier, the overall in-sample classification accuracy is 66.7%. This is 

considered a good percentage giving a random chance of 33% for the three classes (i.e., buy, sell and 

hold). 

[Insert Tables 3 and 4 about here] 

Further, to make sure that our classification accuracy is good enough, we perform out-of-

sample testing. In Weka, training (the manually labelled data set) on the first ten months of the year 

and testing on the remaining two months generate two separate data sets using the supplied test options: 

the training (in-sample) set and the testing (hold-out) one, which are 1,953 and 939 instances, 

respectively. As is shown in Table 5, using the supplied test set by training on the entire first ten 

months’ corpus (from April 2012-January 2013) while testing on the remaining two months’ corpus 

(February 2013-March 2013) yielded an accuracy of 60.50%. 

Also, the findings of the two methods of training and testing show that both the automatic 

percentage split using one data set and the supplied test set using two separate training and testing sets 

consistently yielded accuracy levels somewhere between 60% and 66%. Since the supplied test set 

methods (training and testing sets) are considered more reliable than randomly split data sets, the 

accuracy rate achieved by the supplied test set of 60.50%, which is still in the range of the accuracy 

interval of the percentage split (60-66%), will, therefore, be used to apply the classification results to 

the entire population of StockTwits data. 

Table 6 provides a comparison of the manual classification of hold-out messages and the 

automated classification of the Random Forest algorithm. The results suggest that the Random Forest 

algorithm performs reasonably well, as indicated by the relatively small numbers of misclassifications 

in each sentiment class.  

Finally, Table 7 shows the assigned labels for the full set of StockTwits posts. The reported 

posts are 140,350, 26,157, and 122,517 for ‘buy’, ‘hold’, and ‘sell’ classes, respectively. Following 

Antweiler and Frank (2004) and many others in this literature, the ‘hold’ posts are removed from the 

analysis as they are considered noise and convey neutral opinions, while posts with relative sentiment 

only (i.e., 140,350 + 122,517 = 262,867) remain useful and are employed for the analysis.  

[Insert Tables 5 to 7 about here] 
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3.4. The bullishness index 

Since there are hundreds of daily messages posted every day, these messages need to be aggregated to 

link them with market movements on a daily basis. Nonetheless, days without any tweets (i.e., silent 

periods) are replaced with zeros, in the spirit of Antweiler and Frank (2004).16 Moreover, seeing that 

the classification algorithm classified the whole tweet messages into three distinct classes 𝑀𝑐, where 

c ∈ {Buy, Hold, Sell}, the bullishness of messages can be considered, which is a tweet sentiment 

measure used to aggregate the different message classes in a given time interval. In this paper, we 

follow Antweiler and Frank (2004) and define bullishness, denoted by Bt,17 as follows:   

 

𝐵𝑡 = 𝑀𝑡
𝐵𝑢𝑦

− 𝑀𝑡
𝑆𝑒𝑙𝑙,                                                                                                                       (1)

  

where 𝑀𝑡
𝐵𝑢𝑦

 and  𝑀𝑡
𝑆𝑒𝑙𝑙 indicate the total number of messages conveying ‘buy’ and ‘sell’ signals on 

day t, respectively. Because a markedly substantial number of messages are tweeted daily, we 

normalise Bt as it will assist the model’s estimation. More specifically, as Bt  may contain negative 

values and to consider such values, the following formula of normalisation is considered: 

 

𝐵𝑖𝑡
∗ =

(𝐵𝑖𝑡 −𝑚𝑖𝑛𝐵𝑖 )

(𝑚𝑖𝑛𝐵𝑖 −𝑚𝑎𝑥𝐵𝑖 )
,                                                                                                                       (2)                                                                                  

  

where 𝐵𝑖𝑡
∗  is the normalised bullishness of stock 𝑖  at time 𝑡 , and 𝑚𝑎𝑥𝐵𝑖 and 𝑚𝑖𝑛𝐵𝑖  indicate 

respectively the maximum and minimum values of the bullishness measure of stock 𝑖 over the sample 

period.18 Note that the normalised bullishness is homogenous of degree between zero and one, in line 

with the bullishness measure used by Antweiler and Frank (2004). Also, our measure is similar to the 

investor sentiment index of Wang (2001), who proxied sentiment by different types of traders taking 

into account their minimum and maximum aggregated positions.  

Finally, it is worth noting that since the ‘buy’ and ‘sell’ messages indicate that an investor is 

being bullish and bearish respectively, it is likely that the ‘buy’ (‘sell’) message will be associated with 

a bullish (bearish) investor. The bullishness index, calculated at the end of each day, then represents 

the dominance of a particular sentiment (buy or sell) on a stock.19 

                                                         
16 Empirical studies suggest two possible ways of dealing with the missing observations in the data set either by replacing the 

missing periods with the medians of the respective measures or by filling those missing values with zeros.  
17 The bullishness measure excludes the number of messages expressing the ‘hold’ sentiment: 𝑀𝑡

𝐻𝑜𝑙𝑑. The reason for excluding the 

‘hold’ messages is that this type of message holds neutral opinions, and hence it does not have an effect on the bullishness measure. 

Moreover, in most cases this set of messages may contain some amount of noise that may bias and distort the bullishness signal 

(Antweiler and Frank, 2004). 
18 The maximum and minimum values of bullishness in Eq. (2) will be different for each stock of the DJIA index in the panel 

series. 
19 Future research may further classify the posted messages by some other attributes (e.g., by the attributes of the StockTwits users, 

etc.), so sentiment due to noise trading, mood swings, overconfidence and other irrational investor behaviours could be analysed. 
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3.5. Stock returns 

We employ daily closing prices of the DJIA stocks over the period April 4, 2012 to April 5, 2013, 

obtained from Bloomberg. There are no extraordinary market conditions reported during this specific 

period, therefore it represents a good base test for the analysis. In this paper, the focus is placed on the 

DJIA index to adequately reflect the US stock market. The DJIA is a price-weighted average of 30 

blue-chip stocks traded on the NYSE and the Nasdaq. Regardless of the limitations in the composition 

and the structure of the index, it is nevertheless the most widely followed and reported stock index 

(Lee et al., 2002). Further, the DJIA index is particularly suitable because it constitutes the largest 

market capitalisation of the industrial companies in the US equity market. As of 2012, the 30 stocks 

that make up the index have a market capitalisation of $3,896.24 billion and comprise about 20.86 

percent of the total market value of the US stock market.20 Therefore, focusing on large and highly 

liquid firms will probably reduce the problems associated with non-concurrent trading (Rudd, 1979). 

This, in fact, makes the DJIA a reasonably valuable index for representing short-term market 

movements.  

In addition, since companies listed on the DJIA are actively traded ones, their stocks generate 

a great ‘buzz’ on social media networks. That is, such stocks are heavily discussed on StockTwits and 

have a very high volume of tweet messages. Moreover, since the impact of sentiment on returns 

regarding large firms has drawn relatively less attention in the literature, our paper is an attempt to 

provide direct evidence in this regard.  

Finally, as for the return series of the DJIA stocks (denoted as 𝑅𝑖𝑡 for stock i at time t), they 

are computed by taking the first differences of the logarithm of the daily closing prices, multiplied by 

100.  

 

4. The methodology  

4.1. The OLS model  

The primary aim of this paper is to examine the impact of our online sentiment indicator on stock 

returns. The benchmark model commonly used in the literature is specified as  

 

𝑅𝑖𝑡 = 𝛼𝑖 + 𝛾𝐿𝑠∆𝐵𝑖𝑡
∗ + 𝜆1𝐿𝑠𝑙𝑛𝑀𝑆𝐺𝑖𝑡 + 𝜆2𝑀𝐾𝑇𝑡 + 𝜆3𝑁𝑊𝐾𝑡 + 𝜀𝑖𝑡 ,                                                  (3) 

  

where 𝑅𝑖𝑡 is the daily stock returns for stock i at time t; ∆𝐵𝑖𝑡
∗  is the shift in bullishness measure, which 

proxies investor sentiment, for stock i at time t;21 𝑙𝑛𝑀𝑆𝐺𝑖𝑡 is the log of StockTwits messages of stock 

                                                         
20 These figures are of authors’ calculations. 
21 Following Lee et al. (2002), we use changes or shifts in bullishness, computed as  ∆𝐵𝑖𝑡

∗ = 𝐵𝑖𝑡
∗ − 𝐵𝑖𝑡−1

∗ . 
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𝑖 at time t to capture the volume of messages posted for each stock (see, e.g., Antweiler and Frank, 

2004; Sprenger et al., 2014);  𝑀𝐾𝑇𝑡  is the index returns of the DJIA to capture the overall market-

wide effects,22 𝑁𝑊𝐾𝑡 is a dummy variable for the first day of the trading week to capture the potential 

Monday return anomaly effect,23 and 𝜀𝑖𝑡 is the error term of stock i at time t. Note that 𝐿𝑠 is an s-lag 

operator, more precisely we estimate two separate models by setting s=0 (i.e., contemporaneous 

effects), and then by setting s=1 (predictability or lead-lag effects).24 

  

4.2. The quantile regression 

The OLS analysis in the previous subsection considers sentiment effects on the average (mean) returns. 

However, sentiment may impact parts of the return distribution rather than the mean. This is especially 

the case, since the volume or content of online posts conveying sentiment among investors may not be 

the same around extreme market conditions (i.e., extreme positive/negative returns) compared to 

normal times; and also, sentiment negative predictability of future returns may be more pronounced, 

since it may cause stronger mispricing due to limits to arbitrage, under such conditions.  

Moreover, given the stylised fact that financial returns are not normally distributed (see also 

Table 8 for our case), the QR has several advantages, which, in turn, can address some of the potential 

pitfalls of earlier studies. First, the QR technique provides more robust estimates compared to those 

obtained by the OLS, since such a model is unresponsive to the effect of the outliers in the data and 

also to the non-normal distribution feature of the error term. Second, as documented in Chevapatrakul 

(2015) among others, an assumption concerning the distribution of the error term is not required, given 

the semiparametric nature of the QR. As shown by Feng et al. (2008), Ma and Pohlman (2008), Huang 

et al. (2008), Baur et al. (2012), Alagidede and Panagiotidis (2012), and Chevapatrakul (2015) among 

many others, the QR has been particularly appropriate for modelling stock returns. 

Consequently, we revisit the relationship between sentiment and returns by using the QR 

technique, developed by Koenker and Bassett (1978). The conditional quantile function takes the 

following form 

 

𝑞𝜏(𝑅𝑖𝑡|𝐿𝑠∆𝐵𝑖𝑡
∗ , 𝐿𝑠𝑙𝑛𝑀𝑆𝐺𝑖𝑡, 𝑀𝐾𝑇𝑡 , 𝑁𝑊𝐾𝑡) = 𝛼𝜏 + 𝛾𝜏𝐿𝑠∆𝐵𝑖𝑡

∗ + 𝜆1𝜏𝐿𝑠𝑙𝑛𝑀𝑆𝐺𝑖𝑡 + 𝜆2𝜏𝑀𝐾𝑇𝑡 + 𝜆3𝜏𝑁𝑊𝐾𝑡,  

                                                                                                                                                           (4)

  

where τ denotes the τ-th conditional quantile of stock returns (i.e., τ ∈ (0,1)). Hence, 𝛾𝜏 refers to the 

                                                         
22 In this way, we analyse the role of investor sentiment in the context of the so-called market model (see, e.g., Stapleton and 

Subrahmanyam, 1983). 
23 Monday effect indicates that stock returns tend to be lower or negative on Mondays relative to other days of the week (see 

Thaler, 1987, and references therein, for its early documentation). 
24 For a random process 𝑌𝑡, 𝐿𝑠𝑌𝑡= 𝑌𝑡 when s=0, and 𝐿𝑠𝑌𝑡= 𝑌𝑡−1 when s=1. 
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parameter estimate of the shift in bullishness on a specific τ-th conditional quantile of returns. The QR 

model is also estimated separately by setting s=0 and then by setting s=1 (i.e., contemporaneous vs 

predictability effects of sentiment). 

The parameters in Eq. (4) are estimated using linear programming techniques (see Koenker 

and D'Orey, 1987)25  by solving the following minimisation problem: 

 

min
𝛼𝜏,𝛾𝜏,𝜆1𝜏,𝜆2𝜏,𝜆3𝜏  

∑ 𝜌𝜏(𝑅𝑖𝑡 − 𝛼𝜏 − 𝛾𝜏∆𝐵𝑖𝑡
∗ − 𝜆1𝜏𝑙𝑛𝑀𝑆𝐺𝑖𝑡 − 𝜆2𝜏𝑀𝐾𝑇𝑡 − 𝜆3𝜏𝑁𝑊𝐾𝑡)

𝑇

𝑡=1
, for s=0,           (5a) 

and 

min
𝛼𝜏,𝛾𝜏,𝜆1𝜏,𝜆2𝜏,𝜆3𝜏  

∑ 𝜌𝜏(𝑅𝑖𝑡 − 𝛼𝜏 − 𝛾𝜏∆𝐵𝑖𝑡−1
∗ − 𝜆1𝜏𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1 − 𝜆2𝜏𝑀𝐾𝑇𝑡 − 𝜆3𝜏𝑁𝑊𝐾𝑡)

𝑇

𝑡=2
, for s=1,   (5b) 

 

where 𝜌
𝜏
(z) refers to the check function given by 𝜌

𝜏
(z)= 𝑧(𝜏 − 𝟏{𝑧≤0}), with 𝟏{𝑧≤0} being the indicator 

function taking only two values: 𝟏{𝑧≤0}=1 if 𝑧 ≤ 0, and 0 otherwise. In this way, 𝜌
𝜏
(z) gives different 

weights for positive and negative residuals depending on the value of 𝜏 (see Koenker and Hallock, 

2001; Chevapatrakul, 2015). Finally, Eq. (4) is estimated with 9 quantiles (i.e., 𝜏  = 0.05, 0.1, 

0.25…0.95), which are further classified into three different quantile levels: low, medium, and high. 

The rule of thumb followed in this paper is that a quantile level exerts a statistically significant effect 

if there are at least two adjacent quantiles that are statistically significant in that corresponding 

quantile’s level. The standard errors are obtained using the bootstrap method. 

 

5. Empirical results and discussion  

In this Section, we first report a summary of descriptive statistics, then we provide estimates of the 

contemporaneous and predictive effects of sentiment on stock returns using the OLS and QR methods. 

Finally, we check the robustness of our results. 

 

5.1. Descriptive statistics 

Table 8 provides the summary statistics on DJIA stock returns and the shift in bullishness. Our sample 

includes 7,530 observations for the 30 DJIA stocks over 251 trading days. The mean of stock returns 

is 0.045, while that of the shift in bullishness is 0.001. Further, stock returns are characterised by higher 

volatility than the shift in bullishness. The highest return observed in the data is 10.49%, whereas the 

lowest is -10.96%. This range is unusually large for firms included in the DJIA index.26 The shift in 

                                                         
25 For more details on the QR techniques, the reader is directed to the surveys by Buchinsky (1998) and Koenker and Hallock 

(2001). 
26 Winsorisation of returns has also been performed to reduce the effect of outliers in the data. The results (available upon request) 

showed that the relationship between returns and other studied variables does not change in terms of magnitude and statistical 

significance.   
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bullishness, by contrast, ranges from 0.919 to -0.898, which represent the maximum and minimum 

bullish and bearish sentiments, respectively. Overall, the Jarque-Bera (JB) test statistics imply a 

rejection of the null hypothesis that returns and the shift in bullishness are normally distributed. 

Figure 2 displays the evolution of the normalised bullishness index (panel A) and the daily 

DJIA index returns (panel B). The index shows an increase in performance of about 2.25%. The 

bullishness signal also exhibits a gradual increase over the sample period, although such an increase is 

not significant. Table 9 reports summary statistics for each firm. It is evident that a high volume of 

messages is generally posted for all firms and that the messages are often bullish. The number of 

messages ranges from 1,312 for United Technologies Corporation to 35,336 for JP Morgan. Moreover, 

the reported firm size by market capitalisation (as of 2012) confirms that our sample firms are large. 

Our largest firm is Exxon Mobil ($389.64 billion) whereas the smallest is Travelers ($27.10 billion). 

The number of the messages for the former is 7,904 and for the latter is 1,344, indicating that larger 

firms draw more attention from StockTwits participants.27 

 

[Insert Tables 8 and 9 and Figure 2 about here] 

 

 

5.2. Contemporaneous effects of sentiment 

The numerical results of the contemporaneous effects of sentiment using the OLS and the QR, allowing 

for company fixed effects, are reported in Table 10. The corresponding parameter estimates of 𝛾𝜏 and 

their 95% confidence intervals (shaded area) against 𝜏 along with the OLS estimate (dashed line) and 

its 95% confidence interval (dotted lines) are plotted in Figure 3. 

 [Insert Table 10 and Figure 3 about here]  

The OLS results show a positive contemporaneous effect of sentiment, but it is statistically 

significant at the 10% level (see Table 10). This suggests that sentiment does contain little information 

in explaining the mean of stock returns. Antweiler and Frank (2004) and Sprenger et al. (2014), by 

contrast, found highly statistically significant contemporaneous positive effects of sentiment on 

returns.  

Notwithstanding this, the OLS estimate does not tell the whole story and convey little 

information regarding sentiment effects as compared to that of QR, which shows that such effects vary 

over the conditional quantiles of the return distribution (see Table 10 or Figure 3). Specifically, the QR 

results show that estimates of 𝛾𝜏 are negative (positive) at low (high) quantiles, where they exhibit 

statistical significance at higher quantiles but not at lower ones. Moreover, regardless of the statistical 

                                                         
27 The correlation between firm size (as of 2012) and average message volume per firm is 21.6%. 
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significance, the magnitude of 𝛾𝜏 generally increases (in either sign) as 𝜏 moves out from the medium 

towards the lower and upper quantiles. This implies that as we move away from the 0.5 percentile 

towards the tails of the return distribution, the impact of sentiment changes markedly. Thus, sentiment 

exerts different effects over the return distribution, with such effects becoming stronger at the very 

extreme quantiles (0.05 and 0.95). The size of these coefficients in absolute value is larger at the higher 

(i.e., 𝛾0.95 = +0.880) compared to the lower quantiles (i.e., 𝛾0.05= -0.343). 

Following Buchinsky (1998), we also perform a symmetric quantiles test to examine whether 

the sentiment-return relationships at the 𝜏-th and (1−𝜏)-th quantiles are symmetric about the median, 

i.e., 𝛾(𝜏) + 𝛾(1−𝜏) = 2𝛾(0.50). That is, we test whether the following equation  

 

�̂�𝜏
𝑇 = �̂�(𝜏)

𝑇  + �̂�(1−𝜏)
𝑇  − 2�̂�(0.5)

𝑇                                                                                                                (6) 

 

is different from zero. The restriction in Eq. (6) is set for the pair of 𝜏 as of (0.05, 0.95), (0.1, 0.9), . . 

., (0.45, 0.55). Specifically, we compute a χ2(1) test based on the square of the normalised �̂�𝜏
𝑇 for each 

pair, with the standard error of �̂�𝜏
𝑇 being obtained via design matrix bootstrap (see Buchinsky,1998; 

Chuang et al., 2009). The null hypothesis of symmetric quantile effects cannot be rejected for all 𝜏  

pairs (see Table 11); thus, sentiment effects are almost all symmetric about the median. The symmetry 

of these quantiles also provides us with an explanation of the weak effect by the OLS (Table 10), since 

the corresponding upper and lower quantiles exhibit opposed effects (i.e., positive and negative effects, 

respectively). 

 [Insert Table 11 about here] 

All in all, our findings broadly indicate a noticeable inverted S-shaped pattern of 

contemporaneous effects of sentiment across the quantiles of the return distribution: Sentiment exhibits 

significant positive effects on returns at higher quantiles but negative and insignificant effects, on 

average, at lower ones. This result implies that the contemporaneous impact of investor sentiment on 

returns depends on the state of the market (i.e., low vs high quantiles of returns). As far as the control 

variables are concerned (Table 10), the number of StockTwits messages seems insignificant in the 

OLS model, consistent with the empirical findings of Antweiler and Frank (2004) and Sprenger et al. 

(2014); however, it exhibits a similar, but more statistically significant, pattern to sentiment effects in 

the QR model; specifically, it is negative (positive) and statistically significant in the low (high) 

quantiles. This further confirms that the QR model provides additional insights compared to the OLS 

used in previous studies. Finally, unlike the first day of the week effect shown to be insignificant across 

all quantiles, market returns are significant and positive across all quantiles; these results are in line 

with those of the OLS which show that market returns are significant (and positive) but the first day 

of the week effect is not. 
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5.3. Our sentiment indicator as a predictor of future returns 

 

The regression results for the contemporaneous effects of sentiment presented in the earlier subsection 

may suffer from endogeneity problem, where such a set up may also imply that sentiment could 

possibly be driven by returns. Therefore, we also analyse the predictive ability of our sentiment 

indicator using both the OLS and QR models. Table 12 reports the results of such predictive 

regressions. Figure 4, on the other hand, plots the corresponding estimates of 𝛾𝜏 across the quantiles 

along with the OLS estimate.  

Our results show that the estimated slope on the sentiment indicator in the OLS model is 

negative, albeit it is statistically significant at the 10% level (i.e., 𝛾  =-0.165).28 Most behavioural 

finance theories indicate that sentiment leads to overvaluation/undervaluation of assets. Hence, 

compared to Antweiler and Frank (2004) and Sprenger et al. (2014) who found insignificant predictive 

sentiment effects on returns, this finding of sentiment as a negative predictor of future returns is 

consistent with these theories: When sentiment is low (high), this leads to high (low) subsequent 

returns. Our finding is also in line with the empirical finding of Jiang et al. (2019), who found that a 

manager sentiment index, constructed based on the aggregate textual tone of corporate financial 

disclosures, is a negative predictor of future returns.  

The estimates of the QR further show that the negative slope on sentiment varies across the 

quantiles. In specific, as we move from the lower quantiles towards the higher ones, the magnitude 

and statistical significance of this slope diminish. Therefore, sentiment as a negative predictor of 

returns is statistically and economically significant only in the lower quantiles, implying that investor 

sentiment mainly affects the valuation of assets in turbulent times. A possible explanation for this 

finding is that mispricing is stronger in the lower quantiles due to limits to arbitrage, where Shleifer 

and Vishny (1997) indeed argue that arbitrage can be quite ineffective in extreme circumstances, hence 

sentiment is particularly at play in such quantiles. As for the symmetry of effects across the quantiles 

(Table 13), predictive sentiment effects are symmetric about the median at the 5% for all 𝜏 pairs, except 

the (0.45, 0.55) one.  

Finally, the predictive impact of the number of messages seems broadly the same as its 

contemporaneous one. It is insignificant in the OLS model, as also found by Sprenger et al. (2014) but 

unlike Antweiler and Frank (2004) who found a significantly predictive negative effect instead. 

However, it is negative (positive) and statistically significant in the low (high) quantiles. As for 

Monday effect, it seems to be positive and significant in the lower quantiles only now. 

                                                         
28 Since finance theory suggests a negative sign on 𝛾, one may conduct a one-tailed test (see, e.g., Jiang et al., 2019), of which 

our effect would be statistically significant at the 5% level. 
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5.4. Further analysis 

In this subsection, we conduct some robustness checks of our earlier findings. Specifically, we first re-

estimate our earlier models but using the Fama and French (1993) 3-factor model instead. Next, we 

check the robustness of our findings by estimating the models across two equally divided sub-

samples. Finally, we check for the reverse effect. 

 

5.4.1. Using Fama-French (1993) model 

Our earlier results were based on the market model, where sentiment was included as an additional 

factor along with the number of messages and the Monday dummy. In this subsection, we check the 

robustness of our findings by employing the Fama and French (1993) 3-factor model instead, so we 

control for additional risk factors when analysing sentiment effects on returns. That is, we estimate the 

following OLS model 

 

𝑅𝑖𝑡 − 𝑅𝑓𝑡 = 𝛼𝑖 + 𝛾𝐿𝑠∆𝐵𝑖𝑡
∗ + 𝛽1(𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡) + 𝛽2 𝑆𝑀𝐵𝑖𝑡 + 𝛽3𝐻𝑀𝐿𝑖𝑡 + 𝜆1𝐿𝑠𝑙𝑛𝑀𝑆𝐺𝑖𝑡 +

𝜆2𝑁𝑊𝐾𝑡 + 𝜀𝑖𝑡,                                                                                                                                    (7)           

                                        

and the following conditional quantile function 

 

𝑞𝜏(𝑅𝑖𝑡 − 𝑅𝑓𝑡 |𝐿𝑠∆𝐵𝑖𝑡
∗ , 𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡, 𝑆𝑀𝐵𝑖𝑡, 𝐻𝑀𝐿𝑖𝑡, 𝐿𝑠𝑙𝑛𝑀𝑆𝐺𝑖𝑡, 𝑁𝑊𝐾𝑡) = 𝛼𝜏 + 𝛾𝜏𝐿𝑠∆𝐵𝑖𝑡

∗ +

𝛽1𝜏(𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡) + 𝛽2𝜏𝑆𝑀𝐵𝑖𝑡 + 𝛽3𝜏𝐻𝑀𝐿𝑖𝑡 + 𝜆1𝜏𝐿𝑠𝑙𝑛𝑀𝑆𝐺𝑖𝑡 + 𝜆2𝜏𝑁𝑊𝐾𝑡,                                     (8)   
 

where 𝑅𝑖𝑡 − 𝑅𝑓𝑡 is the excess return for stock i at time t, 𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡 is the excess return on the market 

index at time t, 𝑆𝑀𝐵𝑖𝑡 denotes the daily return difference between the return on small size stocks and 

the return on big size stocks (i.e., size factor) and 𝐻𝑀𝐿𝑖𝑡 denotes the daily return difference between 

the return on high value stocks and the return on low value stocks (i.e., value factor). The notations of 

the rest of the variables remain the same.  

Note that both models, Eqs. (7) and (8), are also estimated by considering contemporaneous 

and predictability effects of sentiment (i.e., by setting s=0, 1). The parameters in Eq. (8), on the other 

hand, are now estimated by solving the following minimisation problem: 

 

min
𝛼𝜏,𝛾𝜏,𝛽1𝜏,𝛽2𝜏,𝛽3𝜏,𝜆1𝜏,𝜆2𝜏  

∑ 𝜌
𝜏
(𝑅𝑖𝑡 − 𝛼𝜏 − 𝛾𝜏∆𝐵𝑖𝑡

∗ − 𝛽1𝜏(𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡) − 𝛽2𝜏𝑆𝑀𝐵𝑖𝑡 − 𝛽3𝜏𝐻𝑀𝐿𝑖𝑡 −
𝑇

𝑡=1

𝜆1𝜏𝑙𝑛𝑀𝑆𝐺𝑖𝑡 − 𝜆2𝜏𝑁𝑊𝐾𝑡), for s=0,                                                                                                     (9a) 
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and 

min
𝛼𝜏,𝛾𝜏,𝛽1𝜏,𝛽2𝜏,𝛽3𝜏,𝜆1𝜏,𝜆2𝜏  

∑ 𝜌
𝜏
(𝑅𝑖𝑡 − 𝛼𝜏 − 𝛾𝜏∆𝐵𝑖𝑡−1

∗ − 𝛽1𝜏(𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡) − 𝛽2𝜏𝑆𝑀𝐵𝑖𝑡 − 𝛽3𝜏𝐻𝑀𝐿𝑖𝑡 −
𝑇

𝑡=2

𝜆1𝜏𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1 − 𝜆2𝜏𝑁𝑊𝐾𝑡), for s=1.                                                                                                  (9b) 

 

Overall, employing the Fama and French (1993) model based on OLS and QR methods further 

confirms our previous findings of both the contemporaneous and predictive effects of sentiment (see 

Tables 14 and 16 and Figures 5 and 6). Specifically, the OLS estimates suggest that the 

contemporaneous impact of sentiment on excess returns is positive but statistically insignificant, 

whereas the QR estimates show that such an impact of sentiment is positive and significant at higher 

quantiles only (see Table 14 or Figure 5). As for the predictive effects, our OLS results show that the 

slope on sentiment is negative and statistically significant at the 5% level now, where this negative 

effect of sentiment is only significant in the lower quantiles (see Table 16 or Figure 6). Tables 15 and 

17 provide symmetry tests of contemporaneous and predictive effects of sentiment across the quantiles 

respectively, where the null of sentiment symmetric effects across the quantiles (for both 

contemporaneous and predictive effects) cannot be rejected for all pairs of 𝜏, at the 5% level. 

[Insert Tables 14 to 17, and Figures 5 and 6 about here] 

In regard to the control variables (Tables 14 and 16), the number of messages is negative 

(positive) and statistically significant in the low (high) quantiles in both contemporaneous and 

predictive models, albeit its OLS estimate is positive and now significant in the former but not in the 

latter model. Monday effect remains weak as earlier, although, in the predictive regressions only, it 

shows some statistical significance in the upper (negative) compared to the lower (positive) quantiles. 

On the other hand, the estimates of Fama and French factors across both contemporaneous and 

predictive models are as expected, with the first two factors (excess return on the market and size) 

being stable across the quantiles whilst the third (value) factor being mostly significant on the two 

sides of the return distribution. 

 

5.4.2. Sub-sample estimation 

 

We further check the robustness of our results by estimating sentiment effects across roughly two 

equally divided sub-samples: April 4, 2012 - September 28, 2012 and October 1, 2012 - April 5, 2013. 

The sub-sample parameter estimates of 𝛾𝜏 based on the market model, Eqs. (3) and (4), are plotted in 

Figures 7 and 8 for the contemporaneous and predictive effects of sentiment, respectively, whereas the 



20 
 

corresponding estimates of 𝛾𝜏  based on the Fama-French model, Eqs. (7) and (8), are respectively 

displayed in Figures 9 and 10.29  

In a broad sense, these results further confirm our previous findings on both the 

contemporaneous and predictive effects of sentiment. For example, contemporaneous effects across 

both sub-samples are negative (positive) at low (high) quantiles, and they are statistically significant 

at higher but not lower quantiles, as our earlier findings. These effects based on the OLS have some 

discrepancies though, where they are positive (negative) and (not) significant in the second (first) sub-

sample (see Figure 7). As for the predictive effects, they are negative and significant in the lower 

quantiles only as confirmed earlier; such effects across the two sub-samples are also negative when 

the OLS is used, albeit, at the 10% level, they are significant for the first but not for the second sub-

sample (see Figure 8). Finally, when the Fama-French model is instead used in the estimation, 

contemporaneous and predictive effects across both sub-samples broadly exhibit a similar pattern as 

those based on the market model (see Figures 9 and 10), consistent with our earlier findings. 

 [Insert Figures 7 to 10 about here] 

     

5.4.3. The reverse effect 

 

We have further checked the robustness of our findings by estimating the reverse effect or causality. 

The results (unreported) of both the OLS and QR models showed no effect of stock returns on the shift 

in bullishness (sentiment). 

 

6. Conclusions  

In this paper, we extract a Twitter sentiment indicator for the 30 DJIA stocks over the period of April 

4, 2012 to April 5, 2013 based on the textual classification of 289,024 online tweets posted on the so-

called “StockTwits”. The textual classification is conducted using various algorithms from 

computational linguistics (i.e., the Naive Bayes, the Decision Trees, and SVMs). Then, we analyse 

both the contemporaneous and predictive effects of our sentiment indicator on returns using the OLS 

and QR techniques, where the latter technique is flexible to investigate whether sentiment has different 

effects on returns across the quantiles of the return distribution. 

 We find that contemporaneous effects of sentiment on returns exhibit a distinctive inverse S-

shaped pattern across the quantiles of the conditional return distribution: Sentiment effects on returns 

are negative (positive) at low (high) quantiles, albeit such effects are significant at high quantiles but 

not at low ones. Predictive effects of sentiment, on the other hand, show that sentiment is a strong 

                                                         
29 The numerical results for this sub-section are available upon request. 
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negative predictor of returns in the lower quantiles only, implying that sentiment mainly affects the 

valuation of assets in turbulent times.  

Our empirical results are robust when using the Fama and French (1993) 3-factor model, and 

have various implications for related research in finance. For example, they confirm the results of 

previous related studies in that sentiment indicators that are extracted from news stories and social 

media big data convey valuable information that can be used in the prediction of asset prices. Further, 

since our findings are consistent with most behavioural finance theories, which emphasise on the role 

of investors’ psychology, emotions, preferences, and mistaken beliefs in asset prices, the proposed 

asset pricing models in financial markets could incorporate such behavioural aspects to better explain 

asset returns. 
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Table 1: The coding scheme for manually labelled tweets 

 
This table provides the general rules that the primary coder (the authors) and the independent coder applied 

for manually coding the StockTwits messages. Such general rules are used as input data in the text-

processing model. 

 

The General Rules Applied in Labelling the StockTwits Data 

(i) If the tweet post contains external links to long articles or numerical charts about the 

stocks, it is generally marked as neutral. The content of the article and the information 

revealed by the chart are not taken into account. 

(ii) Buy, hold, or sell labels are only given when the sentiment can be explicitly speculated 

from the tweet.  

(iii) Tweets with question marks are generally marked as neutral. 

(iv)  Simple summarisations of the stock performance by the end of the day are not taken 

into consideration. 

(v) If the user reports a loss in a subjective way instead of reporting numbers, it is fair to 

assume that the user has a negative feeling towards the stock and vice versa. 

(vi) If a tweet post contains company names (Apple, Google, Microsoft) or any other neutral 

words (such as day, report, look, watch, …, etc.), it is generally marked as a hold 

message. 

(vii)  All positive words/emotions in a tweet message indicate linguistic bullishness (e.g., 

strong, high, happy, earn, …, etc.) and will, therefore, be marked as a buy signal.  

(viii) Sell messages contain corresponding bearish words (e.g., loss, weak, low, fall, 

decline, down, etc.); therefore, all negative words/emotions in a tweet message indicate 

linguistic bearishness and are commonly marked as a sell signal. 

(ix) Normally tweet posts containing a balance of positive and negative words will be 

classified as hold messages.  

(x) A tweet post containing a mixture of positive and negative emotional words will be 

assigned to the correct class based on the probability value assigned to each class, where 

the message will be assigned to the class of high probability. For example, if a tweet 

message contains 65% positive, 20% negative, and 15% neutral words, the message will 

be classified as a buy message since positive words, which are more likely to be 

associated with the buy signal, dominate the message. 
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Table 2: The manual classification of StockTwits messages 

This table presents the percentage of the random sample of 2,892 hand-coded messages of StockTwits 

allocated to three sentiment classes, namely buy, hold, or sell. The percentage distributions, as well as the 

number of messages, are reported under each of these sentiment classes.  

 

 

 

 

 

 

 

 

 
Table 3: Sample tweets from training data set with manual classification  

 

Tweets are randomly selected and are shown in their original format. By looking at the most common words 

associated with each class, we find that some general features occur almost frequently in all of the three 

classes (e.g., figures, ticker names, and external links). However, beyond these universal features, there is 

a unique pattern that reasonably distinguishes the sentiment of messages as per the three classes. For 

example, positive words such as “good” and “high” are the most common words likely to be found in buy 

messages. Financial words such as “buy”, “long” and “call” also give a clear indication in the financial 

context that the investors expected a particular stock to rise. In contrast, the most common words that are 

more likely to appear in sell messages are the negative words such as “down”, “ugly”, “break” and “low”, 

as well as words such as “sell”, “put”, “loss” and “short”, which give a clear indication that users expected 

the discussed stock to fall. These results match those observed in earlier studies by Tetlock et al. (2008) 

and Sprenger et al. (2014). However, if the tweet message contains external links of long articles or charts 

about the stocks in which more neutral words are presented such as product names (e.g., “Aircraft”, 

“BigMac”, “Window7”), it is generally labelled as hold. Therefore, in hold messages, the positive and 

negative words are much more equitable; that is, neutral words dominate such messages.   

 

 
 

 

 

 

The Number and Percentage Distribution of the Manual Classification of Posts 

Class Buy  Hold  Sell Total  

Number 1,361 590 941 2,892 

Percentage 47.06% 20.40% 32.54% 100% 

Sample Tweets (Training Data Set)                                             Manual 

Classification 

"Our highest long as of today low $JPM and $BAC.//LOL" Buy 
"$xom $intc $dvn $ko $cm $ftse  some analysis on these charts" Hold 

"Short $NKE http://chart.ly/jmbomde" Sell 

"$KO http://stks.co/3OvK Breaks yesterdays high will add!  Bullish" Buy 

"$CAT In again for giggles at 81.16... 2 Dec 80 Put for DCA of 

$2.32 Average entry at 81.25" 
Sell 

 
"$SBUX The Starbucks Trade http://stks.co/nDQ6 $DNKN $MCD 

$ARCO $GMCR" 
Hold 

"$T good stock for buying... http://stks.co/t04i"  Buy 

"$GS we are buyers on dips. (Shares and long term calls)" Buy 

“$NKE down over 2% now. Making new lows trying to break $97" Sell 

"$CAT Looks ugly down there http://chart.ly/gk4hhm8" Sell 
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Table 4: Classification accuracy by class using Random Forest classifier (10- fold cross- 

validation) 

 
This table shows the classification accuracy by class using the 10-fold cross-validation method. In this 

method the training set is split into 10 parts of equal size, each of which is classified based on a model 

trained on the remaining 9 of the data set. True positives (or precision) represent, for example, the share of 

messages classified as sell, which are labelled as such in the training data set. False positives are messages 

incorrectly classified as sell. The recall represents the share of all messages of a particular class, which are 

classified correctly. The F-measure combines precision and recall. The ROC area measures the quality of 

the trade-off between true and false positives. 

 

 

 
 

 

 

 

 

 

 

 

 

 

Table 5: Classification accuracy by class using Random Forest classifier (supplied test set) 

This table shows the classification accuracy by class using the supplied test method. In this method two 

separate data sets are used: the training (in-sample) set and the testing (hold-out) set. True positives (or 

precision) represent, for example, the share of messages classified as sell, which are labelled as such in the 

training data set. False positives are messages incorrectly classified as sell. The recall represents the share 

of all messages of a particular class, which are classified correctly. The F-measure combines precision and 

recall. The ROC area measures the quality of the trade-off between true and false positives. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Classification Accuracy by Class Using Decision Tree (Random Forest) Classifier  

10 -Fold Cross-Validation  

Class 
True 

Positives 

 False 

Positives 
Precision Recall   F-Measure 

ROC 

Area 

Buy  78.40% 30.50% 69.60% 78.40% 73.70% 80.00% 

Hold 63.90% 10.20% 61.60% 63.90% 62.70% 85.90% 

Sell 51.50% 13.40% 65.00% 51.50% 57.50% 75.70% 

Weighted 

Average 
66.70% 20.80% 66.50% 66.70% 66.20% 79.80% 

Classification Accuracy by Class Using Decision Tree (Random Forest) Classifier  

Supplied Test Set     

Class 
True 

Positive 

 False 

Positives 
Precision Recall   F-Measure 

ROC 

Area 

Buy  63.31% 32.0% 69.10% 63.10% 66.00% 68.30% 

Hold 36.90% 4.60% 56.50% 36.90% 44.70% 78.00% 

Sell 66.10% 30.70% 51.50% 66.10% 57.90% 71.00% 

Weighted 

Average 
60.50% 27.80% 61.50% 60.50% 60.04% 70.50% 
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Table 6: Random Forest classification accuracy of the supplied test set and the overall 

classification distribution 

 
This table provides the buy-hold-sell matrix entries of the hold-out sample (939 messages) and the 

prediction accuracy of the classification algorithm concerning the training (in-sample) set of 1,953 

messages. The total rows of the table show the actual share of 939 hand-coded messages that were classified 

as buy, hold or sell, whereas the total columns represent the share of the messages that were automatically 

classified as per class by the algorithm. The last row provides summary statistics of the percentage 

distribution of the out-of-sample classification of each class that will then be deployed and aggregated for 

the daily ticker level analysis.  

 
 Classified by Algorithm  

Class Buy  Hold Sell Manual 

Classification  

Buy  315 26 158 499 

Hold 47 48 35 130 

Sell 94 11 205 310 

Total Classified by Algorithm  456 85 398 939 

% Classification by Algorithm 

as per Class 

48.56% 9.05% 42.39% 100% 

 

 

Table 7: The Overall distribution of the total StockTwits posts of the 30 DJIA stocks 

 
This table shows the overall distribution of the entire StockTwits data employed. The first percentage 

column indicates the actual proportion of the manually coded messages that were classified as buy, hold, 

or sell. The second percentage column, in contrast, shows the automatic classification. The last column 

shows the overall distributions of the StockTwits posts based on the automatic percentage classifications 

per sentiment class. 

 

Total Distribution of the Manual and Automatic Classification 

Class 
Manual Classification 

(in %) 

Automatic Classification 

(in %) 

Total Tweets per 

Class 

Buy 47.60 48.56 140,350 

Hold 20.40 9.05 26,157 

Sell 32.54 42.39 122,517 

Total 100% 100% 289,024 
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Table 8: Descriptive Statistics 

This table shows the summary statistics of the pooled sample. The total number of observations is 7,530, 

with a sample period from April 4, 2012 to April 5, 2013. 

 

Variables Minimum Maximum Mean Std. Deviation JB 

𝑅𝑖𝑡 -10.963 10.493 0.045 1.193 7752.90 

[0.000] 

∆𝐵𝑖𝑡
∗  -0.898 0.919 0.001 0.122 23609.03 

[0.000] 

Notes: 𝑅𝑖𝑡 denotes stock returns calculated as the log difference in the closing prices of each stock over two consecutive trading 

days. ∆𝐵𝑖𝑡
∗  denotes the shift in bullishness which proxies investor sentiment. JB is the Jarque-Bera test for normality; P-values are 

presented in square brackets [.].  
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Table 9: Summary statistics by company 

This table shows some summary statistics for the data used as per company. The sample period is from 

April 4, 2012 to April 5, 2013. The figures reported for the returns and the bullishness index are the 

averages, whereas those of the message volume refer to the total tweet posts per company, over the sample 

period. Company size (in $billion) is as of 2012. 

 

Ticker Company  
Bullishness 

Index 𝐵𝑡
∗ 

Message 

Volume 

Returns 

(𝑹𝒕) 

Size 

($billion) 
Axp American Express Company 0.369 3,165 0.058 63.51 

BA The Boeing Company 0.185 4,867 0.063 56.94 
CAT Caterpillar, Inc. 0.498 18,020 -0.143 58.69 

CSCO Cisco Systems, Inc. 0.090 11,512 -0.002 84.50 

CVX Chevron Corporation 0.449 4,564 0.033 210.51 

DD DuPont de Nemours, Inc. 0.329 1,564 -0.038 38.90 

DIS The Walt Disney Company 0.418 5,948 0.073 93.05 

GE General Electric Company 0.338 6,728 0.063.5154 218.41 

GS The Goldman Sachs Group, Inc. 0.328 28,972 0.104 61.29 

HD The Home Depot 0.214 6,924 0.017 68.22 

IBM INTL Business Machines Corporation (IBM) 0.493 17,372 -0.070 214.03 

INTC Intel Corporation 0.270 16,608 0.102 101.94 

JNJ Johnson & Johnson 0.336 4,988 0.025 194.77 

JPM JPMorgan Chase & Co. 0.246 35,336 0.001 167.25 

KO Coca-Cola Company 0.213 5,716 -0.026 162.00 

MCD McDonald's Corporation 0.373 7,952 0.077 88.44 

MMM 3M Company 0.166 1,736 0.035 63.79 

MRK Merck & Co., Inc. 0.319 3,160 -0.070 123.91 

MSFT Microsoft Corporation 0.238 33,700 0.039 256.37 

NKE Nike, Inc. 0.103 10,620 0.134 49.54 

PFE Pfizer, Inc. 0.386 4,460 0.115 182.47 

PG Procter & Gamble Company 0.458 3,228 0.089 168.31 

T American Telephone & Telegraph (AT&T) 0.096 9,832 0.076 188.14 

TRV The Travelers Companies, Inc. 0.467 1,344 0.032 27.10 

UNH UnitedHealth Group, Inc. 0.180 2,636 0.023 55.27 

UTX United Technologies Corporation (UTC) 0.258 1,312 0.090 75.35 

V Visa, Inc. 0.295 11,224 0.085 100.35 

VZ Verizon Communications, Inc. 0.463 6,892 0.108 123.69 

WMT Walmart, Inc. 0.206 10,740 0.047 209.72 

XOM Exxon Mobil Corporation 0.468 7,904 0.058 389.64 

Notes: 𝑅𝑡 denotes stock returns which are calculated as the log difference in the closing prices of each stock over two 

consecutive trading days. 𝐵𝑡
∗ denotes the bullishness index of a particular company. 

http://en.wikipedia.org/wiki/The_Coca-Cola_Company
http://en.wikipedia.org/wiki/McDonald%27s
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Table 10: Contemporaneous effects of sentiment 

The estimated OLS and QR models are respectively specified as 𝑅𝑖𝑡 = 𝛼𝑖 + 𝛾∆𝐵𝑖𝑡
∗ + 𝜆1𝑙𝑛𝑀𝑆𝐺𝑖𝑡 + 𝜆2𝑀𝐾𝑇𝑡 + 𝜆3𝑁𝑊𝐾𝑡 + 𝜀𝑖𝑡 and 

𝑞𝜏(𝑅𝑖𝑡|∆𝐵𝑖𝑡
∗ , 𝑙𝑛𝑀𝑆𝐺𝑖𝑡 , 𝑀𝐾𝑇𝑡 , 𝑁𝑊𝐾𝑡) = 𝛼𝜏 + 𝛾𝜏∆𝐵𝑖𝑡

∗ + 𝜆1𝜏𝑙𝑛𝑀𝑆𝐺𝑖𝑡 + 𝜆2𝜏𝑀𝐾𝑇𝑡 + 𝜆3𝜏𝑁𝑊𝐾𝑡, where 𝑅𝑖𝑡 is the returns and ∆𝐵𝑖𝑡
∗

 is the shift 

in the bullishness index (the proxy of investor sentiment). We also control for the volume of StockTwits messages (𝑙𝑛𝑀𝑆𝐺𝑖𝑡), market 

returns (𝑁𝑊𝐾𝑡), and a dummy for the first day of the trading week (𝑁𝑊𝐾𝑡). The total number of observations is 7,530, with a sample 

period from April 4, 2012 to April 5, 2013. 

Notes: *, ** and *** denote statistical significance at the 10%, 5% and 1% levels, respectively. Standard errors are represented in parentheses. 

 

Table 11: Testing symmetry of contemporaneous effects of sentiment across quantiles 

Notes: Each value is a test statistic for the hypothesis that the quantile effects are symmetric about the median, i.e., 𝛾(𝜏) + 𝛾(1−𝜏) = 2𝛾(0.50). Standard errors are in 

parentheses. 

Level OLS 

 

Low 

 0.05                0.10               0.25 

Medium 

  0.40              0.50               0.60 

High  

0.75                 0.90            0.95 𝝉 

 𝛼  0.0051 

 (0.029) 

-0.955*** 

 (0.042) 

-0.702*** 

  (0.033) 

-0.328*** 

(0.023) 

-0.104*** 

(0.022) 

 0.029 

(0.021) 

0.162*** 

(0.021) 

0.410 

(0.022) 

0.555*** 

(0.135) 

 0.703*** 

(0.273) 

𝛾  0.149* 

(0.090) 

 -0.343** 

 (0.153) 

 -0.002 

  (0.173) 

 0.189 

(0.143) 

 0.154 

(0.101) 

0.139 

(0.096) 

-0.009 

(0.090) 

0.089 

(0.090) 

0.542*** 

(0.159) 

 0.880*** 

(0.233) 

𝜆1  -0.0011 

(0.010) 

-0.158*** 

(0.304) 

 -0.113*** 

  (0.011) 

 -0.055*** 

(0.009) 

 -0.020*** 

(0.008) 

-0.007 

(0.008) 

-0.010 

(0.008) 

0.035*** 

(0.008) 

0.091*** 

(0.012) 

 0.141*** 

(0.017) 

𝜆2  0.998*** 

(0.014) 

1.005*** 

(0.024) 

0.997*** 

(0.021) 

0.984*** 

(0.017) 

0.978*** 

(0.016) 

 0.969*** 

(0.015) 

0.969*** 

(0.015) 

0.956*** 

(0.017) 

0.980*** 

(0.022) 

1.031*** 

(0.024) 

𝜆3  0.012 

(0.025) 

-0.047 

(0.064) 

   0.010 

  (0.043) 

 0.002 

(0.027) 

0.005 

(0.023) 

 -0.001 

 (0.021) 

-0.022 

(0.022) 

 -0.019 

(0.028) 

-0.005 

(0.041) 

 0.019 

(0.056) 

𝑅2  0.393          

Pseudo-𝑅2  0.212 0.228  0.242 0.252 0.257   0.258 0.253   0.241      0.225 

τ  Pair (0.05, 0.95) (0.10, 0.90) (0.15, 0.85) (0.20, 0.80) (0.25, 0.75) (0.30, 0.70) (0.35, 0.65) (0.40, 0.60) (0.45, 0.55) 

𝐻0: 𝛾(𝜏) + 𝛾(1−𝜏) =

2𝛾(0.50) 

0.083 

(0.319) 
0.275 

(0.227) 
0.054 

(0.217) 
0.098 

(0.167) 
-0.001 

(0.150) 
0.001 

(0.134) 
-0.062 

(0.109) 
-0.133 

(0.087) 
-0.116 

(0.061) 
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Table 12: Predictive effects of sentiment 

The estimated OLS and QR models are respectively specified as 𝑅𝑖𝑡 = 𝛼𝑖 + 𝛾∆𝐵𝑖𝑡−1
∗ + 𝜆1𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1 + 𝜆2𝑀𝐾𝑇𝑡 + 𝜆3𝑁𝑊𝐾𝑡 + 𝜀𝑖𝑡 and  

𝑞𝜏(𝑅𝑖𝑡|∆𝐵𝑖𝑡−1
∗ , 𝐿𝑠𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1, 𝑀𝐾𝑇𝑡 , 𝑁𝑊𝐾𝑡) = 𝛼𝜏 + 𝛾𝜏∆𝐵𝑖𝑡−1

∗ + 𝜆1𝜏𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1 + 𝜆2𝜏𝑀𝐾𝑇𝑡 + 𝜆3𝜏𝑁𝑊𝐾𝑡 , where 𝑅𝑖𝑡 is the returns 

and ∆𝐵𝑖𝑡−1
∗

 is the lagged shift in the bullishness index (the proxy of investor sentiment). We also control for the lagged volume of 

StockTwits messages (𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1), market returns (𝑁𝑊𝐾𝑡), and a dummy for the first day of the trading week (𝑁𝑊𝐾𝑡).  The total number 

of observations is 7,530, with a sample period from April 4, 2012 to April 5, 2013. 

Notes: *, ** and *** denote statistical significance at the 10%, 5% and 1% levels, respectively. Standard errors are represented in parentheses. 

 

Table 13: Testing symmetry of predictive effects of sentiment across quantiles 

Notes: Each value is a test statistic for the hypothesis that the quantile effects are symmetric about the median, i.e., 𝛾(𝜏) + 𝛾(1−𝜏) = 2𝛾(0.50). Standard errors are in 

parentheses. . * and ** denote statistical significance at the 10% and 5% levels, respectively. 

Level OLS 

 

Low 

 0.05                0.10               0.25 

Medium 

  0.40              0.50               0.60 

High  

0.75                 0.90            0.95 𝝉 

 𝛼  -0.005 

 (0.028) 

-1.168*** 

 (0.065) 

-0.783*** 

  (0.036) 

-0.356*** 

(0.023) 

-0.090*** 

(0.021) 

 0.048** 

(0.021) 

0.184*** 

(0.019) 

0.428*** 

(0.023) 

0.886*** 

(0.031) 

 1.195*** 

(0.042) 

𝛾  -0.165* 

(0.090) 

 -0.353* 

 (0.244) 

 -0.357*** 

  (0.088) 

 -0.263*** 

(0.118) 

 -0.124 

(0.080) 

-0.092 

(0.087) 

-0.032 

(0.091) 

-0.150* 

(0.090) 

-0.086 

(0.277) 

 0.055 

(0.175) 

𝜆1   0.001 

(0.010) 

-0.084*** 

(0.022) 

 -0.087*** 

  (0.011) 

 -0.045*** 

(0.008) 

 -0.025*** 

(0.008) 

-0.016** 

(0.007) 

0.001 

(0.007) 

0.023*** 

(0.008) 

0.053*** 

(0.012) 

 0.089*** 

(0.018) 

𝜆2  0.998*** 

(0.014) 

1.031*** 

(0.027) 

  1.007*** 

 (0.022) 

0.993*** 

(0.017) 

0.976*** 

(0.016) 

 0.969*** 

(0.015) 

0.970*** 

(0.015) 

0.957*** 

(0.017) 

0.992*** 

(0.023) 

1.028*** 

(0.029) 

𝜆3  0.010 

(0.025) 

0.121** 

(0.062) 

  0.078* 

  (0.044) 

 0.020 

(0.027) 

0.005 

(0.022) 

 -0.002 

 (0.021) 

-0.026 

(0.022) 

 -0.019 

(0.028) 

-0.041 

(0.045) 

 0.068 

(0.067) 

𝑅2  0.391          

Pseudo-𝑅2  0.217 0.236  0.244 0.252 0.257   0.258 0.253   0.241      0.226 

τ  Pair (0.05, 0.95) (0.10, 0.90) (0.15, 0.85) (0.20, 0.80) (0.25, 0.75) (0.30, 0.70) (0.35, 0.65) (0.40, 0.60) (0.45, 0.55) 

𝐻0: 𝛾(𝜏) + 𝛾(1−𝜏) =

2𝛾(0.50) 

-0.114 

(0.303) 
-0.258 

(0.279) 
-0.111 

(0.203) 
-0.133 

(0.154) 
-0.229* 

(0.133) 
-0.191* 

(0.114) 
-0.124 

(0.097) 
0.028 

(0.078) 
0.112** 

(0.055) 
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Table 14: Contemporaneous effects of sentiment based on the Fama-French model 

The estimated OLS and QR models are respectively specified as 𝑅𝑖𝑡 − 𝑅𝑓𝑡 = 𝛼𝑖 + 𝛾∆𝐵𝑖𝑡
∗ + 𝛽1(𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡) + 𝛽2 𝑆𝑀𝐵𝑖𝑡 + 𝛽3𝐻𝑀𝐿𝑖𝑡 +

𝜆1𝑙𝑛𝑀𝑆𝐺𝑖𝑡 + 𝜆2𝑁𝑊𝐾𝑡+𝜀𝑖𝑡  and 𝑞𝜏(𝑅𝑖𝑡 − 𝑅𝑓𝑡 |∆𝐵𝑖𝑡
∗ , 𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡 , 𝑆𝑀𝐵𝑖𝑡 , 𝐻𝑀𝐿𝑖𝑡 , 𝑙𝑛𝑀𝑆𝐺𝑖𝑡 , 𝑁𝑊𝐾𝑡) = 𝛼𝜏 + 𝛾𝜏∆𝐵𝑖𝑡

∗ + 𝛽1𝜏(𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡) +

𝛽2𝜏𝑆𝑀𝐵𝑖𝑡 + 𝛽3𝜏𝐻𝑀𝐿𝑖𝑡 + 𝜆1𝜏𝑙𝑛𝑀𝑆𝐺𝑖𝑡 + 𝜆2𝜏𝑁𝑊𝐾𝑡, where 𝑅𝑖𝑡 − 𝑅𝑓𝑡 is the excess return for stock i at time t, 𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡 is the excess 

return on the market index at time t, 𝑆𝑀𝐵𝑖𝑡 denotes the daily return difference between the return on small size stocks and the return on big 

size stocks (i.e., size factor), 𝐻𝑀𝐿𝑖𝑡 denotes the daily return difference between the return on high value stocks and the return on low value 

stocks (i.e., value factor), and ∆𝐵𝑖𝑡
∗

 is the shift in the bullishness index (the proxy of investor sentiment). We also control for the volume of 

StockTwits messages (𝑙𝑛𝑀𝑆𝐺𝑖𝑡), and a dummy for the first day of the trading week (𝑁𝑊𝐾𝑡). The total number of observations is 7,530, 

with a sample period from April 4, 2012 to April 5, 2013. 

Notes: *, **, and *** denote statistical significance at the 10%, 5%, and 1% levels, respectively. Standard errors are represented in parentheses. 

 

Level OLS 

 

Low 

 0.05                0.10               0.25 

Medium 

  0.40              0.50               0.60 

High  

0.75                 0.90            0.95 𝝉 

 𝛼 -0.018 

(0.029) 

-0.997*** 

 (0.043) 

-0.744*** 

 (0.034) 

-0.363*** 

(0.024) 

-0.100*** 

(0.022) 

 0.020 

(0.022) 

0.168*** 

(0.021) 

0.398 

(0.023) 

0.764*** 

(0.030) 

 1.033*** 

(0.054) 

𝛾 0.112 

(0.091) 

 -0.332* 

 (0.208) 

 -0.026 

  (0.218) 

 -0.015 

(0.126) 

 0.095 

(0.106) 

0.030 

(0.107) 

0.024 

(0.097) 

0.156* 

(0.095) 

0.429*** 

(0.157) 

 0.786*** 

(0.260) 

𝛽1 0.907*** 

(0.014) 

0.934*** 

(0.026) 

  0.897*** 

 (0.022) 

 0.891*** 

(0.016) 

0.896*** 

(0.015) 

0.883*** 

(0.015) 

 0.884*** 

(0.015) 

0.854*** 

(0.017) 

0.906*** 

(0.022) 

  0.925*** 

 (0.029) 

𝛽2 -0.228*** 

(0.029) 

-0.313*** 

(0.075) 

  -0.218*** 

  (0.047) 

-0.167*** 

(0.032) 

 -0.213*** 

(0.027) 

-0.204*** 

(0.028) 

 -0.201*** 

 (0.027) 

-0.194*** 

(0.037) 

-0.243*** 

(0.045) 

 -0.213*** 

(0.079) 

𝛽3 0.076*** 

(0.030) 

0.144*** 

(0.055) 

0.141** 

(0.058) 

0.094*** 

(0.034) 

0.029 

(0.031) 

0.042 

(0.031) 

0.035 

(0.032) 

0.074** 

(0.035) 

 0.073* 

 (0.044) 

  0.030 

 (0.062) 

𝜆1 0.006*** 

(0.010) 

-0.150*** 

(0.015) 

 -0.104*** 

  (0.012) 

 -0.050*** 

(0.008) 

 -0.025*** 

(0.008) 

-0.004 

(0.008) 

0.008 

(0.007) 

0.038*** 

(0.009) 

0.101*** 

(0.011) 

 0.154*** 

(0.020) 

𝜆2 -0.006 

(0.026) 

-0.055 

(0.066) 

 -0.013 

 (0.043) 

-0.002 

(0.027) 

-0.030 

(0.022) 

-0.026 

(0.023) 

-0.044 

(0.023) 

-0.046 

(0.029) 

-0.002 

(0.042) 

-0.027 

(0.053) 

𝑅2 0.383          

Pseudo-𝑅2  0.227 0.236 0.240 0.245 0.248 0.249 0.247 0.244 0.236 
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Table 15: Testing symmetry of contemporaneous effects of sentiment across quantiles based on the Fama-French model 

Notes: Each value is a test statistic for the hypothesis that the quantile effects are symmetric about the median, i.e., 𝛾(𝜏) + 𝛾(1−𝜏) = 2𝛾(0.50). Standard errors are in 

parentheses. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

τ  Pair (0.05, 0.95) (0.10, 0.90) (0.15, 0.85) (0.20, 0.80) (0.25, 0.75) (0.30, 0.70) (0.35, 0.65) (0.40, 0.60) (0.45, 0.55) 

𝐻0: 𝛾(𝜏) + 𝛾(1−𝜏) =

2𝛾(0.50) 

0.394 

(0.342) 
0.342 

(0.227) 
0.354* 

(0.210) 
0.271 

(0.127) 
0.081 

(0.157) 
0.129 

(0.140) 
0.090 

(0.119) 
0.058 

(0.097) 
-0.018 

(0.069) 
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Table 16: Predictive effects of sentiment based on the Fama-French model 

The estimated OLS and QR models are respectively specified as 𝑅𝑖𝑡 − 𝑅𝑓𝑡 = 𝛼𝑖 + 𝛾∆𝐵𝑖𝑡−1
∗ + 𝛽1(𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡) + 𝛽2 𝑆𝑀𝐵𝑖𝑡 + 𝛽3𝐻𝑀𝐿𝑖𝑡 +

𝜆1𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1 + 𝜆2𝑁𝑊𝐾𝑡+𝜀𝑖𝑡 and 𝑞𝜏(𝑅𝑖𝑡 − 𝑅𝑓𝑡 |∆𝐵𝑖𝑡−1
∗ , 𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡 , 𝑆𝑀𝐵𝑖𝑡 , 𝐻𝑀𝐿𝑖𝑡 , 𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1, 𝑁𝑊𝐾𝑡) = 𝛼𝜏 + 𝛾𝜏∆𝐵𝑖𝑡−1

∗ +

𝛽1𝜏(𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡) + 𝛽2𝜏𝑆𝑀𝐵𝑖𝑡 + 𝛽3𝜏𝐻𝑀𝐿𝑖𝑡 + 𝜆1𝜏𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1 + 𝜆2𝜏𝑁𝑊𝐾𝑡 , where 𝑅𝑖𝑡 −  𝑅𝑓𝑡 is the excess return for stock i at time t, 

𝑀𝐾𝑇𝑡 − 𝑅𝑓𝑡 is the excess return on the market index at time t, 𝑆𝑀𝐵𝑖𝑡 denotes the daily return difference between the return on small size 

stocks and the return on big size stocks (i.e., size factor), 𝐻𝑀𝐿𝑖𝑡 denotes the daily return difference between the return on high value stocks 

and the return on low value stocks (i.e., value factor), and ∆𝐵𝑖𝑡−1
∗

 is the lagged shift in the bullishness index (the proxy of investor 

sentiment). We also control for the lagged volume of StockTwits messages (𝑙𝑛𝑀𝑆𝐺𝑖𝑡−1), and a dummy for the first day of the trading week 

(𝑁𝑊𝐾𝑡). The total number of observations is 7,530, with a sample period from April 4, 2012 to April 5, 2013. 

Notes: *, ** and *** denote statistical significance at the 10%, 5% and 1% levels, respectively. Standard errors are represented in parentheses. 

 

Level OLS 

 

Low 

 0.05                0.10               0.25 

Medium 

  0.40              0.50               0.60 

High  

0.75                 0.90            0.95 𝝉 

 𝛼  -0.034 

 (0.028) 

-1.215*** 

 (0.071) 

-0.833*** 

  (0.037) 

-0.397*** 

(0.024) 

-0.103*** 

(0.021) 

 0.03* 

(0.020) 

0.171*** 

(0.020) 

0.435*** 

(0.023) 

0.852*** 

(0.033) 

 1.186*** 

(0.053) 

𝛾  -0.180** 

 (0.091) 

 -0.340* 

 (0.215) 

 -0.358** 

  (0.096) 

 -0.199* 

(0.125) 

 -0.143 

(0.094) 

-0.091 

(0.088) 

-0.083 

(0.086) 

-0.155 

(0.107) 

-0.207 

(0.208) 

 -0.076 

(0.149) 

𝛽1  0.906*** 

(0.014) 

0.938*** 

(0.027) 

  0.898*** 

 (0.023) 

0.903*** 

(0.016) 

0.893*** 

(0.015) 

 0.882*** 

(0.015) 

0.884*** 

(0.015) 

0.867*** 

(0.017) 

0.991*** 

(0.021) 

0.928*** 

(0.029) 

𝛽2  -0.227*** 

(0.029) 

-0.311*** 

(0.066) 

  -0.224*** 

  (0.045) 

 -0.177*** 

(0.035) 

-0.211*** 

(0.027) 

 -0.199*** 

 (0.027) 

-0.204*** 

(0.027) 

 -0.213*** 

 (0.037) 

-0.235*** 

(0.050) 

 -0.181*** 

(0.066) 

𝛽3 0.078*** 

(0.030) 

0.225*** 

(0.071) 

0.117** 

(0.054) 

0.083** 

(0.035) 

0.026 

(0.030) 

0.046 

(0.031) 

0.037 

(0.032) 

0.068* 

(0.035) 

0.094* 

(0.049) 

0.075 

(0.062) 

𝜆1   0.013 

(0.203) 

-0.074*** 

(0.022) 

 -0.071*** 

  (0.011) 

 -0.036*** 

(0.009) 

-0.036*** 

(0.008) 

-0.008 

(0.007) 

 0.006 

(0.007) 

0.023*** 

(0.009) 

0.068*** 

(0.013) 

 0.088*** 

(0.019) 

𝜆2 -0.012 

(0.025) 

0.080 

(0.066) 

0.074* 

(0.038) 

0.020 

(0.027) 

-0.026 

0.022 

-0.026 

(0.023) 

-0.050** 

(0.023) 

-0.065*** 

(0.028) 

-0.047 

(0.039) 

-0.092* 

(0.055 

𝑅2  0.382          

Pseudo-𝑅2  0.214 0.232 0.239 0.245 0.247 0.245 0.247 0.235 0.220 
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Table 17: Testing symmetry of predictive effects of sentiment across quantiles based on the Fama-French model 

Notes: Each value is a test statistic for the hypothesis that the quantile effects are symmetric about the median, i.e., 𝛾(𝜏) + 𝛾(1−𝜏) = 2𝛾(0.50). Standard errors are in 

parentheses. * denotes statistical significance at the 10% level. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

τ  Pair (0.05, 0.95) (0.10, 0.90) (0.15, 0.85) (0.20, 0.80) (0.25, 0.75) (0.30, 0.70) (0.35, 0.65) (0.40, 0.60) (0.45, 0.55) 

 𝐻0: 𝛾(𝜏) +

𝛾(1−𝜏) =

2𝛾(0.50) 

-0.236 

(0.272) 
-0.384* 

(0.229) 
-0.276 

(0.181) 
-0.133 

(0.160) 
-0.173 

(0.142) 
-0.158 

(0.114) 
-0.087 

(0.096) 
-0.044 

(0.079) 
0.063 

(0.056) 
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Figure 1: The distribution of StockTwits posts 

 

Panel A: The evolution of daily StockTwits messages (posting activity of the 30 companies of the 

DJIA index combined) 

 
 

Panel B: The distribution of StockTwits posts throughout the week (average posts of all companies in 

the sample are considered across days of the week) 

 

 

Panel C: The percentage of posts of the 30 companies of the DJIA index during the daytime  
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Figure 2: The evolution of the DJIA index and the StockTwits bullishness indicator 

This figure displays the evolution of the daily DJIA index returns (lower panel) and the corresponding 

normalised bullishness indicator (upper panel). 

 

Panel A: The evolution of the normalised bullishness of the DJIA index. 

 

 

Panel B: The evolution of the daily DJIA index returns. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2012-4 5 6 7 8 9 10 11 12 2013-1 2 3 4

0.25

0.30

0.35

0.40

2012-4 5 6 7 8 9 10 11 12 2013-1 2 3 4

-2

-1

0

1

22012-4 5 6 7 8 9 10 11 12 2013-1 2 3 4

0.25

0.30

0.35

0.40

2012-4 5 6 7 8 9 10 11 12 2013-1 2 3 4

-2

-1

0

1

2



41 
 

 

 

Figure 3: Estimates of contemporaneous effects of sentiment 

This figure shows estimates of the contemporaneous effect of the shift in bullishness on stock returns 

from the OLS and the QR (i.e., Eqs. (3) and (4) for s=0). The dashed line represents the OLS estimate 

along with its 95% confidence interval (dotted lines). The x-axis represents the quantiles of the return 

distribution (𝜏= 0.05, 0.1, 0.25,…, 0.75, 0.9, 0.95), while the y-axis indicates the coefficient estimates 

for the shift in bullishness. The estimated 𝛾𝜏 parameters of the QR model are depicted by the green line 

along with their 95% confidence intervals (shaded area). 
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Figure 4: Estimates of predictive effects of sentiment 

This figure shows estimates of the predictive effect of the shift in bullishness on stock returns from the 

OLS and the QR (i.e., Eqs. (3) and (4) for s=1). The dashed line represents the OLS estimate along 

with its 95% confidence interval (dotted lines). The x-axis represents the quantiles of the return 

distribution (𝜏= 0.05, 0.1, 0.25,…, 0.75, 0.9, 0.95), while the y-axis indicates the coefficient estimates 

for the shift in bullishness. The estimated 𝛾𝜏 parameters of the QR model are depicted by the green line 

along with their 95% confidence intervals (shaded area). 
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Figure 5: Estimates of contemporaneous effects of sentiment based on the Fama-French 

model 

 
This figure shows estimates of the contemporaneous effect of the shift in bullishness on stock returns 

from the OLS and the QR using the Fama and French (1993) 3-factor model (i.e., Eqs. (7) and (8) for 

s=0). The dashed line represents the OLS estimate along with its 95% confidence interval (dotted lines). 

The x-axis represents the quantiles of the return distribution (𝜏= 0.05, 0.1, 0.25,…, 0.75, 0.9, 0.95), 

while the y-axis indicates the coefficient estimates for the shift in bullishness. The estimated 𝛾𝜏 

parameters of the QR model are depicted by the green line along with their 95% confidence intervals 

(shaded area). 
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Figure 6: Estimates of predictive effects of sentiment based on the Fama-French model 

 
This figure shows estimates of the predictive effect of the shift in bullishness on stock returns from the 

OLS and the QR using the Fama and French (1993) 3-factor model (i.e., Eqs. (7) and (8) for s=1). The 

dashed line represents the OLS estimate along with its 95% confidence interval (dotted lines). The x-

axis represents the quantiles of the return distribution (𝜏= 0.05, 0.1, 0.25,…, 0.75, 0.9, 0.95), while the 

y-axis indicates the coefficient estimates for the shift in bullishness. The estimated 𝛾𝜏 parameters of 

the QR model are depicted by the green line along with their 95% confidence intervals (shaded area). 
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Figure 7: Sub-sample estimates of contemporaneous effects of sentiment 

These figures present the sub-sample estimates of the contemporaneous effect of the shift in bullishness on 

stock returns from the OLS and the QR (i.e., Eqs. (3) and (4) for s=0), where the first (second) sub-sample 

is displayed in the left (right) panel. The dashed line represents the OLS estimate along with its 95% 

confidence interval (dotted lines). The x-axis represents the quantiles of the return distribution (𝜏= 0.05, 0.1, 

0.25,…, 0.75, 0.9, 0.95), while the y-axis indicates the coefficient estimates for the shift in bullishness. The 

estimated 𝛾𝜏 parameters of the QR model for each sub-sample are depicted by the green line along with 

their 95% confidence intervals (shaded area). 

 

      
 

 

Figure 8: Sub-sample estimates of predictive effects of sentiment 

These figures present the sub-sample estimates of the predictive effect of the shift in bullishness on stock 

returns from the OLS and the QR (i.e., Eqs. (3) and (4) for s=1), where the first (second) sub-sample is 

displayed in the left (right) panel. The dashed line represents the OLS estimate along with its 95% 

confidence interval (dotted lines). The x-axis represents the quantiles of the return distribution (𝜏= 0.05, 0.1, 

0.25,…, 0.75, 0.9, 0.95), while the y-axis indicates the coefficient estimates for the shift in bullishness. The 

estimated 𝛾𝜏 parameters of the QR model for each sub-sample are depicted by the green line along with 

their 95% confidence intervals (shaded area). 
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Figure 9: Sub-sample estimates of contemporaneous effects of sentiment based on the 

Fama-French model 
These figures present the sub-sample estimates of the OLS and the QR of the contemporaneous effect 

of the shift in bullishness on stock returns from the OLS and the QR using the Fama-French model 

(i.e., Eqs. (7) and (8) for s=0), where the first (second) sub-sample is displayed in the left (right) panel. 

The dashed line represents the OLS estimate along with its 95% confidence interval (dotted lines). The 

x-axis represents the quantiles of the return distribution (𝜏= 0.05, 0.1, 0.25,…, 0.75, 0.9, 0.95), while 

the y-axis indicates the coefficient estimates for the shift in bullishness. The estimated 𝛾𝜏 parameters 

of the QR model for each sub-sample are depicted by the green line along with their 95% confidence 

intervals (shaded area). 

 

   
                                

Figure 10: Sub-sample estimates of predictive effects of sentiment based on the Fama-

French model 
These figures present the sub-sample estimates of the predictive effect of the shift in bullishness on 

stock returns from the OLS and the QR using the Fama-French model (i.e., Eqs. (7) and (8) for s=1), 

where the first (second) sub-sample is displayed in the left (right) panel. The dashed line represents the 

OLS estimate along with its 95% confidence interval (dotted lines). The x-axis represents the quantiles 

of the return distribution (𝜏= 0.05, 0.1, 0.25,…, 0.75, 0.9, 0.95), while the y-axis indicates the 

coefficient estimates for the shift in bullishness. The estimated 𝛾𝜏 parameters of the QR model for each 

sub-sample are depicted by the green line along with their 95% confidence intervals (shaded area). 
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Supplementary Appendix  

Appendix A. StockTwits Data 

The primary data for this study were obtained from Stocktwits.com (http://www.stocktwits.com). 

One year of StockTwits data (252 days) were retrieved via the website’s API for the period of 

April 3, 2012 to April 5, 2013.30 Specifically, more than 3,541,959 stock micro-blog posts were 

initially obtained from the API, where messages related to the companies making up the DJIA 

index were filtered out along with the required information related to each message, such as user 

ID, the content of the message and the published date and time. A complete list of the required 

attributes of StockTwits data needed for this study can be found in Table A1. Table A2, on the 

other hand, shows a few typical examples of the StockTwits messages, which are presented in their 

original format before pre-processing. The StockTwits API Schema, which describes the full 

StockTwits data, is provided in Table A3. 

 

Table A1: The list of the required attributes for StockTwits collection 

StockTwits Data Attributes for Collection 

ID StockTwits unique identifier for the message 

Body Message content  

Created _at Date and time when the message was created 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                         
30 In order to download the data, a formal agreement was made between the Research Support and Development Office of Brunel University 

London and StockTwits firm. 

http://www.stocktwits.com/
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Table A2: Examples of StockTwits messages 

ID Tweet  Date Time  

12488749 "$IBM out half +.50" 11/03/2013 17:30:13 

9901572 

"$INTC short from Thursday working well. Up 

2% with it so far. http://stks.co/mC9s" 09/10/2012 17:12:31 

9611602 

"$MA $V $AXP just wait until mobile payments 

overtake cash" 20/09/2012 15:46:30 

12158099 

"$VZ breaking out through 45 level with 

volume" 20/02/2013 18:20:52 

7503061 

"The Cramer on $INTC and $MSFT:  

http://stks.co/3EI2  (holding both)" 05/04/2012 01:04:16 

11147935 "$JPM - Buy 43.50 puts for next week." 22/12/2012 13:11:07 

12514291 

"Current holdings: $ADP $T $V $ERX $XLU 

$QCOM $MSFT $ALTR $MUR" 13/03/2013 20:39:09 

9562805 

"$GS looks good here.....&gt;122 YOU PRESS 

LONG ......got bull flag? http://stks.co/fBHM" 17/09/2012 22:43:01 

10837630 "$MSFT for long term short!!!!!!!" 05/12/2012 07:37:10 

10171127 "$BA Buying before call with good numbers." 24/10/2012 14:06:15 

11677420 "$DIS bearish to downside to 51.50" 25/01/2013 02:57:41 

9541300 

"$UNH vs. KFT News ~ Dow Swaps Out Kraft 

for United health ~ http://stks.co/iB6k" 15/09/2012 23:35:36 

 

 

Table A3: StockTwits’s Application Programming Interface (API) Schema 

This schema describes the full StockTwits partner level firehose endpoint: 

http://stocktwits.com/developers/docs/api#streamsalldocs 

 

user:classification 

 

The users classification, if identity is “Official” 
 the classification is either “ir” for the companies 
 Investor Relation department or “pro”for 
 Professionals and Analysts that are designated 
 on StockTwits. An identified “user” canbe 
 classified as “suggested” as a consistent 
 respected contributor to StockTwits 

 

user: followers 

 

The number of people that are following this user 

 

user: following 

 

The number of people this user is following 

 

user: ideas 

 

The number of shared ideas 

http://stocktwits.com/developers/docs/api#streams
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id 

 

StockTwits unique identifier for the message 

 

body 

 

Message content 

 

created_at 

 

Date when the message was created 

 

user: id 

 

StockTwits unique identifier for the user. 

Messages only have one user 

 

user: username 

 

Username of the user 

 

user: name 

 

Full name of the user 

 

user: avatar_url 

 

Path to the users avatar 

 

user:avatar_url_ssl 

 

SSL path to the users avatar 

 

user: identity 

 

The type of user, either “Official”,“User” 

 
 

 

approach 

 

Describing the users approach. Can be one of 

 the following: “None”,“Technical”, 
 “Fundamental”, “Global Macro”, “Momentum”, 
 “Growth”, “Value” 

 

user:trading_strategy: 

 

The users self described trading strategy describing the 

users holding period. Can be one of the following: 

“None”, “Day Trader”,“SwingTrader”, “Position 

Trader”, “Long TermInvestor” 

holding_period 

 

user:trading_strategy: 

 

user:following_stocks 

 

The number of stocks the user is following 

 

user: bio 

 

The users self described biography 

 

user: website_url 

 

A link provided by the user 

 

user:trading_strategy: 

 

The users self described trading strategy describing 

the users assets frequently traded.Can be any: 

“Equities”, “Options”,“Forex”,“Futures”, “Bonds”, 

“PrivateCompanies” 

assets_frequently_trade 
d 
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experience  

The users self-described trading strategy describing the 

users experience. Can be one of the following: “None”, 

“Novice”,“Intermediate”,“Professional” 

 

source: id 

 

Message source unique identifier. Source is which 

application the message has originated from. 

Messages only have one source 

 

source: title 

 

The title of the source application 

 

source: url 

 

Link to the source application 

 

symbols: id 

 

StockTwits symbol internal unique identifier. Messages 

can have more than one symbol. Daily list of symbols 

can be downloaded here by date: 

http://stocktwits.com/symbolsync/20130130.c sv 

 
 

 

symbols: symbol 
 

 

 

symbols: title 
 

 

 

symbols:exchange 

 

Public ticker symbol 

 

Full public title of the ticker symbol 

 

Stock exchange the ticker symbol resides on 

 

symbols: sector 

 

Sector for the ticker symbol. Sector list can be 

downloaded here: 

http://stocktwits.com/sectors/StockTwitssectors 

industries.csv 

 

symbols:industry 

 

Industry for the ticker symbol. Industry list can be 

downloaded 

here:http://stocktwits.com/sectors/StockTwitssectors 

industries.csv 

 

symbols:trending 

 

True or false flag if the ticker symbol was trending 

at the time of the message creation 

 

entities:sentiment 

 

Entities are optional. User specified sentiment at time 

of message creation. If sentiment is set 

within the message this will be either 0  “bullish” or 1 

“bearish” 

 

entities: chart:thumb 

 

Entities are optional. Path to the charts 

thumbnail image 

 

entities: chart:original 

 

Entities are optional. Path to the charts original image 

http://stocktwits.com/symbol
http://stocktwits.com/symbol
http://stocktwits.com/sectors/StockTwits
http://stocktwits.com/sectors/StockTwits
http://stocktwits.com/sectors/StockTwits
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entities: chart: url 

 

Entities are optional. URL to the chart page on 

StockTwits 

 

conversation:parent_

message_id 

 

Conversation are optional. If there is a 

conversation The parent message for the 

StockTwits unique identifier 

 

conversation:in_reply_to_m

essage_id 

 

Conversations are optional. If the message is a reply to 

another message the StockTwits unique identifier is 

represented 

 

conversation:parent 

 

Conversations are optional. True or false value if the 

message is the parent message that started the 

conversation 

 

conversation:replies 

 

Conversations are optional. Number of replies at the 

time of the message creation 

 

 

 

Appendix B. Model building in Weka  

Several types of models have been made available in Weka, each with different algorithms. The 

various forms of machine learning algorithms most commonly used include the Bayesian 

Networks, Decision Trees, Neural Networks, Fuzzy Networks, Support Vector Machine, Genetic 

Algorithms and many more. However, to keep the scope of this paper more focused, the Bayesian 

Networks (Naïve Bayes (NB)), Decision Trees (Random Forest (RandF)), and Support Vector 

Machines (Sequential Minimal Optimisation (SOM)) are used to perform the text analysis tasks. 

The performances of these three models were then evaluated on the training data and compared to 

select the best model.  

More specifically, we test the three models using two different methodologies, namely 

testing on the training data set and testing by 10-fold cross-validation. The input for the models 

comes from a training corpus of 2,892 tweet messages. Ideally, the model should have been trained 

on more data instances as it is expected that the accuracy of the models will increase when bigger 

training data sets are handled.  

Moreover, the stratified k-fold cross-validation provides a more realistic picture than 

testing on the full training data sets, i.e., the stratified k-fold cross-validation is considered a more 
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conservative measure for classification accuracy.31 In addition, it provides the best generalisability 

and helps overcome the risk of model over-fitting as each of these folds checks whether the learned 

model over-fits on the validation set (Cawley and Talbot, 2003).  

It follows that our focus in the analyses will be on the results concerning the stratified 10-

fold cross-validation to strengthen the validity of the results.32 In line with standard metrics of 

information retrieval (Whitten and Frank, 2005), recall, precision, and F-measure are the reported 

measures used to evaluate the performance of the predictive model.  

 Table B1 presents a consolidated summary of all performance metrics of the three 

classifiers using 10-fold cross-validation. It is evident that there is no clear winning classifier in 

terms of the performance evaluation method used, yet the RandF classifier is possibly the best in 

terms of almost all the metrics.   

As shown from Table B1, the 10-fold cross-validation experiments achieved accuracy rates 

of 66.70%, 62.80%, and 65.20%, where 1,929, 1,815, and 1,887 instances were correctly classified 

out of 2,892, for RandF, NB and SMO, respectively. It follows that the RandF Decision Tree 

classifier outperforms the NB and SMO counterparts in predicting investor sentiment class of 

StockTwits posts (i.e., buy, hold and sell). The weighted averages of the three classes of RandF 

classifier are also reported in Table B1, achieving 65.50%, 66.70%, and 66.20% for precision, 

recall, and F-measures, respectively.  

 Figure B1 shows the graphical representation of the comparative performance of the three 

discussed classifiers using some of the important measures given in Table B1. A graphical 

inspection indicates that all classifiers perform markedly the same, while the RandF shows a 

slightly better performance than the NB and SMO.  

 

 

 

 

 

 

 

                                                         
31 In k-fold cross-validation, the data set is partitioned into k subsets. Then, the cross-validation procedure is 

repeated k times. Each time, one of the k subsets is used once as the test set and the other k-1 sets are combined 

to form a training data set.  
32 In this study, we use 10-fold cross-validation as it has proved to be statistically sufficient for the model 

evaluation method (Witten and Frank, 2005). In 10-fold cross-validation, the data sets are equally partitioned into 

10 different subsets. The cross-validation process is repeated 10 times, where each time one of the 10 subsets will 

be used as a test set and the other 9 subsets will be combined to form the training data sets of the model. All 10 

subsets will have an equal opportunity to be used as a test set only once and used as a training data set 9 times. 

Then, the average error estimates will be calculated across all 10 trails.    
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Table B1: Summary results of the classification performance evaluation of NB, RandF and 

SMO 

Weighted Average Metrics for (Buy, 

Hold and Sell) Class 
Classifiers 

Naive Bayes Random Forest SMO 
Accuracy Rate  62.80% 66.70% 65.25% 

Correctly Classified Instances 1,815 1,929 1,887 

Incorrectly Classified Instances 1,077 963 1,055 

TP Rate  62.80% 66.70% 65.20% 

FP Rate  21.80% 20.80% 24.60% 

Precision  62.90% 66.50% 65.90% 

Recall  62.80% 66.70% 65.20% 

F-Measure  62.60% 66.20% 64.00% 

ROC Area 77.60% 79.80% 73.60% 

 

Figure B1:  Comparative performance of NB, RandF and SMO classifiers 

 

 

Appendix C. Decision Tree classifiers  

In this Section, we describe in detail the underlying method of our Decision Tree text classification. 

As explained by Quinlan (1993), a Decision Tree algorithm generates Decision Trees or nodes by 

choosing the most effective attribute that splits each node into sub-nodes, where each node or sub-

node holds a class label. Moreover, to evaluate the effectiveness of an attribute in splitting the data, 

the algorithm uses the Information Gain (IG) criterion in which the attribute with the greatest 

normalised information gain is chosen to make the decision. The process of splitting the decision 

nodes continues until no further split is possible. This process safeguards the maximum accuracy 

of the training data, implying that the data have been classified as close to perfection as possible.  

 

Creating Decision Trees 

To form a Decision Tree, the following steps are required:  
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Step 1: Define the entropy of x  

H(𝑥) =  − ∑ 𝑃𝑖 
log2(𝑃𝑖)

𝑘
𝑖 ,                                                                                                       (B1) 

 

where x is a random variable with k discrete values, distributed according to probability value P 

= (𝑃1, 𝑃2, 𝑃3,…𝑃𝑛) of class subset i.  

Step 2: Calculate the weighted sum of the entropies for each class subset 

 

𝐻𝑠(T) = ∑ 𝑃𝑖𝐻𝑠(𝑇𝑖)
𝑘
𝑖=1 ,                                                                                                            (B2) 

 

where Pi  is the proportion of records in subset i.  

 

Step 3: Calculate the IG 

 

𝐼𝐺𝑠 =  𝐻(𝑇) −  𝐻𝑠(𝑇),                                                                                                               (B3) 

 

where the IG is the criterion necessary to choose the most effective attribute to make the decision, 

as indicated earlier. Then, the selection of attribute at each decision node will be the one with the 

highest IG. 

 

Text Preparation  

 Text preparation is considered the initial stage of the textual data mining process. At this 

stage, pre-processing of textual data is carried out and the selection of input variables or attributes 

is made. The task of selecting input variables (the so-called “bag of words” approach through a 

feature selection method) needs to be interactively and collaboratively determined by data mining 

and human experts (i.e., financial managers) in the domain field of data (i.e., financial data). The 

guidance of domain experts can help in determining which terms or phrases are more appropriate 

in textual analysis. These input variables are then coded and put in a format suitable for text data 

mining (TDM) tasks.  

The next step is to apply some pre-processing techniques. Specifically, six pre-processing 

steps are performed to improve the quality of data input and reduce feature space. First, 

unnecessary words or noise words with low effectiveness in textual analysis of the data are 

removed. These so-called stop words include some verbs (e.g., is, are, were, etc.), pronouns, 

conjunctions, and disjunctions (e.g., a, an, the, of, and, I, etc.). The advantage of removing such 

words is that the text is cleansed of ineffective words and can be interpreted more effectively and 

efficiently. That is, the omission of these less informative words improves the accuracy of the 
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results of the text mining process and is considered a common task in most text mining applications 

(Blair, 1990). While unnecessary words are removed, the addition of other words that are relevant 

to a particular context (e.g., in this study, company names are proved to be relevant) is also 

effective in textual data analysis.  

Second, the text needs to be re-formatted (e.g., whitespace removal). Third, all tweet data 

must be converted to lower case. The assumption behind this is that an automated algorithm will, 

therefore, treat any of these characters separately (e.g., “sell” and “Sell” would be two distinct 

features). Fourth, the widely used Porter stemmer approach is applied to remove suffixes (or 

morphological endings) from words. Word stemming is one of the important preprocessing steps 

to be considered. It refers to the process of bringing words back to their actual form. In other words, 

it is the process of shortening derived words to their initial roots. For example, words like ‘buys’ 

and ‘buying’ are stemmed from their base word ‘buy’ (Porter, 1980).  

Fifth, Tokenisation33 must be performed on the database. This is defined as a process of 

replacing all values, symbols, percentages, hyperlinks, and figures with a token (text). For 

example, all stock tickers “$ticker” of the companies are replaced with the token “Stock dollar 

sign” (e.g., “$NKE” denotes the ticker symbol of the Nike company which will be tokenised as 

“Nike dollar sign”). The characters “$$” or “$$$”, which are most commonly used as abbreviations 

for the term money, are replaced by a common format “money”, and the “@” sign in tweets is 

replaced by the text “at”. Sixth, all tweets duplicated by the same user and tweets posted at 

weekends and on public holidays are removed.  

 

Appendix D. Weka output results for Random Forest (Decision Tree classifier) 

This Section presents the automated classification results of Random Forest Decision Tree 

algorithm.  

 
== Stratified cross-validation === 

=== Summary === 

 

Correctly Classified Instances                                    1929               66.7012 % 

Incorrectly Classified Instances                                    963               33.2988 % 

Kappa statistic                                            0.4657 

Mean absolute error                                   0.2748 

Root mean squared error                            0.3989 

Relative absolute error                               65.307 % 

Root relative squared error                    86.9758 % 

Coverage of cases (0.95 level)               94.0526 % 

Mean rel. region size (0.95 level)          72.1531 % 

                                                         
33 Tokenisation is the process of substituting a sensitive data element with a non-sensitive equivalent, referred to 

as a token that has no extrinsic or exploitable meaning or value. It is the process of mapping the original data to 

a token system. 
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Total Number of Instances                     2892 

 

=== Detailed Accuracy By Class === 

 

TP Rate      FP Rate    Precision    Recall     F-Measure   MCC      ROC Area  PRC Area  Class 

  0.784         0.305        0.696          0.784        0.737           0.479         0.800       0.736       buy 

  0.639         0.102        0.616          0.639        0.627           0.530         0.859       0.616       hold 

  0.515         0.134        0.650          0.515        0.575           0.409          0.757      0.623       sell 

  0.667         0.208        0.665          0.667        0.662           0.466          0.798      0.675       Weighted Avg.     

 

=== Confusion Matrix === 

 

a           b        c    <-- classified as 

1067    117    177 |    a = buy 

129       377     84 |    b = hold 

338       118    485|    c = sell 
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