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Abstract—Lightweight convolutional neural networks (CNNs)
rely heavily on the design of lightweight convolutional modules
(LCMs). For a LCM, lightweight design based on repetitive fea-
ture maps (LoR) is currently one of the most effective approaches.
A LoR mainly involves an extraction of feature maps from
convolutional layers (CE) and feature map regeneration through
cheap operations (RO). However, existing LoR approaches carry
out lightweight improvements only from the aspect of RO, but
ignore the problems of poor generalization, low stability and
high computation workload incurred in the CE part. To alleviate
these problems, this paper introduces the concept of key features
from a CNN model interpretation perspective. Subsequently,
it presents a novel LCM, namely CEModule, focusing on the
CE part. CEModule increases the number of key features
to maintain a high level of accuracy in classification. In the
meantime, CEModule employs a group convolution strategy to
reduce floating-point operations (FLOPs) incurred in the training
process. Finally, this paper brings forth a dynamic adaptation
algorithm (𝛼-DAM) to enhance generalization of CEModule
enabled lightweight CNN models including the developed CENet
in dealing with datasets of different scales. Comparing with the
state-of-the-art results, CEModule reduces FLOPs by up to 54%
on CIFAR-10 while maintaining a similar level of accuracy in
classification. On ImageNet, CENet increases accuracy by 1.2%
following the same FLOPs and training strategies.

Index Terms—Lightweight, convolutional neural networks,
neural network interpretation, hyper-parameter optimization,
feature map regeneration, automated machine learning.

I. INTRODUCTION

THE past few years have seen a growing interest in em-
ploying deep learning techniques such as convolutional

neural networks (CNNs) in mobile and embedded systems.
However, a general development trend of deep neural networks
is to build deeper and more complex networks [1]–[4]. These
complex models require a large number of parameters and
floating-point operations (FLOPs) while satisfying a certain
level of accuracy in classification tasks, which is not conducive
to deploying the corresponding CNN models on mobile and
embedded terminals. How to further reduce the computa-
tional complexity of CNNs has gradually become one of
the important issues that need to be addressed during model
design. Although a number of works such as pruning [5]–
[7] and knowledge distillation [8]–[10] have been proposed
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in making CNN models lightweight, they mainly follow a
post-hoc approach to optimizing a model structure only after
the training process is completed. In 2016, the Google team
first proposed the concept of lightweight CNN networks [11],
making it possible to directly train deep neural networks on
mobile terminals.

(c)

Fig. 1. Types of convolution: (a) normal convolution, (b) depthwise convo-
lution, (c) LoR convolution.

The basic idea of a lightweight CNN is to reduce the com-
putational complexity of convolution operations. Therefore,
the key to a lightweight CNN is the design of lightweight
convolutional modules (LCMs). Existing LCMs mainly fol-
low depthwise convolution and lightweight design based on
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repetitive feature maps (LoR). Depthwise convolution is a
widely used lightweight operation of LCMs which exists in
most popular lightweight CNNs [11]–[15]. As shown in Fig.
1(a), each kernel in a normal convolution operates on all
the input channels simultaneously. Different from the normal
convolution, each kernel in a depthwise convolution operates
only on one channel as shown in Fig. 1(b).

LoR is a new idea introduced in 2020, and the most recent
work is GhostNet [16] which represents one of the best
lightweight works. As shown in Fig. 1(c), a LoR mainly
involves an extraction of feature maps from convolutional
layers (CE) and feature map regeneration through cheap
operations (RO). The main function of CE is to extract
feature maps from the original convolutional layer to provide
a basis for RO operations, which make the convolutional layer
lightweight through low computation cost operations such as
linear transformations [17].

Although LoR has achieved encouraging results, there is
still room for improvement. Cheap linear transformations have
become an optimal solution for RO. However, current work on
CE in GhostModule only extracts a small number of feature
maps with an aim to achieve low FLOPs but a high level of
accuracy cannot be always maintained which leads to poor
stability. In addition, existing lightweight CNN models do not
effectively scale in dealing with new datasets resulting in poor
generalizability in application scenarios.

To address these limitations, this paper introduces the con-
cept of key features from a CNN model interpretation perspec-
tive which forms the basis of the proposed LoR. A relationship
between key features and feature maps is established with
an aim to extract sufficient key features to maintain a high
level of accuracy. In the meantime, a lightweight strategy
is employed to reduce FLOPs in computation. Considering
the width multiplier (𝛼) [11] that has an impact on the
overall computation complexity of a CNN model, we scale
a CNN model through a dynamic adaptation of the value
of 𝛼. Specifically, the main contributions of the paper are
summarized as follows:
(1) Based on the concept of key features in feature ex-

traction, this paper presents a CNN model performance
approximation approach. The approximation turns an
unexplainable feature extraction process of a black box
CNN model into an explainable process in the form of
key features which can be analyzed through an underlying
interpretation method.

(2) Based on the established relationship between key fea-
tures and feature maps, this paper presents a LCM module
(i.e. CEModule). The novelty of CEModule lies in two-
fold. On one hand, CEModule employs sufficient feature
maps with an aim to extract a large number of key
features to achieve a high level of accuracy. On the other
hand, it builds on a group convolution strategy to reduce
FLOPs in computation. A new lightweight CNN model
namely CENet is subsequently developed to potentially
meet the needs in deploying deep neural networks on
mobile and embedded terminals.

(3) To improve model generalizability, this paper introduces
𝛼-DAM, a method that dynamically adapts the value of

the hyperparameter 𝛼 to make a CEModule enabled CNN
model scalable to the size of an input dataset.

(4) Comparing with the state-of-the-art results, CEModule
reduces FLOPs by up to 54% on CIFAR-10 dataset while
maintaining a similar level of accuracy. On ImageNet
dataset, CENet increases the accuracy by 1.2% following
the same FLOPs and training strategies.

The remainder of this work is organized as follows. Section
II reviews related work on lightweight CNN models. Section
III introduces the concept of key features based on which the
specific structure of CEModule is presented. It also introduces
𝛼-DAM to dynamically adapt the scale of a CNN model
based on the size of an input dataset. Section IV conducts
comprehensive experiments and validates the performance of
both CEModule and CENet in comparison with state-of-the-
art results. Section V concludes the paper and points out some
future work.

II. RELATED WORK

This section reviews related work from the aspects of
lightweight CNN module design and hyperparameter opti-
mization.

A. Lightweight CNN Networks

A lightweight CNN network refers to a deep neural network
that can be deployed on mobile and embedded terminals. The
first work on lightweight networks was MobileNet_V1 [11],
which is based on depthwise separable convolution, a way of
decomposing standard convolution into depthwise convolution
and pointwise convolution. This decomposition can effec-
tively reduce the amount of calculations and the size of the
model. Compared with MobileNet_V1, MobileNet_V2 [12]
introduces two changes, i.e., inverted residuals and linear bot-
tlenecks. These two new changes greatly improve the accuracy
of the model. MobileNet_V3 [13] further employs automated
machine learning [18], [19] to search for better lightweight
models. Xception [20] mainly draws on depthwise separable
convolution to replace the original convolution operation in
Inception_V3 [21]. ShuffleNet_V1 [14] proposes a ShuffleNet
unit that includes two operations: pointwise group convolution
and channel shuffle. ShuffleNet_V2 [15] further considers the
actual speed of the target hardware in the compact model
design. Although these works have their characteristics, the
main ideas on lightweight CNN networks are inseparable from
the depthwise convolution operation.

Unlike the aforementioned works that mainly rely on depth-
wise convolution operations, GhostNet is the latest lightweight
CNN structure presented at CVPR 2020. GhostNet provides a
LCM module, namely GhostModule, with an aim to generate
feature maps through cheap linear transformation operations.
GhostModule selects a portion of the original feature maps and
based on which it applies a series of linear transformations to
regenerate Ghost feature maps at a low cost in computation.
However, GhostModule is not stable in maintaining a high
level of accuracy due to the quality of the selected feature
maps varies in terms of the number of key features.
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B. Hyper-parameter Optimization

Hyper-parameter optimization (HPO) refers to a type of
methods that does not rely on manual parameter adjustments
[22]–[24] instead employs certain algorithms to find an opti-
mal or a near optimal hyperparameter setting in deep learning.
The essence to hyperparameter optimization methods is to
generate multiple sets of hyperparameters, and adjust them
according to the obtained evaluation indicators. Traditional
hyper-parameter optimization methods are mainly based on
brute force search and heuristic search. With the development
of deep learning, these hyper-parameter optimization methods
are gradually integrated into automated machine learning
(AutoML) [19].

AutoML has powerful generalization and learning functions
for a given dataset and task. For AutoML, network architecture
search (NAS) [18], [25] is the most important part. Generally
speaking, NAS first defines a search space, then finds a can-
didate network structure through search strategies. In addition
to searching for a pure network structure, many recent works
[26]–[28] combine NAS and HPO to form a better network.

The width multiplier 𝛼 is a key hyperparameter in the field
of lightweight models and it has an impact on the overall
computation complexity of a CNN model. However, it has
been a challenge in dynamically setting the value of 𝛼. The
existing NAS and HPO methods mainly use the brute force
search strategy in adaptation of 𝛼 which is undoubtedly not
an efficient way. To solve this problem, the proposed 𝛼-DAM
establishes a heuristic relationship between an input dataset
and a CNN model to adapt 𝛼 to make a CNN model scalable.

A lightweight CNN model relies heavily on the design of
a lightweight CNN module. However, in view of different ap-
plication backgrounds and resource constraints, a lightweight
CNN model can be further optimized through hyperparam-
eter optimization methods. As a result, a combination of
hyperparameter optimization with lightweight CNN module
design would generate an optimal solution for lightweight
CNN models.

III. METHODOLOGY

In this section, we first introduce the concept of key
features from the perspective of CNN model interpretation
based on which we approximate the performance of a CNN
model. By analyzing the relationship between feature maps
and key features, we then present the specific structure of
CEModule. Finally, 𝛼-DAM is introduced and the flexibility
in incorporating 𝛼-DAM in a CNN model is discussed.

A. Model Approximation

Key features are valuable contents learned by CNN during
a training process. Due to the black-box nature of CNN in
training, key features cannot be directly expressed through
rigorous mathematical reasoning. However, as we have re-
viewed in [29], many local interpretation methods [30]–[33]
can indirectly show the valuable learning results of a CNN.
A local interpretation method checks individual predictions
trying to figure out how a CNN model makes a decision [34],
[35]. Following [32], we can learn that feature maps play a

role in extracting image features. The works presented in [30],
[31], [33] calculate the scores of feature maps to explore what
a CNN has learned. Fig. 2 shows an output generated by Grad-
CAM [33], a local interpretation method. The output image is
reproduced from a pre-trained ResNet [36]. The test image
is taken from Wikimedia Commons, a global resource sharing
website. The red part of a heat map on Fig. 2(a) represents the
most valuable areas that the pre-trained ResNet has learned.

Fig. 2. A reproduced CNN model interpretation output: (a) key feature areas,
(b) quantified key features in squares.

Although a local interpretation method can show the key
areas learned during a CNN training process, the interpretation
is usually represented by a fuzzy area, which is not conducive
to a further analysis of the training process in CNN. To depict
the role of feature maps in a training process more clearly,
interpretation can be visualized into multiple areas such as
small squares based on approximation rules as shown in Fig.
2(b), and each area approximately represents a feature. Among
these features, a feature that covers a critical area is referred
to as a key feature.

For a target category c in the training process, each feature
map extracts part of the features in the input image. The
feature maps that contain key features can get a much higher
score than other feature maps without key features. The higher
the cumulative score of feature maps, the higher the probabil-
ity that the classification result is c. Therefore, the feature
extraction process of a CNN model can be approximated as a
process of extracting m key features as shown in Eq. (1).

Ψ(𝐼) ≈ Ψ𝑟 (
𝑚∑︁
𝑥=1

𝑥) (1)

where
• I is an input.
• r is an approximation rule.
• Ψ represents the feature extraction process of a CNN

model.
• m is the number of key features.
• 𝑥 is a key feature.

The core of model approximation lies in the selection of ap-
proximation rules which can be set independently according to
different needs. The smaller the feature size obtained based on
approximation rules is, the more accurate the model approx-
imation produces. We mainly introduce two approximation
rules in this work which are based on small squares and image
segmentation respectively. The approximation rule based on
image segmentation refers to the use of image segmentation
technology to determine features. The approximation rule
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based on small squares is to visualize interpretation into a
large number of small square pixel matrices to improve the
flexibility of approximate feature representation.

As shown in Fig. 3(a), an input image is transformed into
a number of feature maps through a CNN where 𝑛𝑡 is the
total number of feature maps in the entire model, and each
feature map can extract random features. For a well performed
CNN, the ideal situation would be to have all the key features
extracted from the generated feature maps.

Input image

Training
Model 

approximation

Total m key features

(a)

(b) (c)

nt nt

P(m) Acc.

Fig. 3. The relationship between feature maps and key features.

Fig. 3(b) and Fig. 3(c) show the impact of feature maps
on key features and accuracy respectively, where P(m) in
Fig. 3(b) represents the probability of obtaining all the key
features. If a CNN is expected to learn all the key features, it
means that 𝑛𝑡 must be large enough. As shown in Fig. 3(b),
an increase of feature maps pushes P(m) higher gradually.
Similarly, as P(m) increases, the corresponding accuracy level
will go up. However, as shown in Fig. 3(c), when the number
of feature maps initially increases, the accuracy of a CNN
model increases at an accelerated rate. As the model learns
a sufficient number of key features, the accuracy level will
gradually increase until the CNN model is saturated. It is worth
noting that the relationships depicted in Fig. 3(b) and Fig. 3(c)
are in line with the experimental results presented in Section
IV-B.

To summarize, the number of feature maps directly deter-
mines the number of key features to be extracted for model
performance approximation. Therefore, fewer feature maps
would have a higher probability of losing some key features
leading to a low accuracy level of a CNN model.

B. The Structure of CEModule

As a representative work of LoR, GhostNet observes that
feature maps have high repetitiveness which is reflected

through a visualization of multiple feature maps. Therefore,
the GhostModule in GhostNet performs a cheap linear trans-
formation on these repetitive feature maps which reduces the
overall computation complexity. GhostModule mainly contains
CE and RO, and these two operations are in a progressive
relationship. A CE operation extracts a number of feature maps
in a normal convolutional layer as the basis of RO. We set the
number of feature maps required for CE to 𝑛′ and the number
of feature maps in the normal convolutional layer to n where n
is usually divisible by 𝑛′. In order to keep the spatial size of the
feature maps consistent with that of the normal convolutional
layer, GhostModule supplements the missing (𝑛 − 𝑛′) feature
maps through RO operations.

Following the work of GhostNet, we formally define the
required FLOPs of GhostModule in computation.
Let

• k be the size of a convolution kernel.
• c be the number of input channels, i.e. the number of

intput feature maps.
• d be the kernel size of a linear transformation in RO

which is usually equal to k.
• H × W be the size of a new feature map generated by a

convolution layer.

For convolutional layers with bias, if a multiplication-
accumulation operation is counted as two FLOPs, the total
FLOPs incurred by GhostModule can be formally expressed
as:

Φ𝑔ℎ𝑜𝑠𝑡 = Φ
′

𝑔ℎ𝑜𝑠𝑡 +Φ
′′

𝑔ℎ𝑜𝑠𝑡

= 2 · 𝑐 · 𝐻 ·𝑊 · 𝑛′ · 𝑘2 + 2 · (𝑛 − 𝑛′) · 𝐻 ·𝑊 · 𝑑2 (2)

where
• Φ𝑔ℎ𝑜𝑠𝑡 represents the FLOPs of GhostModule in compu-

tation.
• Φ′

𝑔ℎ𝑜𝑠𝑡
represents the consumed FLOPs on CE opera-

tions.
• Φ

′′

𝑔ℎ𝑜𝑠𝑡
represents the consumed FLOPs on RO opera-

tions.
• (n-𝑛′) is the number of feature maps to be generated

through RO.

It should be pointed out that the ideal situation considered
by GhostNet may not always exist. GhostModule only extracts
𝑛′ feature maps in the process of CE, and 𝑛′ could be much
smaller than n. Therefore, some key features may not be
obtained. On one hand, it is not the case that sufficient key
features can always be obtained from feature maps generated
through linear transformations as GhostModule does. On the
other hand, even if a single GhostModule operation has a
low probability in losing key features, when considering all
the convolution operations in a CNN that are replaced with
GhostModule operations, the probability of the entire CNN in
losing key features would increase significantly, which leads
to an unstable CNN in maintaining a high level of accuracy.

RO performs a linear transformation on the output of CE,
and RO will also change accordingly when CE changes.
In view of the limitations of GhostModule, we believe that
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increasing the number of feature maps required by CE is the
most direct and effective way to achieve a higher probability
in extracting all the key features to enhance CNN stability in
maintaining a high level of accuracy. Inevitably, the increase
of the number of feature maps will directly cause high FLOPs.
The key of CEModule is to extract sufficient key features
through the process of CE but without increasing FLOPs.

To generate more feature maps without incurring a higher
cost on FLOPs, CEModule employs group convolution, an
effective lightweight strategy that has been widely used in
CNNs. Group convolution can effectively reduce the amount
of calculations of CNNs [4], [14], [15], [20]. However, Ghost-
Module cannot directly incorporate group convolution. Unlike
traditional convolution that can be directly transformed to
group convolution, the RO part in GhostModule performs a
linear transformation which cannot directly incorporate group
convolution. In addition, adding the number of feature maps
in the CE part will also increase the FLOPs of the RO part in
GhostModule. In order to reduce the FLOPs required but in
the meantime to increase the number of convolution kernels,
CEModule incorporates group convolution only in the CE
part. Fig. 4 shows the difference between GhostModule and
CEModule. As shown in Fig. 4(b), CEModule first expands the
number of feature maps in the original convolutional layer with
an expansion ratio of 𝑔′. CEModule then performs a group
convolution operation on the extracted feature maps to reduce
the amount of calculation, and g is the number of groups in
CEModule. Therefore, the FLOPs incurred by CEModule can
be expressed as:

Φ𝑐𝑒 = Φ
′
𝑐𝑒 +Φ

′′
𝑐𝑒

=
2 · 𝑛′ · 𝑔′

𝑔
· 𝐻 ·𝑊 · 𝑐 · 𝑘2 + 2 · 𝑔′ · (𝑛 − 𝑛′) · 𝐻 ·𝑊 · 𝑑2

(3)

where
• Φ𝑐𝑒 represents the FLOPs of CEModule.
• Φ′

𝑐𝑒 represents the consumed FLOPs on CE operations.
• Φ

′′
𝑐𝑒 represents the consumed FLOPs on RO operations.

The value of c is the number of feature maps in the previous
layer which is usually set to 64∼1024 [3], [11]–[13], [16], [36],
[37]. Comparing with g, 𝑔′ and 𝑛−𝑛′

𝑛′ which are set less than
8, c is a significantly large value.

According to Eq. (2) and Eq. (3), we have:

Φ𝑐𝑒

Φ𝑔ℎ𝑜𝑠𝑡

=

𝑛′ ·𝑔′
𝑔

· 𝐻 ·𝑊 · 𝑐 · 𝑘2 + 𝑔′ · (𝑛 − 𝑛′) · 𝐻 ·𝑊 · 𝑑2

𝑛′ · 𝐻 ·𝑊 · 𝑐 · 𝑘2 + (𝑛 − 𝑛′) · 𝐻 ·𝑊 · 𝑑2

=

𝑛′ ·𝑔′
𝑔

· 𝑐 + 𝑔′ · (𝑛 − 𝑛′)
𝑛′ · 𝑐 + (𝑛 − 𝑛′)

(4)

where
• 𝑔 ∈ 𝑁∗ and c ≫ g.
• 𝑔′ ∈ 𝑁∗ and c ≫ 𝑔′.
• 𝑛−𝑛′

𝑛′ ∈ 𝑅+ and c ≫ 𝑛−𝑛′
𝑛′ .

The theoretical value of g only needs to satisfy the condition
that 𝑔 ∈ 𝑁∗, and 𝑔′ is a hyperparameter closely related to g.

To replace GhostModule with CEModule without increasing
the extra FLOPs, we aim to satisfy Φ𝑐𝑒 = Φ𝑔ℎ𝑜𝑠𝑡 , then the
value of 𝑔′ can be calculated with Eq. (5).

𝑔′ =
𝑔 · 𝑐 · 𝑛′ + 𝑔 · (𝑛 − 𝑛′)
𝑛′ · 𝑐 + 𝑔 · (𝑛 − 𝑛′) < 𝑔 (5)

C. 𝛼-DAM

In this section, we present 𝛼-DAM, a method that adapts 𝛼

according to an input image dataset to better initialize a CNN
model. The factors that affect 𝛼 are mainly the sizes of input
images.

The key to adapt 𝛼 is to establish a mapping between the
size of an input image and the number of feature maps. For
an input image, corner or edge detection methods [38], [39]
are normally employed to determine the number of corner
points or edges. For feature maps, the most representative
layer which is normally the first layer of a CNN model is
selected. In fact, for the existing mainstream CNN models such
as ResNet, VGGNet [37], MobileNet [11]–[13] and GhostNet,
the number of feature maps in all subsequent convolutional
layers is proportional to the number of feature maps in the
first layer.

Therefore, 𝛼-DAM is initialized with a corner (or edge)
detection method as well as the number of feature maps in the
first layer to establish a mapping relationship. We set the total
number of corner points or edges obtained from an individual
image as 𝛾(I). Considering the size variations of images in an
input dataset, we set h as the expected value of 𝛾(I):

ℎ =

∑𝑤
𝑖=1 𝛾(𝐼)
𝑤

(6)

where
• w is the number of images in an input dataset.
• I is an image in the dataset.

We set the number of feature maps in the first layer to ℎ′.
To establish the corresponding relationship between h and ℎ′,
we define a criterion point as (h, ℎ′) which can be obtained
through a process of pre-training an existing model on a
specific dataset. After getting multiple criterion points, we can
fit a function based on these criterion points through a linear
regression as shown in Fig. 5(a). Generally speaking, h is much
larger than ℎ′ and each black point represents a criterion point.

For a dataset D consisting of (h, ℎ′) criterion points, the
linear regression function aims to generate 𝑓 (ℎ) = 𝜂 · ℎ + 𝑏

which satisfies 𝑓 (ℎ) ≃ ℎ′. We can calculate the solution of 𝜂

and b through the following least square method:

(𝜂∗, 𝑏∗) = 𝑎𝑟𝑔𝑚𝑖𝑛
(𝜂,𝑏)

𝐷∑︁
𝑖=1

(ℎ′𝑖 − 𝜂 · ℎ𝑖 − 𝑏)2 (7)

where
• 𝜂 is the slope rate.
• b is a bias.
• (𝜂∗, 𝑏∗) represents the solution of 𝜂 and b.
• ℎ′

𝑖
represents the value of ℎ′ at the i-th point in D.

• ℎ𝑖 represents the value of ℎ at the i-th point in D.
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Fig. 4. The structure difference between GhostModule and CEModule: (a) GhostModule, (b) CEModule.

The core idea of 𝛼-DAM is to generate the corresponding
regression equations based on criterion points. However, if the
model size is too small, the model will cause under-fitting. To
solve this problem, we set a low bound ℎ𝑚𝑖𝑛 for the regression
equation to avoid under-fitting as shown in Fig. 5(b).

h h

h'h'

h'min

(a) (b)

Fig. 5. The relationship between h and ℎ′.

The mapping strategy is reflected with a ReLU function in
Eq. (8).

ℎ′ = 𝑚𝑎𝑥(ℎ′𝑚𝑖𝑛, 𝑓 (ℎ)) (8)

where

• ℎ′
𝑚𝑖𝑛

is the minimum value of ℎ′.

𝛼-DAM is flexible when applying to the underlying CNN
models. The value of 𝛼 is adapted by ℎ′

ℎ′𝑜𝑟𝑔
where ℎ′𝑜𝑟𝑔

represents the number of feature maps in the first layer of
the CNN model. And the low bound is usually adapted based
on the specific type of CNN.

IV. EXPERIMENTAL RESULTS

This section validates the performance of both CEModule
and CENet through a set of experiments. It also analyzes the
effectiveness of 𝛼-DAM.

A. Exprerimental Setups

This section presents the experimental settings. First it
briefly introduces three widely used datasets for the experi-
ments conducted in this work.

1) Datasets: The MNIST dataset [40] has 60,000 training
images and 10,000 test images. Each sample is a 28 × 28
pixel grayscale handwritten digital image. The CIFAR-10
dataset [41] has 10 categories composed of 60,000 32×32
color images, each of which has 6,000 images. The ImageNet
dataset [42] has more than 14 million images, covering more
than 20,000 categories.

2) Performance Metrics: We evaluated the performance
from the aspects of accuracy and FLOPs. For classification
problems, we have true positive (TP), false positive (FP), true
negative (TN) and false negative (FN) and the corresponding
accuracy can be calculated with Eq. (9):

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
(9)

In CNN, the convolution operations account for the largest
portion of the total FLOPs. Therefore, we take a convolutional
operation as an example to depict the FLOPs incurred.

k

c

k

n

k

k

n

W

Input feature maps

Convolution kernels

Output feature maps

H

Fig. 6. A normal convolution operation.

As shown in Fig. 6 where the parameters are defined in
Section III-B, the total FLOPs incurred in a convolutional
operation equal to the FLOPs spent on a single pixel multiplied
by the number of pixels in the output feature maps. For a
single pixel, the convolution operation performs (𝑘 · 𝑘 · 𝑐)
multiplication and (𝑘 · 𝑘 · 𝑐 − 1) accumulation operations. The
total number of pixels in the output feature maps is (𝐻 ·𝑊 ·𝑛).
Therefore, the FLOPs spent on a convolution operation can be
expressed as follows without considering bias:

(2 · 𝑘 · 𝑘 · 𝑐 − 1) · (𝐻 ·𝑊 · 𝑛) (10)
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When bias is considered, the FLOPs incurred in a convolu-
tional operation can be expressed as:

(2 · 𝑘 · 𝑘 · 𝑐) · (𝐻 ·𝑊 · 𝑛) (11)

3) Parameter Settings: All the experiments were conducted
using the PyTorch [43] framework in Python 3.6 and a single
NVIDIA Tesla V100 GPU (16G RAM). To ensure fairness
in comparison, all the experiments were conducted following
the same training settings. CEModule and GhostModule were
compared on VGGNet [37] and ResNet [36] respectively.
CENet was evaluated in comparison with another 6 CNN
models using the official training file of PyTorch [44] as a
basis. The total number of epochs was set to 120, the weight
decay was 4𝑒−5, the batch size was 512 due to the limit of the
GPU RAM and the learning rate was 0.2.

B. Basic Validations

To validate the relationship of feature maps with accuracy
and key features as plotted in Fig. 3(b) and Fig. 3(c) respec-
tively, we constructed TestNet (TN), a testing CNN model
whose structure is shown in Table I. By varying the number
of feature maps, we modified TestNet into 8 models which are
represented by TN-x (x is between 1 and 8). For each TN-x
model, we set the number of feature maps in the first layer ℎ′

to 2𝑥 .

TABLE I
THE STRUCTURE OF TESTNET.

Layer Input Output Kernel size Pooling

Conv1 3 ℎ′ 5
Maxpooling

Conv2 ℎ′ ℎ′ 5
Fc1 ℎ′ 120 - -
Fc2 120 84 - -
Fc3 84 10 - -

The training loss reflects the ability of a CNN model in
extraction of key features. When a CNN model extracts more
key features, the loss value will become lower. To validate
the relationship of key features and feature maps as shown
in Fig. 3(b), Fig. 7 presents a series of observations on the
training loss of TN-x under different training epochs. It can
be observed that as the number of feature maps increases, the
model loss gradually becomes lower. It is worth noting that
when the number of feature maps reaches 64 (i.e. the case of
x being 6), increasing the number of feature maps does not
have much impact on training loss.

Table II shows that accuracy increases at an accelerated
rate initially with more feature maps. However, as the model
learns a sufficient number of key features, the accuracy level
gradually increases until the model is saturated which confirms
Fig. 3(c).

C. CEModule Validation

In this section, we first introduce the specific strategies in
applying CEModule to both VGGNet and ResNet. It is worth
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Fig. 7. Training loss of TN-x models.

TABLE II
ACCURACY OF TN-x MODELS.

Models ℎ′
Acc. Acc. Acc. Acc.

(Epoch=1) (Epoch=5) (Epoch=10) (Epoch=20)

TN-1 2 17.2% 44.8% 48.6% 48.8%
TN-2 4 21.4% 46.9% 57.0% 56.9%
TN-3 8 31.6% 52.7% 64.3% 62.7%
TN-4 16 34.7% 53.5% 62.7% 63.5%
TN-5 32 37.7% 58.3% 68.1% 68.3%
TN-6 64 38.3% 60.3% 68.8% 70.3%
TN-7 128 39.8% 61.9% 71.6% 71.9%
TN-8 256 39.5% 61.7% 72.0% 71.7%

noting that all the following experiments were conducted on
the CIFAR10 dataset.

1) BNlayer or No_BNlayer: CEModule replaces the normal
convolution layers in a CNN model to make the model
lightweight. However, compared to a traditional convolutional
layer, CE and RO need to be calculated separately during
the training process in CEModule which could cause under-
fitting due to a small number of parameters in the CE
part. To reduce over-fitting caused by lightweight operations,
CEModule employs a batch normalization (BN) layer [45]
as shown in Fig. 8 and the results are shown in Table III.
In CEModule, batch normalization not only alleviates the
possible gradient dispersion phenomenon, it also speeds up
training and convergence. Here C refers to the concat operation
which is mainly used to merge channels. Through the concat
operation, we can superimpose the number of feature maps in
a horizontal or vertical space.

In Table III, CE_ResNet56 is a lightweight ResNet56 model
using CEModule. No_BNlayer refers to the CEModule without
a BN layer. It can be observed that having a BN layer increases
the accuracy by 8.68% in CE_ResNet56.

2) All_CEModule or First_Layer Retaining: CEModule
also retains the first convolutional layer for performance im-
provement. As described in Section III-B, a LoR method like
CEModule is heavily dependent on the number of key features
extracted in the CE part. When the first convolutional layer is

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final 
publication. Citation information: DOI10.1109/TNNLS.2021.3133127,  IEEE Transactions on Neural Networks and Learning Systems 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 8

RO

C

Fig. 8. The implementation of CEModule.

TABLE III
ACCURACY OF CE_RESNET56 WITH BN LAYER.

Models Acc.

CE_ResNet56(No_BNlayer) 82.39 %
CE_ResNet56 91.07%

retained, CEModule obtains more information from multiple
feature maps, thereby reducing the probability of losing key
features and increasing the level of accuracy. Due to the
characteristics of LoR methods, retaining other convolutional
layers cannot have the same effect.

In a set of experiments as shown in Table IV, we replaced all
the convolutional layers in an original model with CEModule,
and subsequently retained the first convolutional layer.

TABLE IV
THE IMPACT OF RETAINING THE FIRST-LAYER ON BOTH RESNET56 AND

VGG16.

Models Acc.

CE_ResNet56(All_CEModule) 90.46 %
CE_ResNet56(First_Layer) 91.07%
CE_VGG16(All_CEModule) 91.50 %
CE_VGG16(First_layer) 92.37%

CE_VGG16 is a lightweight VGG16 model using CEMod-
ule. All_CEModule replaces all the convolutional layers with
CEModule. First_Layer retains the first convolutional layer. It
can be observed from Table IV that retaining the first layer
increases the accuracy by 0.61% on CE_ResNet56 and 0.87%
on CE_VGG16 respectively.

3) The Size of Convolution Kernel: The size of a convolu-
tional kernel also affects FLOPs and accuracy of a CEModule
enabled CNN model. Following the views of [46], [47], a small
kernel size like 3 is usually considered as a reasonable choice
for a normal convolutional layer. We conducted a number of
tests on the CE_VGG16 with the size of a kernel setting to 3, 5,
and 7 respectively. As shown in Table V, the CE_VGG16 using

a kernel size of 3 reduces nearly 70% of FLOPs in comparison
with the original VGG16, while maintaining a similar level of
accuracy. As a result, CEModule does not have an additional
impact on the setting of kernel size.

TABLE V
THE IMPACT OF KERNEL SIZE ON CE_VGG16.

Models FLOPs Acc.

VGG16 333.35M 92.82%
CE_VGG16(Kernel_Size=3) 101.15M 92.37%
CE_VGG16(Kernel_Size=5) 242.71M 89.49%
CE_VGG16(Kernel_Size=7) 455.05M -

4) Groups and Channel Shuffle: The number of groups g
is the most important parameter for CEModule which affects
both FLOPs and accuracy. As the g value increases, the
learning ability of the model also increases under the same
FLOPs. However, as shown in Fig. 3, with an increase of
feature maps, the model’s ability to extract key features has an
upper limit which means the linear increase in the number of
groups does not bring up a linear increase in the classification
accuracy, but can easily cause over-fitting. On the other hand, a
larger value of g also increases the calculations of both 𝑔′ and
Φ

′′
𝑐𝑒 when keeping the same FLOPs of CEModule. As a result,

the FLOPs of Φ
′
𝑐𝑒 in CEModule decreases which damages

the ability of the CE part in feature extraction. Under ∼50M
FLOPs in CE_ResNet56 and ∼100M FLOPs in CE_VGG16,
we validated the impact of the number of groups on both
CE_VGG16 and CE_ResNet56. It can be observed from Table
VI that setting g to 2 increases the accuracy at least by 0.34%
on CE_VGG16 and 0.13% on CE_ResNet56 respectively.

In addition to g, the shuffle operation [14] is also an
important operation that affects the performance of group
convolution. For a normal group convolution layer, shuffle
mainly solves the difficulty in channel interaction caused by a
large value of g. For CEModule, because channel interaction is
enhanced through a linear transformation in the RO part, we
do not need to add additional shuffle operations to improve
the performance of the module when g is 2. We further
tested whether the shuffle operation has a significant effect
on CEModule. It can be observed from Table VI that channel
shuffle does not have much effect on both CE_VGG16 and
CE_ResNet56 when g is set to 2.

TABLE VI
THE IMPACT OF GROUPS.

Models Acc.

CE_VGG16(g=2) 92.37%
CE_VGG16(g=4) 91.87%
CE_VGG16(g=2&shuffle) 92.03%
CE_VGG16(g=4&shuffle) 91.86%
CE_VGG16(g=8&shuffle) 88.68%

CE_ResNet56(g=2) 91.07%
CE_ResNet56(g=2&shuffle) 90.94%
CE_ResNet56(g=3&shuffle) 90.30%

Last but not least, a large value of g will increase the com-
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putation latency of CEModule. The latency in the lightweight
model refers to the time required to perform a training process
in single-threaded mode with a batch size of one. As the scale
of the model becomes larger, the latency increases accordingly.
We conducted multiple latency experiments with different g
values (2, 4, 8) under different model scales. Fig. 9 shows the
impact of the groups on computation latency, with the case of
g being 2 again performing the best.
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Fig. 9. Computation latency of CEMoule with different groups.

5) Comparison with GhostModule: Based on the best set-
tings of CEModule parameters, we conducted another set
of experiments in comparison with GhostModule. First, we
incorporated CEModule and GhostModule into VGG16 and
ResNet56 models respectively. The comparison results are
shown in Table VII.

TABLE VII
A COMPARISON OF CEMODULE WITH GHOSTMODULE.

Models FLOPs ℎ′ Acc.

VGG16 333.35M 64 92.82%
Ghost_VGG16 179.01M 64 92.26%
CE_VGG16 101.15M 80 92.37%
ResNet56 125M 16 93.2%
Ghost_ResNet56 62.28M 16 90.68%
CE_ResNet56 50.92M 20 91.07%

It can be observed that both GhostModule and CEModule
lighten the original VGG16 and ResNet56 models in reducing
FLOPs significantly while having a similar level of accuracy.
Notably, CE_VGG16 reduces the amount of FLOPs by 54%
compared to Ghost_VGG16 and increase the level of accuracy
by 0.11%. Compared with Ghost_ResNet56, CE_ResNet56
still achieves higher accuracy but with lower FLOPs.

CEModule has a better generalization ability than Ghost-
Module on small CNN models. For validation, we designed
two more lightweight models, one is a small model of ∼30M
FLOPs and the other is a tiny model of ∼10M FLOPs. Table
VIII and Table IX show the experimental results confirming
CEModule is far more scalable than GhostModule on small
models.

We finally tested the stability of both CEModule and Ghost-
Module. We employed TN, LeNet and AlexNet as the baseline
models and deleted the fully connected layer to highlight the
feature extraction capabilities of CEModule and GhostModule.

TABLE VIII
SMALL MODEL PERFORMANCE.

Models FLOPs ℎ′ Acc.

Ghost_ResNet56 35.78M 12 89.22%
CE_ResNet56 33.12M 16 90.15%
Ghost_VGG16 34.05M 20 88.30%
CE_VGG16 33.56M 26 89.67%

TABLE IX
TINY MODEL PERFORMANCE.

Models FLOPs ℎ′ Acc.
Ghost_VGG16 12.02M 8 86.89%

CE_VGG16 11.54M 10 87.59%

The FLOPs of the three baseline models were set to 820K,
900K and 1.5M. The stability is mainly determined by the
median of accuracy, and the interval between the maximum
accuracy and the minimum accuracy. We conducted 60 sets of
tests on the three baseline models. Fig. 10 shows the stability
of CEModule in maintaining a higher level of accuracy in
comparison with GhostModule.
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Fig. 10. A comparison of stability between CEModule and GhostModule.

D. CENet on ImageNet Dateset

Following the works of [12], [13], [16], [48], we have also
designed CENet, a new lightweight CNN model based on
CEModule and validated it on ImageNet. CENet is mainly
composed of CE_bottleneck as shown in Fig. 11. A normal
CE_bottleneck contains two CEModules with the correspond-
ing BN layer and ReLU layer. The dashed area in Fig.
11 indicates the additional changes. Here ‘+’ refers to the
common add operation in skip connection. The function of
add operation is mainly to increase the amount of information
in each feature map to improve the classification performance,
but the horizontal or vertical dimension itself does not in-
crease. When stride equals to 2, we need to introduce an
additional depthwise layer [12], [16] to further reduce FLOPs.
Squeeze & excitation layer [48] is also included to improve
the accuracy of CENet as shown in Table X.

ReLUCE Module Depthwise

Squeeze & 

Excitation 

Fig. 11. The implementation of CE_bottleneck.
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The structure of CENet basically follows the framework on
AutoML search [13] and replaces the corresponding bottleneck
block with CE_bottleneck. In Table X, 𝐼𝑐 is the number of
input channels, 𝑂𝑐 is the number of output channels, SE
represents the case of adding a squeeze and excitation (SE)
layer to CE_Bottleneck, and 𝐼 is the size of input feature maps,
𝑘 is the kernel size of CE_Bottleneck, and 𝑠 is the number of
strides.

TABLE X
THE STRUCTURE OF CENET.

Operators 𝐼𝑐 𝑂𝑐 SE 𝐼 𝑘 𝑠

Conv2d 3 20 - 2242 × 3 3 -

CE_Bottleneck 20 20 - 1122 × 20 3 1
CE_Bottleneck 60 30 - 1122 × 20 3 2
CE_Bottleneck 90 30 - 562 × 30 3 1
CE_Bottleneck 90 50 SE 562 × 30 5 2
CE_Bottleneck 150 50 SE 282 × 50 5 1
CE_Bottleneck 300 100 - 282 × 50 3 2
CE_Bottleneck 250 100 - 142 × 100 3 1
CE_Bottleneck 230 100 - 142 × 100 3 1
CE_Bottleneck 230 100 - 142 × 100 3 1
CE_Bottleneck 600 140 SE 142 × 100 3 1
CE_Bottleneck 840 140 SE 142 × 140 3 1
CE_Bottleneck 840 200 SE 142 × 140 5 2
CE_Bottleneck 1200 200 - 72 × 200 5 1
CE_Bottleneck 1200 200 SE 72 × 200 5 1
CE_Bottleneck 1200 200 - 72 × 200 5 1
CE_Bottleneck 1200 200 SE 72 × 200 5 1

Conv2d - 1200 - 72 × 200 1 -
Avg_Pool - - - 72 × 1200 7 -
Conv2d - 1280 - 12 × 1200 1 -
FC - 1000 - 12 × 1280 - -

We selected the major works on lightweight CNN models
[11]–[16] in the past three years for comparison. Since Ghost-
Net and MobileNet_V3 are currently the best performing CNN
models, we compared the performance of CENet, GhostNet
and MobileNet_V3 using two training strategies. For fairness
and reproducibility, we first followed Pytorch’s official training
strategy for ImageNet [44] and the recommended training
parameter settings for CENet, GhostNet and MobileNet_V3.
Specifically, the weight decay was 4𝑒−5, the learning rate was
0.4, the batch size was 1024, the total number of epochs was
120 and the learning rate was reduced by 10 every 30 epochs.
We evaluated the accuracy under similar FLOPs. It can be
observed from Table XI that under ~150M FLOPs, CENet
increases the accuracy more than 0.8% on Top-1 and 0.7% on
Top-5 respectively.

TABLE XI
A COMPARISON WITH MOBILENET AND GHOSTNET.

Models FLOPs Top-1 Acc. Top-5 Acc.

MobileNetV3 (L&0.75×) [13] 155M 67.9% 88.1%
GhostNet (1.0×) [16] 151M 69.5% 88.7%
CENet (1.0×) 151M 70.3% 89.4%

We then compared CENet, GhostNet and MobileNet fol-

lowing the cosine annealing training strategy in 360 epochs.
Except CENet, GhostNet and MobileNet_V3, we also com-
pared with another 4 models following their published results,
and CENet performs best in accuracy while consuming similar
FLOPs as shown in Table XII. It can be observed from Table
XII that under ~150M FLOPs, CENet increases the accuracy
more than 1.2% on Top-1 and 0.3% on Top-5 respectively.

TABLE XII
A COMPARISON WITH GHOSTNET, MOBILENET AND SHUFFLENET.

Models FLOPs Top-1 Acc. Top-5 Acc.

MobileNetV1(0.5×) [11] 150M 63.3% 84.9%
MobileNetV2(0.6×) [12] 141M 66.7% -
ShuffleNetV1(1.0×) [14] 138M 67.8% 87.7%
ShuffleNetV2(1.0×) [15] 146M 69.4% 88.9%
MobileNetV3 (L&0.75×) [13] 155M 70.5% 89.7%
GhostNet (1.0×) [16] 151M 71.8% 90.5%
CENet (1.0×) 151M 73.0% 90.8%

E. Evaluation of 𝛼-DAM

As presented in Section III-C, 𝛼-DAM follows a linear
regression using multiple criterion points (h, ℎ′). In this set
of experiments, we evaluated 𝛼-DAM on both CE_ResNet
and ResNet models. MNIST, CIFAR-10 and ImageNet datasets
were employed as the basis of criterion points and FLOWER-
5 dataset [49], a dataset with labelled 4242 images of flowers
was selected for testing.

For ℎ′ in a criterion point (h, ℎ′), the best value of ℎ′

normally can be obtained from a pre-training model through
the tuning of parameter settings. Following the works [44],
[50] in setting the value of ℎ′ on ResNet, the value of ℎ′

was set to 16 for CIFAR-10, 64 for ImageNet. It is worth
noting that ResNet performs well on MNIST even when the
value of ℎ′ is 2. However, a small ℎ′ could cause a large error
in linear fitting. Having conducted multiple sets of low bound
tests and mainstream CNN design reviews [4], [13], [36], [37],
we found that when the convolution kernel of the first layer of
the model is lower than 8, the instability of the model will be
significantly improved. As a result, we set 8 as the minimum
value of ℎ′ following Eq. (7).

Images in a dataset like ImageNet have varied numbers of
corner or edge points as shown in Fig. 12. For fairness, the
value of h in a criterion point (h, ℎ′) is calculated following
Eq. (5) in this experiment.

In addition, the value of h is also affected by differ-
ent thresholds or detection methods. However, due to the
robustness of 𝛼-DAM in the adaptation process, the error
between the predicted values generated by different thresholds
and detection methods is relatively small. To validate the
robustness of 𝛼-DAM, we employed three Harris detection
methods. Table XIII shows three groups of h values using the
Harris corner detection method [51] but with a threshold value
of 0.04, 0.1 and 0.2 respectively.

To assess the impact of threshold values, we conducted a
linear regression adaptation. Through the number of corner
points h and the number of feature maps ℎ′, we can obtain

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final 
publication. Citation information: DOI10.1109/TNNLS.2021.3133127,  IEEE Transactions on Neural Networks and Learning Systems 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 11

(a) 352 corner points (b) 599 corner points (c) 229 corner points

(e) 247 corner points (f) 312 corner points (g) 425 corner points

(d) 364 corner points

(h) 278 corner points

Fig. 12. Examples of corner points extracted from ImageNet.

TABLE XIII
THREE SETS OF CORNER POINTS.

Datasets Image size h(0.04) h(0.1) h(0.2)

ImageNet 224×224 1196 706 230
CIFAR-10 32×32 202 120 36
MNIST 28×28 36 16 10
FLOWER-5 112×112 865 500 154

the criterion points as shown in Table XIV and fit three ReLU
functions in Eq. (12).

TABLE XIV
THREE SETS OF CRITERION POINTS.

Threshold
Criterion Points Criterion Points Criterion Points

(MNIST) (CIFAR-10) (ImageNet)

0.2 (10, 8) (36, 16) (230, 64)
0.1 (16, 8) (120, 16) (706, 64)
0.04 (36, 8) (202, 16) (1196, 64)

ℎ′ =


𝑚𝑎𝑥(8, [0.049ℎ + 6.1]) 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.04
𝑚𝑎𝑥(8, [0.082ℎ + 6.2]) 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.1
𝑚𝑎𝑥(8, [0.248ℎ + 7.1]) 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.2

(12)

where
• 8 is the value of ℎ′

𝑚𝑖𝑛
.

Following the three ReLU functions in Eq. (12), the cor-
responding number of feature maps ℎ′ is 48, 47 and 45
respectively for the FLOWER-5 dataset. It can be concluded
that, following the adaptation of 𝛼-DAM, the numbers of the
generated feature maps are in a close range regardless of the
underlying corner detection method that is employed.

For the FLOWER-5 dataset, we selected an average value
of 46 as the final value of ℎ′. Table XV shows the validation
results of 𝛼-DAM. Following the existing mainstream works
[11], [12], [36], [44], [50], the number of feature maps in
the first layer of ResNet is usually set to a power of 2.
We performed a number of tests using a power of 2 feature
maps on FLOWER-5 dataset and conducted experiments on
ResNet20 and ResNet32 respectively. It was found that when
the number of feature maps was equal to 64, a similar level
of accuracy can be maintained but with the least FLOPs.

Since 𝛼-DAM is based on the prediction results generated
by the ResNet model in this experiment, for fairness, we
employed ResNet as a baseline. In addition to ResNet, the
prediction of 𝛼-DAM can also be used in the derivative model
of ResNet. In order to test the diversity, we verified ResNet,
ResNet32 and CE_ResNet20 respectively. Table XV shows a
comparison between 𝛼-DAM and the optimal solution using 64
feature maps generated through a manually pre-trained ResNet
model. It is observed that using the ℎ′ dynamically adapted
by 𝛼-DAM requires even less FLOPs but maintains a similar
level of accuracy.

TABLE XV
PERFORMANCE OF 𝛼-DAM.

Models
Acc. FLOPs Acc. FLOPs

(𝛼-DAM) (𝛼-DAM) (64) (64)

ResNet20 80.2% 4.09G 79.4% 7.91G
ResNet32 82.1% 6.96G 81.3% 13.46G
CE_ResNet20 81.9% 1.05G 82.4% 2.02G

V. CONCLUSION

In this paper, we have presented CEModule, a compu-
tation efficient module in making CNN models even more
lightweight in comparison with the state-of-the-art results. CE-
Module enabled CNN models including the developed CENet
can be potentially deployed on resource constrained mobile
and embedded devices. CEModule builds on the concept of
key features and group convolution to lighten the computation
workload in training and in the meantime achieve a stable
performance in maintaining a high level of accuracy in classi-
fication. The developed 𝛼-DAM further makes the CEModule
enabled CNN models scalable in dynamically dealing with
new datasets.

It is worth noting that a limitation of this research lies in
the inability of the proposed 𝛼-DAM in adaptation to the most
suitable scale when working on an unknown model. Neural
architecture search (NAS), as a hyperparameter optimization
technique, has been widely used in searching for unknown
models. As a result, one immediate future work will be to
combine 𝛼-DAM and NAS to further expand the search space
of unknown models to accurately search for an optimal model
according to different data scales. Another future work will
be to deploy the developed CENet on mobile devices and to
further optimize the performance of CENet in real life mobile
applications.
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