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ABSTRACT
A consumer in Information Centric Network (ICN) generates an 
Interest packet by specifying the name of the required content. 
As the network emphasizes on content retrieval without much 
bothering about who serves it (a cache location or actual pro
ducer), every Content Router (CR) either provides the requested 
content back to the requester (if exists in its cache) or forwards 
the Interest packet to the nearest CR. While forwarding an 
Interest packet, the ICN routing by default does not provide 
any mechanism to predict the probable location of the content 
searched. However, having a predictive model before forward
ing may significantly improve content retrieval performance. In 
this paper, a machine learning (ML) algorithm, particularly 
a Support Vector Machine (SVM) is used to forecast the success 
of the Interest packet. A CR can then send an Interest packet in 
the outgoing interface which is forecasted successful. The 
objective is to maximize the success rate which in turn mini
mizes content search time and maximizes throughput. The 
dataset used in is generated from a simulation topology 
designed in ndnSim comprising 10 K data points having 10 
features. The linear, RBF and the polynomial kernel (with 
degree 3) are used to analyze the dataset. The polynomial kernel 
shows the best behavior with 98% accuracy. A comparative 
retrieval time with and without ML demonstrates around 10% 
improvement with SVM enable forwarding compared to normal 
ICN forwarding.
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Introduction

The internet applications of current time is extremely sensitive to access 
delay in one hand and data hungry on the other (Chegini and Mahanti 2019; 
Cisco Systems, 2019; Talluri et al. 2021). Users are more particular about 
retrieval speed of the desired content rather than access location. In such 
situations, the end users could be served better if the underlying network 
allows to obtain the requested content from any of the source without 
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necessarily relying on the actual producer of the data. Certainly, authenticity 
and security need to be preserved for such data retrievals. The ICN 
(Jacobson et al. 2012; Xylomenos et al. 2014) is envisioned to enable access 
of data from anywhere keeping in mind all the necessary security precau
tions. The ICN is focused on reducing content delivery latency and increas
ing throughput by enabling content (Data) serving to the client from any 

Content N1 and N2 

Cached in CR1 

content N1 is 
cached in CR2

CR3 empty cache 
Client (C1) needs 
content N1

Client (C3) 

Client (C2) needs 
content N2

Figure 1. The diagram demonstrates the flow of Interest packet to search content. There are two 
clients C1 and C2, requesting content N1 and N2 respectively. P1 and P2 are the generators of N1 and 
N2. Moreover N1 is cached in CR1 and hence C1 is may be served by CR1 and C2 is served by the 
actual producer of N2 (as it is not cached in any CR). Our algorithm tries to predict the appropriate 
location of the cache store using ML models.

Data collection 
(A simulated ICN 

topology is designed in 
ndnSim to collect data 

for ML modeling) 

Data cleaning 
(The data collected 

from simulated 
topology is refined 
using Python code) 

Raw 
data 

Machine Model  
(Support Vector Machine) ICN 

routing 
Dataset RBF

Polynomial

Linear 

Simulation of ICN routing
Protocol

(the success rate of Interest 
packet is observed)  

Actual 
observation 

Prediction 

Comparison of 
predicted success 
and actual success 

Finding of the 
proposed work

Figure 2. System model for applying ML in ICN routing is presented in the diagram. Flow of 
operation starting from data collection till the findings of the proposed work as comparison of 
predicted and actual success rate of Interest packet is depicted.
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data store in the network instead of relying only on data producers (or actual 
servers). In order to do so, it suggests several changes in the current Internet 
architecture like unique content naming, name based routing, self-secured 
data, etc. Consumers or clients in the network search a content (data) by 
specifying the content name instead of using host IP address of the content 
producer as in traditional TCP/IP network. Any node in the network having 
the requested content may serve the requester by sending the data to it. As 
a potential future architecture, the ICN opens up ample of opportunities to 
research as none of the protocols are matured enough. Out of many such 
areas of research, naming (Mangili, Martignon, and Capone 2015), caching 
(Abdullahi, Arif, and Hassan 2015; Mick, Tourani, and Misra 2016; Nguyen 
et al. 2019), routing (Banerjee, Kulkarni, and Seetharam 2018; Coulom 2007; 
Detti et al. 2018; Modesto and Boukerche 2018; Wang et al. 2012) and 
security (Goleman, Boyatzis, and Mckee 2019, 2019) are few of the topics 
that is drawing attention of many researchers. The work discussed in this 
paper is focused on ICN routing in general and forwarding Interest packets 
in particular. Following, a brief description of data retrieval in ICN in 
Named Data Networking (NDN) architecture (Jacobson et al. 2012).

The underlying architecture of this paper to realize the proposed approach 
for Interest forwarding follows the structure described in NDN architecture 
(Fayazbakhsh et al. 2013; Mahmudul Hoque et al. 2013; Modesto and 
Boukerche 2018; Wang et al. 2012). Following the said architecture, a client 
in the network generates an ‘Interest’ packet containing the name of the 
desired data (or content shown in Figure 1,2) (Coulom 2007). Every inter
mediate CR forwards the ‘Interest’ packet toward a location from where the 
requested content may be retrieved. Once the requested data is found, it is sent 
back to the client in the reverse path of the ‘Interest’ packet propagation. 
Hence, the routing process involves two activities: the forwarding of Interest 
packets to the content store and the sending the data back toward the 
requester. To forward Interest packets every CR maintains a Forward 
Information Base (FIB) table as per the specification of NDN architecture. 
Forwarding of Interest packets in right direction toward the content cache 
helps in retrieving data with shorter delay and maximized throughput. 
However, the Interest forwarding module in ICN by default does not provide 
any mechanism to know in advanced which path of propagation is better so 
that the content could be retrieved in less time. If the forwarding CR can figure 
out the best interface to forward the Interest packet to end up with successful 
retrieval of searched data, then data access process will be quite fast.

The research question addressed in this paper is “does machine learning 
models help in predicting the contents’ cached locations in ICN?.” Our 
objectives are to apply machine learning models on a routing and forwarding 
dataset of ICN network to forecast location information. And, to verify the 
models’ prediction through a simulation testbed. In order to analyze the stated 
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question, we apply Support Vector Machine (SVM) on the ICN routing 
dataset. Three variations of SVM are applied on the available dataset and 
their prediction performance is evaluated as a first step of the research. Then in 
the second phase of the work, the best variation of SVM which shows max
imum accuracy, is integrated in ICN Interest forwarding strategy. This inte
gration helps in verifying the predictions made by the machine model. The 
observation in the simulated testbed depicts a significant improvement in the 
performance of content retrieval while SVM is integrated with ICN forwarding 
approach.

Motivations

This work is motivated by several factors. First, ICN is drawing the attention of 
many researchers as a game changing architecture for the future Internet. 
However, many of the areas in this area are still not sufficiently explored. The 
Interest forwarding technique is one of such unexplored areas. Second, 
machine learning algorithms for modeling behavior of complex systems is 
another prominent area. Machine learning-based prediction models are pro
ven methods of forecasting future trends. The ICN in general and the routing 
in particular is undoubtedly a complex system and seems to be well modeled 
with the help of machine learning algorithms. Moreover, there is a need for an 
efficient Interest forwarding mechanism in ICN for its wide acceptance and 
deployment. We believe, if the Interest packets are smartly forwarded, the 
routing in ICN will be improved. Motivated by the above mentioned facts, the 
presented paper models the Interest packet forwarding strategy in ICN net
work using ML algorithms. The CRs take help of the designed model to judge 
the accurate location of the searched content. The contribution of the work is 
majorly focused on modeling the success rate of Interest packets in finding the 
content using Support Vector Machine (SVM). The objective is to maximize 
the success rate which in turn minimizes content search time and maximizes 
throughput. Moreover, the comparison of routing with and without applying 
machine learning model is also presented for better interpretation of the idea 
presented here.

Research Contributions

The contributions of the proposed work are as follows:

● Use of Support Vector Machine (SVM) to predict the probable cache 
location of searched data to make content retrieval faster.

● Dataset for applying the ML model is created from the simulation using 
ndnSim 2.0. The dataset comprises of 10 K data points having 10 features.

APPLIED ARTIFICIAL INTELLIGENCE e2020488-1565



● Success prediction of Interest packets using linear, RBF, and polynomial 
kernel for comparing the prediction accuracy.

● Results of ML prediction is further validated through simulation.

Although there is a lot of research going on in ICN routing and 
forwarding, the integration of ML techniques into ICN Interest forward
ing to predict contents’ location is not widely explored. Few of the works 
such as Yao et al. (2019), Khelifi et al. (2019), Liu et al. (2017), are found 
in applying AI techniques in the ICN environment. However, their focus 
is completely different from ours. These works focus mainly on cache 
management or security provisioning. In the contrast, our proposal deals 
with predicting the probable locations of the requested content and guides 
the Interest packet to appropriate location. Such guidance improves the 
content retrieval time and hence increases efficiency of ICN. This work 
not only predicts the location information through ML techniques, it also 
verifies the predicted results by integrating SVM into Interest forwarding 
techniques.

The dataset used for modeling is prepared from a ns-3 based ndnSim 
simulation testbed designed to demonstrate ICN forwarding mechanism. 
The produced dataset comprises of 10 K data points with 10 features as listed 
in Table 2 described in Section III. Three variations of SVM are used in 
predicting the content locations from the dataset. The best version shows an 
accuracy of 98% and hence that said version is integrated with the forwarding 
strategy (details of the process is discussed in Section IV). The performer SVM 
variation is then integrated with Interest forwarding and predictions of 
machine learning models are verified. The Comparisons of SVM integrated 
forwarding mechanism is done with normal ICN forwarding techniques with
out integrating SVM. The comparison shows that the content retrieval time 
reduces around 10% in SVM enable forwarding compared to normal ICN 
forwarding.

Organization

Paper is organized as follows. Work related to the use of machine learning 
in network in general and in ICN in particular is discussed in Section II. 
The problem description, dataset generation, and the fundamentals of 
SVM is found in Section III. Predicted results from SVM model and 
implementation is presented in Section IV. Validation of ML prediction 
is given in Section V. The paper is concluded with a discussion in 
Section VI.
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Related Work

Machine learning (ML) is one of the most promising artificial intelligence 
tools, conceived to support the prediction of behavior of a system. In recent 
years, ML is seen to be applied in every possible field. The networking system 
is one of such key infrastructures to use machine learning. ML is noticed to 
apply in various security analysis, as in IDS, traffic prediction for congestion 
control, and many more (Boutaba et al. 2018; Jain et al. 2020; Wang et al. 2018; 
Yap et al. 2020). Recently, few works in applying ML in vehicular networks 
and SDN-enabled networks for resource management is also noticed. There 
are few literatures reported on the application of ML in ICN as well (Khelifi 
et al. 2019; Liu et al. 2017; Xu et al. 2019; Yao et al. 2019). The focus of this 
paper is to apply ML techniques for ICN in determining the success rate of 
Interest packets. Few relevant research in the same line of directions is 
discussed in this section.

The work of Yao et al. (2019) presents a brief discussion on some 
related technologies of AI in the ICN including, routing, naming, security, 
and content distribution. An analysis on future directions in this area is 
also highlighted. Ample of ML based research in ICN cache enhancement 
is noticed. A study on the applicability of Convolutional Neural Network 
(CNN), Recurrent Neural Network (RNN), and Reinforcement Learning 
(RL) with ICN is carried out in Khelifi et al. (2019). A Deep-Learning- 
based Content Popularity Prediction (DLCPP) is proposed in Liu et al. 
(2017) to predict content popularity. It creates a distributed and reconfi
gurable DL network of SDN switches for prediction. Deep Q-Networks 
(DQN) which is based on Q-learning is adopted to provide caching 
solution in Xu et al. (2019). Authors have considered an SDN IoT 
application for the deployment the protocol. The effectiveness of the 
proposed solution is verified through simulation. The Deep Cache frame
work for content caching in ICN is described in Narayanan et al. (2018) 
through RNN model to boost cache performance. A Long Short-Term 
Memory (LSTM) encoding is the heart of this approach. These researches 
do not explore routing or forwarding. Mostly, the above mentioned 
researches are trying to improve caching process through the use of AI- 
based techniques. Undoubtedly, caching is one of the basic concerns to 
make serving possible from anywhere in the network. But, unless the 
request for content is forwarded efficiently, the main goal of faster access 
of content cannot be achieved. Hence, there is a necessity to explore the 
content request forwarding process in ICN routing.

Although an considerably important concern, work on efficient for
warding of Interest packet is comparatively less investigated (Banerjee 
et al. 2017; Lehman et al. 2016; Zhu and Afanasyev 2013). Certainly, an 
efficient selection of path to the content significantly improves content 
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access time and network overhead. The work of Banerjee et al. (2017) and 
Zhu and Afanasyev (2013) emphasizes on this idea by forwarding Interest 
packets to the suitable nearby content cache. Further, if machine learning 
models are used in content searching, the efficiency is supposed to be 
remarkably high. However, to the best of our knowledge, there is no 
research found in the domain of ICN to predict the location of 
a searched content using ML techniques. This fact motivates us to carry 
out this research. SVM technique is used to predict the cache where the 
searched content is stored. Based on the suggestion by the machine 
model, the Interest packet is forwarded in the direction of the content. 
For this purpose, first the dataset is created from an simulation environ
ment (Section III, (b)). The SVM model with different kernels (linear, 
RBF and polynomial) are applied on the dataset to predict contents’ 
cached locations. Based on the results of the machine based analysis, 
a model is designed and integrated with the interest forwarding algorithm 
for ICN. The designed model is implemented and results obtained from 
the implementation is used to verify the predictions of the SVM-based 
machine learning model.

The Table 1 shows a list of similar work with their primary objectives, 
contribution, and difference with the proposed work. Facts are compared 
with our proposed scheme for better understanding of the benefits.

Table 2. List of features in the dataset with their description. These are the features that captured 
at the time of collecting data from the simulation environment designed for ICN network using 
ndnSim. Later these features are analyzed to find the most important features to classify the 
dataset.

Feature name Description

nodeID Unique identifier of the CR node that generates the Interest packet.
contentName Unique name given to a content. Searching is done based on this name.
popularity Every content has a popularity value computed based on its’ access frequency. The interest 

packet carries the last known popularity value for the requested content.
contentSize The size in byte of the requested content and included in the Interest packet. The parameter 

‘contentSize’ propagates through Content Advertisement (CA) message disseminated 
periodically by actual content producers. The detailed description of the CA process is not 
explained in this paper as this variable has no direct impact on the performance of the work 
presented here. Interested readers may refer to (Marandi et al. 2017; Quan et al. 2014).

ttlValue The last known time of the requested content from the time of its caching in the network. This 
value is computed by the underlying caching mechanism.

inIF ID of the interface through which the Interest packet is received.
outIF ID of the interface through which the Interest packet is forwarded.
timeofReturn Time period in which the response to the Interest is received by the CR.
queLength Queue length of the outgoing interface through which the Interest packet is forwarded.
hopTraversed Count of total number of hops traversed by the Interest packet so far including the current CR.
reqArrivalRate The frequency of Interest packet arrival at the time of forwarding the packet.
dstCR The ID of the CR from where the data is received.
Success Target variable. Set to 0 initially to indicate not successful. Once the CR receives the response it 

sets to 1.
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Problem Formulation and System Model

This section discusses the problem formulation and system model. It is divided 
into four subsections. First, we discuss the problem specification followed by 
detailed dataset description. In subsection three, the mathematical interpreta
tion of SVM in success prediction is presented. The fourth subsection 
describes the system model with a block diagram.

(a) Problem specification: The Interest packet forwarding process is mod
eled as a binary classification problem. One class defines the successful 
(Class 1) retrieval of content and other is unsuccessful (Class 0). The 
objective is to predict accurately the successful retrieval of content from 
the training and testing datasets. The SVM is used to model the problem 
as it is one of the efficient ML algorithms.

b) Dataset description: The dataset used in this research is generated from 
a simulation topology designed in ndnSim2.0, a ns-3 based simulator. 
A topology identical to US26 network is designed with 26 CR nodes and 10 
clients. These clients generate content requests for 1000 unique named con
tents. Data for analysis is gathered in 10 different CRs in the topology with 
Centrality betweenness (Delvadia, Dutta, and Ghinea 2019; Lal and Kumar 

Figure 3. Correlation of features for determining the classification of data points. The two 
features namely ‘popularity’ and ‘ttl_value’ shows highly related correlation with values of 
0.51 and 0.46, respectively. These two features are used for SVM classification in the later 
part of this work.
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2018) from 3 to 5 to capture desired data for modeling (CRs marked with 
dotted circle in Figure 3). All the data are later combined to a single dataset 
and feed into the SVM model. The final dataset comprises of unique records 
identified by the content name. Please note that the data points in the dataset 
includes information only when the content is retrieved from any intermediate 
cache. If the data is obtained from the producer then it is not included in the 
dataset. Because the intention of the designed model is to find the probability 
of accessing data from a cache rather than the actual producer. The dataset 
contains 10 K records and 10 features. From the dataset, 70% data is used for 
training and 30% is used for testing the models. The description of features is 
given in Table 2.

SVM in success prediction:
Let us consider a dataset D as 

D ¼ xi; yif g
n
i¼1 

xi 2 R d; yi 2 þ1; � 1f g

Where, n is the data points, xi is the ith data point, d is the dimension and yi is the 
binary target variable that takes positive class (+1) or negative class (−1). The 
goal of the SVM is to find the optimum hyperplane [28] that can best separate 
the data points into given two classes. The hyper plane is represented as 

yi ¼WTX þ B (1) 

Where, X is the matrix representation of the dataset D, W is the weight vector, 
and B is the bias vector. To obtain the optimum hyper plane both W and 
B should be selected optimally. Based on the equation of the hyper plane, the 
following hypothesis is defined: 

hðxiÞ ¼
þ1if wx;þb � 0
� 1if wxþ b< 0

�

(2) 

Following the hyperplane, a point either on the hyperplane or above it, is 
classified as a positive class. Whereas, point below the hyperplane is 
classified as negative class. There may be multiple hyperplanes exist to 
separate the two classes, but we are interested in finding the optimal 
plane. Hence, there is a need of SVM optimization technique. Let us 
define 

f ¼ y wxþ bð Þ (3) 

The sign of f (or polarity) is positive if the point is correctly classified and 
negative if incorrectly classified. The geometric margin γ is computed by 
dividing f with the norm of the weight vector w, such as 
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γ ¼ y
wxþ b

wk k

� �

With regards to the given dataset D, considering m training data points in the 
training set, the γ is 

γ ¼ min
i¼1;::;m

yi
w
wk k

xi þ
b
wk k

� �� �

The above equation selects the largest margin for minimum values of w and 
b and considered as optimal hyperplane. The optimization problem may be 
rewritten as 

max
w;b

γ ¼ max
w;bi¼1;::;m

yi
wxi þ b

wk k

� �� �

or 

max
w;b

γ ¼ max
w;bi¼1;::;m

1
wk k

� �� �

Subject to, yi wxi þ bð Þ � 1 � 0 for i = 1 . . . m. Alternatively, it may also be 
represented as 

max
w;b

γ ¼ min
w;bi¼1;::;m

wk k

Which is equivalent to, 

min
w;b

wk k2

2
(4) 

Subject to, yi wxi þ bð Þ � 1 � 0 for i = 1 . . . m. The above optimization 
function with given inequality constraint may solved using LaGrange formu
lation. The Lagrangian function is represented as 

L w; b; αð Þ ¼
wk k2

2
�
Xm

i¼1
αiyi wxþ b � 1f g (5) 

Where, αi is the Lagrangian multipliers and αi � 0. The optimization problem 
now becomes, 

min
w;b

max L w; b; αð Þ

Subject to αi � 0 for i = 1 . . . m. The LaGrange multipliers satisfies the 
following conditions:

i. 
Pm

i¼1
ðαi � α�i Þ ¼ 0

ii. αi; α�i 2 0;C½ ½
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iii. αi; α�i �C

For condition (iii), f xið Þ � yij j< ε, and αi; α�i must be zero. It is stated that 
the model can tolerate lower than ε. So, all xi’s need not be included in 
the training data set rather, the Sv < S training points are sufficient to train 
the model. These set of points xi in Sv who meets the condition αi; α�i ¼ 0 
forms the support vectors for the model. Our objective is to find the values 
of w and b for which we have maximum value of the LaGrange function 
L. For that, the function is differentiated first, it is differentiated with 
respect to w and then with respect to b. So, it derives the following two 
equations: 

d
dw

L w; b; αð Þ ¼ w �
Xαi yixi ¼ 0 

d
db

L w; b; αð Þ ¼ �
Xαi yi ¼ 0 

Or 

w ¼
Xαi yixi 

Xαi yi ¼ 0 

Substituting w, and b in L, 

w α; bð Þ ¼ max
α

Xm

i¼1
αi �

1
2

Xm

i¼1

Xm

j¼1
αiαjyiyj:xj 

Once we get w, to compute the value of b, we got: 

yi wx� þ bð Þ � 1 ¼ 0 

Multiplying both sides by yi and putting y2
i ¼ 1; generates 

b ¼ yi � wx�

Hence, 

b ¼
1
S

Xm

i¼1
yi þ wx (6) 

S is the number of support vectors selected to use to draw the hyperplane. The 
SVM does not provide any restriction on the type and number of features to be 
selected for predicting the results. Taking the above mentioned mathematical basis 
the SVM is used in the dataset to derive a prediction model for the given dataset.
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System Model

The dataset collection phase is as described in subsection b above. This phase 
produces the raw data. To make raw data suitable for feed into the ML model it 
is refined by removing redundant data points and irrelevant columns. The 
cleaning phase generates the dataset that is suitable for applying to the model. 
This dataset is used as an input to the SVM with RBF, Linear, and Polynomial 
kernel. Simultaneously, a simulation topology is designed and success rate is 
observed. The observed result is compared with ML predicted result to draw 
a conclusion of the proposed work. In next section results of ML model as well 
as validation of the same is presented.

Results of Machine Learning Model

Correlation of Features

The dataset comprises of 10 features. But, not all of them contributes to 
the classification. To figure out the most relevant features for classifica
tion, a heatmap of the dataset is plotted. Figure for correlation-map 
(Figure 3) shows the observation. It depicts that the popularity and 
ttl_value has highest correlation to the classification. Hence, these two 
features can well predict the behavior of the model without considering 
other features.

Figure 4. Scatter plot of the ICN dataset to observe the separability for classification. correlation of 
features for determining the classification of data points. The data could be linearly separated with 
little misclassification. So, SVM is used for modeling.
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Separability Check

After finding the two most important features for classification, an analysis of 
the dataset with respect to the selected features is carried out to see whether the 
dataset is linearly separable or not. Because, to select the type of SVM kernel it 
is necessary to know the degree of linearity of the dataset. For the purpose 
a scatter plot of the dataset with popularity and ttl_value is observed. The 
result is shown in Figure 4. The plot reveals that the dataset is separable with 
little miss classification. Hence, a SVM may suitably be used for classification. 
But to find the best kernel for proper classification, different SVM kernels are 
tried and results are presented in Table 3.

Table 3. Comparison of prediction and accuracy of the content retrieval for different features. This 
tables shows the best results with two features, popularity and ttl_value. (Parameters 
Gamma = 0.7, C = 100; all values are in %-age).

Feature 
count Selected features Failure prediction Success prediction Accuracy

RBF kernel
1 ttl_value 84 48 78
1 popularity 84 46 78
2 popularity, ttl_value 86 52 80
3 popularity, ttl_value, QLen 82 69 81
12 All features 79 0 79

Linear kernel
1 ttl_value 93 78 90
1 popularity 93 78 90
2 popularity, ttl_value 93 88 92
3 popularity, ttl_value, QLen 92 86 91
12 All features 93 78 90

Polynomial kernel (with degree 3)
1 ttl_value 79 0 79
1 popularity 84 46 78
2 popularity, ttl_value 79 100 90
3 popularity, ttl_value, QLen 79 0 51
12 All features 79 0 79

Step Algo ml_model_for_prediction()

1 Input: Content_name, popularity, ttl_value 
Output: oIFace

2 Start

3 oIFace = null

4 If (popularity � 0.6 and ttl_value � 400) then
5 oIFace = lookup(popTab, popularity)

6 Else
7 oIFace = null

8 Endif
9 If (oIFace ! = null) then

10 Forward(Interest(Content_name, oIFace)
11 Else
12 Forward(Interest(Content_name))

13 Endif
13 Stop
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Results of SVM Classifier

The Table 3 shows a comparison of negative and positive class prediction 
along with the accuracy of prediction for different feature counts. It also shows 
the results of three different kernels used in SVM namely, the RBF, the Linear, 
and Polynomial (with degree 3). The table demonstrates the best performance 
with two features popularity and ttl_value. This result verifies the results of 
heatmap presented in Figure 3.

In Table 3, the ‘Failure Prediction’ implies that response to the ‘Interest’ is 
failed and value of ‘Found’ is 0 in the dataset. On the other hand, ‘Success 
Prediction’ implies the response to the ‘Interest’ packet is successful and value 
of ‘Found’ is 1. While implementing the model in the routing module, the 
importance of ‘Success prediction’ is more. This analysis is primarily focused 
on the prediction of successful dissemination of Interest. The results of SVM 
classifier are depicted in Table 3, reveals several facts regarding the behavior of 
the ICN routing process. First, for all the three kernels tested, better results are 
found with two features, the ‘popularity’ and ‘ttl_value.’ As far as ‘Success 
Prediction’ is concerned, the polynomial kernel shows best result followed by 
‘Linear’ kernel. However, the accuracy of prediction in ‘Polynomial’ kernel is 
much better compared to ‘Linear’ kernel. Hence, it may be concluded that the 
both the kernels are potential candidate for modeling the problem under 
consideration. The parameter ‘gamma’ is taken as 0.7 and ‘C’ is 100. These 
two parameters are selected after examining results for multiple parameters 
and values that gives the best values for all kernels are finally selected.

In this paper, the prediction of the machine model is verified with imple
mentation in the simulation environment. So, a model is designed based on 
the prediction suggested by the SVM algorithm and is integrated in the ns-3 
based simulation. The objective is to check the accuracy of prediction of the 
machine model in semi real time environment. For the said purpose, a model 
is designed so that it can be implemented in ns-3 code. The model description 
is given next.

The Model

Based on the findings of the analysis through machine learning algorithm 
(SVM in particular), a machine model is designed to integrate with our ns- 
3-based simulator. As suggested by the SVM the ‘popularity’ of content and 
caching period ‘ttl_value’ carried by the Interest packet is used in the machine 
model. The description of the model follows.

The CR maintains a table (implemented using hash table) to keep the 
output interface for popular data. This Table is formed by collecting data 
from the previous Interest packet forwarding and last known success record. 
In the algorithm (Step 1) based on the prediction, the model suggests the 
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possibility of finding the content in a cached location (recall that the dataset 
includes only those entries where data is found in the cache. Entries for data 
retrieval from the producer is excluded from the dataset). Then it searches its 
database for the out interface taking the popularity as the key value. There may 
be multiple entries for out interface (max 5 is assumed) and it picks the first 
interface to send the ‘Interest’ packet. However, if that out interface has 
a queue length larger that a prespecified threshold (assumed 30 in the simula
tion) then it selects the next out interface listed in the table. The default ICN 
checks the FIB table to see if the ‘Interest’ packet is already forwarded for the 
newly requested content. If yes then it does not forward the ‘Interest,’ rather it 
waits for the reply. But in this proposed scheme the algorithm checks the time 

Figure 5. A sample simulation topology based on US26 network. Approximately 1000 unique 
contents with a size of 5000B is taken for simulation. The cache store size is of 50–150 contents. 
Nodes with dotted circles have betweenness centrality (BC) value in the range 3–5 and results are 
collected in these CR nodes.

Table 4. Simulation parameter.
Parameter Typical values

Network size US26 network with 26 nodes
Number of contents 1000 contents
Content size 5000B
Cache size 50–150 contents
Betweeness centrality 1–5
Simulation time 100–650 Sec
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of sending the interest packet. If it is long time back as specified by a threshold 
time then it opts for resending. But it uses a different interface then it sent 
earlier. Of course, the out interface is selected from the list in the table.

As it is seen earlier in the Table 3 that the prediction is 100% for 
finding the data cache with an accuracy of 90% (considering the best case 
with polynomial kernel). Hence forwarding the Interest packet to oFace as 
discussed in the algorithm seems to be worthy. Moreover, the model also 
suggest the negative response prediction of 79% with 90% accuracy. It 
implies if the model suggest that the requested data is not cached so far 
then the probability of the data is not in the cache is 0.96. Hence, the 
Interest packet should be forwarded following the underlying forwarding 
strategy. However, as a proof of concept (PoC), we have implemented the 
algorithm ml_model_for_prediction in the simulation environment and 
results are compared to validate the machine model.

Simulation Results for Validating the Machine Model

(a) Simulation setup: For verification of predicted results the same 
topology which is used for dataset preparation described in 
Section III.(b) is used. The setup is designed in the ns-3 based 

Figure 6. Interest packet success rate over simulation time. The plot considers those successful 
processing whose content is found in intermediate cache. Serving from the actual producer is not 
counted in the above results.
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NDN simulator, ndnSIM 2.0 (Afanasyev, Moiseenko, and Zhang 
2012). The topology is similar to US26 network with 26 CRs as 
depicted in Figure 5. A set of 1000 unique contents with content 
size of 5000 Bytes is modeled. The content requests follow Zipf 
distribution where the skewness parameter ranges from 0.1 to 1.2. 
The cache is considered empty initially and the capacity is ranging 
from 50 to 150 with an average of 70 contents. All simulations are 
executed for a duration of 600 seconds and content requests are 
started after 10 seconds of the simulation. Through this simulation 
it is aimed to validate the results of the machine model. Hence, all 
the parameters are kept same as that used in data collecting process 
(stated in Table 4).

(b) Success rate (with and without ML): It is the measure of 
what percent of the ‘Interest’ packet forwarding made by a CR is 
successful. Observation is done in 6 CRs (CR1(3), CR5 (4), 7(5), 
16(4), 20(4), and 24(4). The values in the bracket indicates the BC 
value). The results shown are the average of success in all these 
routers. Please note that, we are counting only those cases where 

Figure 7. Interest packet success rate over request arrival rate. The plot considers only successful 
Interest requests served from the cache. Results are recorded after 100sec of simulation progress. 
By this time elapse most of the caches are filled with sufficient amount of data. Hence, there is 
a high possibility of getting data in cache.
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data is obtained from the intermediate CRs. If content is found in 
the producer, then it is not counted as success. The results are 
shown against varying simulation time in Figure 6.

Till 100 seconds of simulation success ratio does not matched with the 
machine prediction. The reason is till date time the cache is not filled and 
majority of the content is retrieved from the producer. Over time, the caches 
are filled with popular contents and success ratio increases. In a condition 
where caches are sufficiently filled by contents the success ratio is between 78 
and 90 approx. The presented result depicts that the SVM integrated version of 
the model works with nearly 10% increased success ratio compared to the 
model without SVM integration. It implies that the SVM model can predict 
the success reasonably.

In Figure 7, the success ratio is shown with respect to request arrival rate. 
The path followed by the machine enabled methods shows better performance 
over other. In this case also the improvement is around 8–10% for SVM 
enabled version of Interest forwarding compared to non-SVM version. In 
conclusion, our machine model can well predict the success ratio of any 
Interest packet forwarding mechanism.

Discussion and Conclusion

In this paper we tried to address the question “does machine learning models 
help in predicting the contents’ cached locations in ICN?.” As the ‘Interest’ 
packets are used to search content in ICN, the work in this paper tries to 
forecasts the success of the ‘Interest’ packet in finding contents through 
applying SVM model. We have found that yes, it is possible to enhance the 
performance of the content search process by integrating Interest forwarding 
with mL techniques. Our claims are supported by applying SVM into a dataset 
collected from ns-3-based ICN testbed (Section). A dataset with 10 K records 
and 10 features are used with training-testing ratio of 70–30. A dataset with 
10 K records and 10 features are used with training-testing ratio of 70–30. 
Three variations of SVM model are applied on the available dataset and their 
prediction performance is evaluated during the research. Based on the out
come of the SVM, a model is designed and integrated in the ICN forwarding 
module. The findings of machine models are verified by integrating the best 
variation of SVM with forwarding strategy and testing again in simulated 
environment. This integration helps in verifying prediction made by the 
machine model.

The observation in the simulated testbed depicts a significant improvement 
in the performance of content retrieval while SVM is integrated with ICN 
forwarding approach. Based on the prediction made from apriori datasets, 
a CR in the network makes use of this prediction to forward future ‘Interest’ 
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packets. A comparative success ratio with and without applying the machine 
based prediction is presented. The results shows that the prediction sufficiently 
fits the simulated results and significant improves in the performance of content 
retrieval is noticed. The results demonstrates that the use of SVM is advanta
geous compared to normal ICN based ‘Interest’ packet forwarding technique.

In this paper we have used the NDN architecture where the contents 
searching is done by generating Interest packets. Other approaches, those 
who use Name Resolution Server (NRS) for content searching have compara
tively less problems with finding the nearest cached copy of a content. The 
reason of selecting the NDN for this paper is the clean slate implementation of 
ICN approach without relying on TCP/IP protocol stack. In the future, we are 
planned to investigate the impact of machine models on such protocols that 
relies on NRS for content searching.
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