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Abstract—Affective video content analysis aims at 
automatically identifying human emotion triggered by video, 
which plays an important role in mental health monitoring. 
This paper proposes a multimodal attention memristive 
network for affective video content analysis, which offers an 
energy-efficient approach with low time consumption and high 
classification accuracy. To illustrate the complexity of the 
proposed multimodal attention memristive network, two core 
modules are proposed. Firstly, unimodal feature representation 
module with cascaded configuration is designed to capture 
unique characteristics from multimodal signals. Then, 
multimodal local-global fusion module is proposed to stimulate 
the process of multimodal information sensing and processing 
in human brain. Furthermore, the proposed system is validated 
by applying it to affective content analysis. The experimental 
results demonstrate that the multimodal attention memristive 
network outperforms the existing state-of-the-art methods with 
high classification accuracy and low time consumption.  

Keywords—Circuit design, memristive network, affective video 
content analysis 

I. INTRODUCTION

With the rapid development of artificial intelligence (AI) 
technology and multimedia technology, videos have been 
becoming a popular information carrier for communication, 
entertainment, and instruction [1]. Emotion information in 
video will inevitably reflect user’s feelings and mental health 
[2]. Thus, affective video content analysis aims at establishing 
the relationship between multimodal information and 
affective concepts, which  is now attracting increasing 
attention in recent years [3].  

Recent researches of affective video content analysis are 
mainly based on machine learning methods and deep learning 
methods [4-8]. An  improved method for affective video 
content analysis based on domain knowledge was proposed in 
[4], which successfully improved emotion recognition 
accuracy by using well-established film grammar. A 
multimodal deep regression Bayesian network was 
constructed to extract the dependencies between aural 
elements and visual elements for affective video content 
analysis [5]. A multimodal learning framework for video 
content analysis was designed in [6], which classified 
affective contents in the valence-arousal space. In [7], 
sentiment driven features was used to classify human emotion 
states in videos, which outperformed the state-of-the-art 
methods in terms of valence and arousal classification 
accuracy. Inspired by the multimodal integration effect, a 
multimodal local-global attention network was proposed in 
[8], which taken a novel four modality representation (i.e., 
visual, audio, motion, and tone) of video as input for affective 
content analysis. Although, these above-mentioned methods 

have achieved superior performance in terms of classification 
accuracy, while have certain limitations in running time and 
energy consumption. 

Memristor is a two-terminal circuit component, exhibiting 
high density, low power consumption, non-volatility, and 
synaptic properties, which are potential candidates for 
establishing ultra-low power consumption neuromorphic 
computing system for affective video content analysis [9, 10]. 
A flexible neuromorphic computing system via memristive 
circuit was built up, which can realize affective 
communication with high accuracy and low  time 
consumption [11]. A memristor-based hierarchical attention 
network with low energy consumption, low privacy 
invasiveness, and low fabrication cost was proposed in [12], 
which can effectively perform multimodal affective 
computing in smart home. In [13], multimodal neuromorphic 
sensory-processing system for indoor human behavior 
recognition was designed, which offered a more 
environmentally friendly approach to realize health 
monitoring in home environment. Inspired by human brain 
function, an in-memory computing system was developed in 
[14], which aimed at solving computationally hard problems 
for von Neumann architectures. A physical-oriented 
memristor model for bio-inspired computing was constructed, 
which can realize the automatic conversion from short-term 
memory (STM) to long-term memory (LTM) [15]. 

Based on this, this work aims to investigate a multimodal 
attention memristive network. For verification purposes, the 
proposed network is applied to affective video content 
analysis. The main contributions of this work are summarized 
as follows: 

1) Different with existing memristive networks, we present
a multimodal attention memristive network that can 
effectively learn unimodal representations and capture local-
global feature from multimodal information. 

2) The circuit design of multimodal attention memristive
network is proposed using high stability and eco-friendly 
Ag/TiO2/FTO memristor, which provides a parallel 
connection and highly integration to reduce computational 
cost. 

3) The correctness of the proposed multimodal attention
memristive network is verified by affective video content 
analysis. The experimental results demonstrate that the 
proposed network has good performance in terms of accuracy 
and time consumption. 

The rest of this paper is structured as follows. Section II 
demonstrates the detailed circuit design of the entire 
multimodal attention memristive network from the 
perspectives of unimodal feature representation module and 
multimodal local-global fusion module. In Section III, the 
proposed network is applied for affective video content 
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analysis. Finally, Section IV includes the conclusion drawn 
from this paper. 

II. CIRCUIT DESIGN OF MULTIMODAL ATTENTION
MEMRISTIVE NEURAL NETWORK 

A. Overall Circuit Architecture
High accuracy affective video content analysis relies on

perceiving and processing multimodal information, including 
visual, text, and audio [1]. Based on this, we propose a 
multimodal attention memristive network, which mainly 
consists of two modules: unimodal feature representation 
module and multimodal local-global fusion module, as shown 
in Fig. 1. Specifically, the input multimodal data (i.e., image, 
text, and audio) are converted into voltage signals by a digital-
to-analogue converter (DAC). Then, the corresponding 
voltage signals need to be injected to the unimodal feature 
representation module that can fully extract features from the 
voltage signals (containing image, text and, audio 
information. To investigate the relationship between unimodal 
feature representations, the multimodal local-global fusion 
module is proposed, which consists two levels, i.e., the local 
attention level and global attention level. Finally, the 
multimodal fusion signals is fed to fully connected layer and 
softmax circuit for affective video content  analysis. 

Fig. 1. Overall circuit architecture 

B. Circuit Design of Unimodal Feature Representation
Module

In this part, we proposed a unimodal feature representation
module with cascaded configuration to capture unique 
characteristics from multimodal signals. The structure of the 
proposed unimodal feature representation module is 
illustrated in Fig. 2.  

Notably, considering there are existing circuit design 
implementations for the layer normalization circuit, and ReLU 
circuit [16], this work mainly focuses on the investigation of 
the circuit design of the convolution unit, long short-term 
memory (LSTM) circuit, and self-attention unit. The specific 
description is provided below. 

Fig. 2. Circuit design of unimodal feature representation module 

1) Circuit design of convolution unit
The convolution unit is designed using the memristor

crossbar array with the one-selector–one-Ag/TiO2/FTO 
memristor (1S1M) configuration and some peripheral circuits, 
as shown in Fig. 3. Each column of memristor crossbar array 
contains M convolution kernels corresponding to an output 
channel, and the number of columns N is equal to the number 
of output channels. Vx is the input voltage (x is the index of 
the modality. x=V, T, A), Vxc=Conv(Vx) is the output voltage 
generated from convolution unit. 

Fig. 3. Circuit design of convolution unit 

2) Circuit design of LSTM network
According to [17], the circuit design of LSTM unit is

provided in Fig. 4. 
From Fig. 4, the LSTM unit is mainly composed by two 

1S1M memristor crossbar arrays, one current subtractor [18], 
and one sigmoid circuit [19]. Vixc(t) is the input voltage at 
time step t, Vhxc(t-1) is the hidden state voltage at time step t-
1. Vb is the bias voltage. The weight in each LSTM unit is
represented by the difference in conductance of two
memristors.  The specific input and output of the LSTM unit
is provided below:
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where σ is sigmoid function, Wi=G+i-G-i and Wi=G+i-G-I are 
weight matrixes, Ib is the corresponding bias current, Vxlu is 
the output voltage of the LSTM unit. 

The LSTM cell mainly consists of four LSTM units to 
generate input gate voltage, forget gate voltage, previous cell 
state voltage, and output gate voltage, respectively. Based on 
this, the circuit design of LSTM network can be obtained, and 
the output voltage of LSTM network is symbolized by 
Vxl=LSTM(Vxc). 

Fig. 4. Circuit design of LSTM unit 

3) Circuit design of self-attention unit
The self-attention unit is employed to extract more

abundant characteristics, as shown in Fig. 5. 

Fig. 5. Circuit design of self-attention unit 

From Fig. 5, 1S1M memristor crossbar arrays are used to 
store the attention weight matrixes WQ, WK, and WV. 

The output voltage Vxs of self-attention unit is 
mathematically described by: 

(2) 
where T means the transpose operation. d is the dimension of 
the self-attention unit. Following the attention weight 
matrixes WQ, WK, and WV, the input voltage Vxl can be 
transformed into the attention voltage Vxs.  

C. Circuit Design of Multimodal Local-Global Fusion
Module

In this part, the multimodal local-global fusion module aims
at stimulating the process of multimodal information sensing 
and processing, which consists of two units, i.e., local 
attention unit and global attention unit, as shown in Fig. 6. 

Fig. 6. Circuit design of multimodal local-global fusion module 

From Fig. 6, the local attention module is proposed to 
generate the fusion information which is mainly composed by 
1S1M memristor crossbar array, tanh circuit, softmax circuit, 
and multiplying circuit. The local attention voltage VL can be 
obtained by: 

    (3) 

where WL denotes the weigh matrix of local attention. wL is the 
parameter vector in local attention unit. It is noted that WL and 
wL are both realized by 1S1M memristor crossbar array. Vxu is 
the input voltage from the unimodal feature representation 
module. IbL is bias current of the local attention unit. 

Considering human tends to focusing the most crucial 
information in multimodal information processing, the global 
attention module is designed to capture the key features in the 
fusion information. The global attention voltage VG can be 
mathematically described by: 

 (4) 

where WG denotes the weigh matrix of global attention. wG is 
the parameter vector in global attention unit. VL is the input 
voltage from the local attention unit. IbG is bias current of the 
global attention unit. 

III. APPLICATION IN AFFECTIVE VIDEO CONTENT ANALYSIS

To verify the effectiveness and feasibility, the proposed
multimodal attention memristive network is further applied to 
perform affective video content analysis. 

A. Datasets and Evaluation Metrics
Two benchmark affective video datasets (i.e., the LIRIS-

ACCEDE dataset and the FilmStim dataset) [20], containing 
image, text, and audio information, are adopt to demonstrate 
the evaluation of the proposed network.  

Specifically, the LIRIS-ACCEDE dataset is composed by 
9800 video excerpts that are extracted and classified for 
valence and arousal from 160 short movies and feature movies. 
Valence denotes the happiness ranging from positive to 
negative, while arousal denotes the emotional intensity 
ranging from excited to calm. The FilmStim dataset is 
composed by 70 video excerpts. 50 videos are chosen with a 
certain emotion label including seven categories, i.e.,  anger, 
sadness, disgust, fear, tenderness, neutral, and amusement. 
For affective video analysis, about 360 participants watched 

Current subtractor

Sigmoid circuit

LSTM 
unit

LSTM 
unit

LSTM 
unit

LSTM 
unit

LSTM cell

LSTM 
unit

LSTM 
unit

LSTM 
unit

LSTM 
unit

LSTM cell

LSTM 
unit

LSTM 
unit

LSTM 
unit

LSTM 
unit

LSTM cell

LSTM unit

Vixc

Vixc

Vixc

Vhxc

Vhxc

Vhxc

Vb

Vxl Vxl Vxl Vxl Vxl Vxl Vxl Vxl Vxl

Wi

Wh

Multiplying circuit

Softmax circuit
Multiplying circuitSelf-attention unit

Vxl

Vxl

Vxl

Vxl

Vxl

Vxl

Vxl

Vxl

Vxl

Vxl

Vxl

Vxl

WQ WK WV

Vxs Vxs Vxs Vxs

( ) ( ) ( )max
æ ö×ç ÷= ×
ç ÷
è ø

T TQ K
Txl xl V

xs xl

W V W V
V soft W V

d

Tanh circuit

Softmax circuit

Multiplying circuit

Tanh circuit

Softmax circuit

Multiplying circuit

Local attention Global attention

Vxu

Vxu

Vxu

Vxu

WL WG

VbL

wL

Vxu

VL VL VL VL

VG

VL

VL

VL

VL

wG

VL

VG VG VG VG

( )( )max tanh= + ×å T
L L L xu bL xuV soft w W V I V

( )( )max tanh= + ×å T
G G G L bG LV soft w W V I V

This article has been accepted for publication in a future proccedings of this conference, but has not been fully edited. Content may change prior to 
final publication. Citation information: DOI10.1109/ICIT58465.2023.10143111, 2023 IEEE International Conference on Industrial Technology (ICIT)



and rated the video, the average rates are used as target value 
for valence and arousal domain. 

Then, common performance metric classification accuracy 
[21-23] is used to evaluate the overall emotion classification 
performance. 

B. Classification Results
In this paper, the multimodal dates from two benchmark

datasets can be converted to the voltage signals (containing 
image, text, and audio information). Then, these voltage 
signals are further injected to the proposed multimodal 
attention memristive network. The output valence voltage VV 
and arousal voltage VA in the two dimensional space repersent 
human emotion state. Notably, the network parameters 
obtained by back propagation is directly mapped to the 
proposed network without read or write to 1S1M crossbar 
array repeatedly, which can effectively reduce hardware loss. 
The well-trained multimodal attention memristive network is 
adopted to perform affective video content analysis.  

The proposed network is compared with the state-of-the-art 
methods on the LIRIS-ACCEDE dataset and the FilmStim 
dataset, as shown in Table I.  

TABLE I. COMPARISION WITH THE STATE-OF-THE-ART RESULTS IN 
AFFECTIVE VIDEO CONTENT ANALYSIS 

Ref. 
LIRIS-ACCEDE dataset FilmStim dataset 

Valence Arousal Time(s) Valence Arousal Time(s) 

[4] 43.74 60.88 2321.7 91.88 76.56 227.2 

[5] 44.26 60.88 2492.5 90.63 67.19 237.8 

[6] 45.82 65.85 2242.8 92.19 70.31 198.6 

[7] 44.90 53.11 2379.0 83.87 69.35 210.5 

[8] 49.63 64.30 2536.1 94.06 77.19 244.7 

Ours 48.22 64.17 102.6 92.41 76.68 11.7 

From Table I, the proposed network ranks in the top three 
on the LIRIS-ACCEDE dataset and FilmStim dataset. For the 
LIRIS-ACCEDE dataset, the proposed network slightly 
outperforms state-of-the-art methods in the affective video 
content analysis task [4-7]. For FilmStim dataset, the proposed 
network achieves the improvements on accuracy over other 
competitors. Meanwhile, [8] is slightly superior to the 
proposed network in terms of accuracy, while inferior to 
running time. The experimental results demonstrate that the 
trade-off between classification accuracy and running time 
can be balanced well in the proposed multimodal memristive 
network.  

To explore the effect among different modalities in 
classification performance, we use different modalities 
combinations the LIRIS-ACCEDE dataset and FilmStim 
dataset, as shown in Table II. 

From the classification performance of valence and arousal, 
the visual modality achieves best accuracy in the two 
benchmark datasets. The text or audio modality is used 
together with the visual modality, the classification accuracy 
slightly outperforming the visual modality. The experimental 
result demonstrate that the text or audio modality can provide 
additional information with the audio modality. It is noted that 
the best classification performance is realized when all 
modalities are used in the proposed network for affective 
video content analysis task. 

TABLE II. COMPARISION OF DIFFERENT MODALITY FOR AFFECTIVE 
VIDEO CONTENT ANALYSIS 

Modality 
LIRIS-ACCEDE dataset FilmStim dataset 

Valence Arousal Valence Arousal 

T 38.61 55.82 79.32 66.26 

A 42.33 58.73 82.54 70.58 

V 46.24 61.98 87.63 73.34 

T+A 43.45 59.74 84.11 71.96 

T+V 47.03 62.12 89.02 74.83 

A+V 47.95 63.64 91.32 75.32 

A+T+V 48.22 64.17 92.41 76.68 

Note: T, A, V represent the textual, audio and visual modalities, respectively. 

IV. CONCLUSION

This paper investigates a multimodal attention memristive 
network for affective video content analysis. Specifically, the 
proposed network mainly contains unimodal feature 
representation module and multimodal local-global fusion 
module. Through the unimodal feature representation module, 
unique characteristics from different modalities can be 
adequately extracted. Through the multimodal local-global 
fusion module select key information both from local and 
global steams. For verification, the multimodal attention 
memristive network is applied to perform affective video 
content analysis. The experimental results demonstrate that 
the proposed network has good performance in terms of 
classification accuracy and running time (approximately 
10~15 times speed up). 
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