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Abstract

This paper is concerned with the set-membership filtering (SMF) problem for a class of discrete time-varying systems with
unknown-but-bounded noises under bit rate constraints. The communication between sensor nodes and filters is implemented
through a wireless digital communication network with limited bandwidth. A bit rate constraint is first established to quan-
tify the extent to which the network is constrained. A component-based coding-decoding procedure is proposed that enables
individual decoder to decode messages from different components scattering in different physical locations. Based on this pro-
cedure, a decoded-measurement-based recursive SMF scheme with a predictioncorrection structure is put forward. The desired
parameters of the set-membership filter can be calculated recursively by the proposed recursive SMF scheme. Furthermore,
the co-design issue of the bit rate allocation protocol and the filter gain is converted into the mixed-integer nonlinear pro-
gramming problem that is solved by means of the particle swarm optimization and the recursive filtering algorithms. Finally,
numerical simulations on two scenarios are conducted to validate the effectiveness of the proposed SMF approach.
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1 Introduction

The aim of the filtering problem is to extract the actu-
al target state information from a series of observations
that might be corrupted by various kinds of noises. For
decades, the filtering problem has always been one of
the most popular research topics in the communities of
control and signal processing [2,5,10,12,13,29,38,44,45,
47,50,52]. In general, there are three categories of filter-
ing schemes according to the types of the noises acting
on the concerned systems [22, 32, 34, 36, 41, 46, 49, 56].
The first category is featured by the Kalman filter algo-
rithm which is believed to be a reliable filtering method
for systems subject to Gaussian noises. The second cat-
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egory comprises the H∞ filtering methods that are suit-
able for systems under energy-bounded noises and the
main idea is to ensure given disturbance attenuation lev-
els. The last category corresponds to the so-called set-
membership filtering (SMF) scheme which is applicable
to systems with unknown-but-bounded noises where a
set of state estimates is provided to contain all possible
actual states.

In the SMF schemes, estimation errors are guaranteed
to fall into the obtained ellipsoidal set with 100% confi-
dence. Since its first development in 1960s [3,31,42], the
SMF has proven to be of great engineering importance
for systems operating under unpredictable environmen-
tal changes, e.g. the networked control systems. As a re-
sult, a great number of researchers have devoted them-
selves to the study of the SMF problem for networked
control systems and fruitful results have been reported
in the literature [7,15,16,18,19,21,40,55]. For instance,
the set-membership state estimation problem has been
investigated in [21] for a class of discrete time-varying
nonlinear systems with uniform quantization effects un-
der the maximum-error-first protocol. The SMF issues
have been addressed in [7,9,16,55] for time-varying sys-
tems under different transmission scheduling protocols
in order to reduce the communication frequency.

Note that most existing results on the SMF problems of
networked systems have been concerned with the ana-
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log communication where the measurements are trans-
mitted via the form of analog signals which take contin-
uous values with infinite precision. With the rapid de-
velopment of modern control equipments and network
technologies, the analog communication has been quick-
ly replaced by the digital communication which is ca-
pable of meeting the needs for reliable, secure and real-
time communication. In wireless digital communication,
sensors are often subject to sampling, quantization, and
coding before transmission [6,27,28,54]. Although sam-
pling and quantization of sensor signals have already re-
ceived considerable attention in networked control sys-
tems, the coding-decoding procedure (CDP) has not re-
ceived much attention and this is particularly true for
the SMF issues.

The CDP is designed to implement the conversion be-
tween numeric data and codewords consisting of 0 and
1, where the coding intends to map numeric data to spe-
cific codewords, while the decoding aims at restoring the
codewords to the original numerical data as accurately
as possible according to certain rules. In recent years,
the coding-decoding communication scheme has drawn
much research attention due to its irreplaceable role in
the digital communication [14, 17, 20, 23, 39, 51, 53]. It
should be pointed out that in most relevant literature
on coding-decoding communication, a common assump-
tion is that parameters of the CDP maintain the same
for all system states/outputs of interest. Unfortunately,
such an assumption is not always reasonable as different
components of the state/output vector may have differ-
ent requirements for data resolution in practice. For in-
stance, the alphabet of a larger size is more suitable for
components requiring high-accuracy data.

Although the component-based CDP (CBCDP) is more
practical for networked systems, its wide application in
practice still confronts several challenges. In the exist-
ing CDPs, a decoder only needs to decode the informa-
tion from the corresponding coder. Comparatively, in
the case of the CBCDP, the decoder is required to re-
ceive and decode messages from different sensors. Con-
sequently, it is required that the CBCDP should endow
the decoder with the ability to decode the codewords
from different coders. However, up to now, the SMF is-
sue under CBCDP has not been properly examined yet.
Therefore, it is the primary motivation of this paper to
study the SMF problem with the CBCDP.

In digital communication networks, the bit rate is de-
fined as the number of bits transmitted over a digital
communication network per second, and is a critical
measure for characterizing the network bandwidth. For
a typical network system with multiple nodes, although
the total bit rate of the network is large, each node is
usually allocated with only a small portion of the total
bite rate, and this leads to the inevitable bit rate con-
straints. Consequently, the side-effect of limited bit rate
has become a critical issue and has attracted much re-
search interest in the field of networked systems. Initial
research on this issue has focused on finding out how the
constrained bit rate affects the system dynamics [26]. For

example, the connections between the minimum bit rate
(that ensures system stability) and the unstable eigen-
value (of the open-loop system), known as the data rate
theorem, have been uncovered in [24, 25, 37, 43] for var-
ious systems. However, little attention has been paid to
quantitatively model the degree of network constraint,
not to mention the case where the impact from the net-
work constraints on the SMF performance is quantita-
tively analyzed. This constitutes the second motivation
of our present investigation.

Based on the above discussions, it can be concluded
that the SMF problem for networked systems with con-
strained bit rate remains open due to the following three
main challenges: 1) how to construct a mathematical
model accounting for not only the bandwidth limits of
the entire network but also the bandwidth allocation for
each node? 2) how to develop a CBCDP to fit the need of
real networks? and 3) how to design the filter parameter-
s according to certain SMF performance requirements?
These identified challenges motivate us to find satisfac-
tory answers.

In this paper, we endeavor to deal with the SMF problem
for discrete time-varying systems with constrained bit
rate. The primary contributions are summarized from
the following four aspects.

(1) For the SMF problem with limited communication
bandwidth, a bit rate constraint model is, for the
first time, introduced to characterize the bandwidth
allocation of the network.

(2) A component-based coding-decoding scheme is de-
veloped to enable each node to decode information
from different nodes.

(3) The SMF problem is investigated for the discrete
time-varying systems with a component-based
coding-decoding strategy and the desired param-
eters of the set-membership filter are obtained by
solving a mixed-integer nonlinear programming
(MINP) problem with the bit rate as a co-design
parameter.

Notation: In this paper, Rn and Rn×m stand for n
dimensional Euclidean space and the set of n ×m real
matrices, respectively. N, N+, and R denote the sets of
non-negative integers, positive integers, and real num-
bers, respectively. diagN{Ai} and colN (ei) denote diag-
onal block matrix diagN{A1, A2, · · · , AN} and column

vector
[

eT1 , e
T
2 , · · · , e

T
N

]T
, separately. M ⊕N represents

the elementwise sum of the sets M and N . The notation
X > Y (X ≥ Y ) denotes that X − Y is positive definite
(semi- positive definite), where X and Y are symmetric
matrices. For any z ∈ Rn, zT and ‖z‖2 are its transpose
and its Euclidean norm.
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2 Problem Formulation and Preliminaries

2.1 System description

Consider the following discrete time-varying system:

xk+1 = Akxk +Bkwk (1)

where xk ∈ Rnx is the state vector of the plant,
wk ∈ R

nw refers to the process disturbance signal,
Ak ∈ Rnx×nx and Bk ∈ Rnx×nw are time-varying
matrices. Before proceeding further, we introduce the
following assumption.

Assumption 1 The initial state x0 satisfies the follow-
ing condition:

x0 ∈ E(x̂0|0, P0|0)

, {x0 ∈ R
nx : (x− x̂0|0)

TP−1
0|0 (x − x̂0|0) ≤ 1}

(2)

where x̂0|0 is the estimation of the initial state and E(b,Q)
represents an ellipsoidal set with the center b and the
shape matrxi Q > 0.

Without loss of generality, we assume that the sensors
measuring the system states are divided into ny sensor
nodes according to their spatial distribution. In this case,
the measurements are described as



















y1,k =C1,kxk +D1,kvk
y2,k =C2,kxk +D2,kvk

...
yny,k =Cny,kxk +Dny,kvk

(3)

where yi,k ∈ R (i ∈ N+
ny

, {1, 2, · · · , ny}) means the
one-dimensional measurement output of sensor i, vk ∈
Rnv refers to the measurement noises, Ci,k ∈ R1×nx and
Di,k ∈ R1×nv are time-varying matrices.

Assumption 2 The process noise wk and the measure-
ment noise vk are unknown but confined to the following
ellipsoidal sets:

{

Wk ∈ E(0,Wk) , {wk ∈ R
nw : wT

k W
−1
k wk ≤ 1}

Vk ∈ E(0, Vk) , {vk ∈ R
nv : vTk V

−1
k vk ≤ 1}

(4)

where Wk and Vk are known positive definite matrices
with appropriate dimensions.

2.2 The description of bit rate

In this paper, the information is transmitted via the
noise-free wireless digital communication network under
constrained bit rate. The bit rate of the whole network is
usually limited due to resource constraints on the under-
lying hardware and network environment. Accordingly,

only a fraction of the total bit rate is allocated to each
node according to certain allocation rules. The model of
bit rate constraint can be expressed as follows:

Rs ≥

ny
∑

i=1

Ri (5)

where Rs ∈ N+ represents the total available bit rate
determined by the network device and Ri ∈ N denotes
the allocated bit rate of sensor node i.

Remark 1 In a typical networked system, the media ac-
cess control (MAC) protocol accounts for the allocation
of communication bandwidths and plays a critical role in
the operation of the entire network. The design princi-
ple of MAC is to allocate the communication resources
among network nodes in a fair and efficient manner.
Based on the way that network resources are allocat-
ed among nodes, MAC protocols can be categorized in-
to two types: the competition-based MAC and allocation-
based MAC protocols [33,48]. It has been evidenced that,
compared with the competition-based MAC protocols, the
allocation-based MAC protocols (which allocate each n-
ode’s available bandwidth according to a specific rule) are
more effective in reducing packet collision in large-scale
networks [1,30]. Therefore, in this paper, we consider the
case that the available bit rate for each node is allocated
by a allocation protocol satisfying (5).

2.3 CBCDP under constrained bit rate

To comply with the digital communication fashion, a
coding-decoding strategy subject to constrained bit rate
condition (5) is presented in this subsection. By using a
coder, the measurement of each accessible node is coded
as a string of binary codes selected from the alphabet
ARi of size 2Ri .

In practice, different components of the state/output
vector may have different data resolution requirements.
As such, a CBCDP is designed in this paper.

1) Coding procedure of sensor node i.

00 11 11 0 1 00 00 11 00 11 00 11 00 11 00 11 11 00 11 11 00 11 00 11 00 11 11 11 00 1 0

Fig. 1. The bits allocation of sensor node i

In the coding procedure, the node label i (the simpli-
fied IP address) and the measurement data yi,k are in-
troduced into the codeword, respectively. As such, each
sensor node’s available bits are divided into two parts
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defined by header βi1 and data code βi2 at each cod-
ing instant k. The number of bits allocated to code the
header part βi1 is defined as:

Ri,p = ⌈log2 ny⌉ (6)

where ny is the number of sensor nodes measuring the
system state, and ⌈log2 ny⌉ is the minimum integer
greater than or equal to log2 ny, which denotes the min-
imum number of bits required to represent the integer
ny by binary coding. An integer si0 is determined by
binary encoding with ⌈log2 ny⌉ bits, which is also the

first element of the codeword YRi

i,k to be defined later.
Noting that once ny is determined, the number of bits
used to describe the first part of each node stays the
same, which suggests that

R1,p = R2,p = · · · = Rny,p , Rp = ⌈log2 ny⌉. (7)

Remark 2 In contrast to the existing coding method-
s [23, 39, 53], we spent Rp bits to code the labels of the
nodes. With this procedure, although the resolution of the
transmitted data degrades, the effectiveness of the decod-
ing procedure is guaranteed with the specific requirement
that the decoder is able to decode messages from different
nodes.

In view of (6) and (7), the number of available bits for
the data code part βi2 is given as

Ri,d = Ri −Rp = Ri − ⌈log2 ny⌉ (8)

which determines the maximum number of quantization
levels.

The following uniform quantizer is introduced in this pa-
per to facilitate the CBCDP. For the quantizer of sensor
node i, given a scaling parameter bi > 0, the quantiza-
tion region is identified subsequently by Bbi = {yi ∈ R :
|yi| ≤ bi}. By choosing an integer qi as the quantization
level, the Bbi will be partitioned into qi intervals I

i
si
1

(bi),

with si1 ∈ {1, 2, · · · , qi} and

Ii1(bi) ,

{

yi | −bi ≤ yi < −bi +
2bi
qi

}

Ii2(bi) ,

{

yi | −bi +
2bi
qi

≤ yi < −bi +
4bi
qi

}

...

Iiqi(bi) ,

{

yi | bi −
2bi
qi

≤ yi ≤ bi

}

. (9)

Algorithm 1 Coding procedure of sensor i

◮ Step 1. Given measurement yi,k, allocated bit rate
Ri, the number of sensors ny, and the scaling pa-
rameter bi.

◮ Step 2. Calculate the value of Ri,p from equation
(7).

◮ Step 3. Calculate the value of Ri,d from equation
(8).

◮ Step 4. Obtain the first component si0 of the code-
word by using the node label.

◮ Step 5. Calculate the largest number of quantiza-
tion levels qim based on equation (10).

◮ Step 6. Obtain an integer si1 such that yi,k ∈
Ii
si
1

(bi).

◮ Step 7.Obtain and output the codeword YRi

i,k with

the form of [si0, s
i
1].

For the uniform quantizers described above, in order to
ensure that the information corresponding to each inter-
val is uniquely coded, the maximum number of quanti-
zation levels is defined as:

qim = 2Ri,d = 2Ri−Rp . (10)

Then, for each Bbi , the center of the interval Ii
si
1

(bi) is

denoted by

~
i
bi
(si1) , −bi +

[((

2si1 − 1
)

bi
)

/2Ri,d
]

. (11)

Hence, for any yi ∈ Bbi , there exists a certain integer
si1 ∈ {1, 2, · · · , qi} such that yi ∈ Ii

si
1

, which satisfies the

following inequality:

|yi − ~
i
bi
(si1)| ≤

bi
2Ri,d

. (12)

The integer si1 is the remaining fraction of the codeword
in the coding procedure.

In summary, for yi,k ∈ Ii
si
1

(bi) ⊂ Bbi , the following code-

word is generated

YRi

i,k =
[

si0, s
i
1

]

(13)

where si0 refers to the sensor node label and si1 represents
the data measured by sensor node i. The detailed coding
procedure is presented in Algorithm 1.

2) Decoding procedure.

For any codeword YRx

x,k = [sx0 , s
x
1 ] received from a sensor

node, the node label ls is firstly extracted by the follow-
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ing procedure:

ls ,
[

sx0 sx1

]





1

0



 . (14)

When the first component of Y
Rls

ls,k
is identified, the data

part can be decoded by using the corresponding alphabet
ARls embedded in the decoder. In addition, the output
of the decoder is defined as

y̆i,k = ~
ls
bls

(sls1 ) = −bls +
[((

2sls1 − 1
)

bls

)

/2Rls

]

.

(15)

The decoding procedure is shown in detail in Algorithm
2.

Algorithm 2 Decoding procedure

◮ Step 1. If there is a codeword Y
Rj

j,k , j =
1, 2, · · · , ny, then go to the next step, else go to
Step 6.

◮ Step 2. Extract the node label ls via equation (14).

◮ Step 3. Obtain the parameters bls and qlsm by
looking up the corresponding code alphabet.

◮ Step 4. Obtain the decoded measurement y̆j,k by
(15).

◮ Step 5. If there is another codeword Y
Rj

j,k , j =
1, 2, · · · , ny, then go to Step 2, else go to Step 6.

◮ Step 6. Stop.

2.4 Decoded-measurement-based SMF

Denoting Ck , colny
(Ci,k), Dk , colny

(Di,k) and yk ,

colny
(yi,k), the measurement (3) of time-varying system

(1) is rearranged as:

yk = Ckxk +Dkvk. (16)

Based on the CBCDP proposed in subsection 2.3, the re-
mote filter is capable of receiving measurements with the
following form at time instant k from ny sensor nodes:

y̆k =

















−b1 +
[((

2s11 − 1
)

b1
)

/2R1,d
]

−b2 +
[((

2s21 − 1
)

b2
)

/2R2,d
]

...

−bny
+
[((

2s
ny

1 − 1
)

bny

)

/2Rny,d
]

















. (17)

Fig. 2. Schematic of filtering problem subject to CBCDP

Let di,k , y̆i,k−yi,k be the decoding error of sensor node

i and dk , y̆k − yk = colny
(di,k). It follows from (12)

and (17) that

dTi,kdi,k ≤
b2i

(2Ri−⌈log2 ny⌉)2
, d̄i,k (18)

dTk dk ≤

ny
∑

i=1

b2i
(

2Ri−⌈log2 ny⌉
)2

(19)

and dk ∈ E(0, d̄k) with d̄k = diag{d̄1,k, d̄2,k, · · · , d̄ny,k}.

In this paper, the set-membership filtering for time-
varying system (1) with constrained bit rate condition
(5) is investigated by using decoded measurements. The
schematic structure is shown in Fig. 2.

The two main objectives of this article are stated as
follows.

(1) For the time-varying system (1), let the set of bit
rate Ri ∈ N+ (i = 1, 2, · · · , ny) be given. Our first
objective is to design a recursive SMF scheme with
predictioncorrection structure that employs the de-
coded measurement such that the target state xk

lies in

E(x̂∗
k|k , P

∗
k|k)

={xk ∈ R
nx : (xk − x̂∗

k|k)
T (P ∗

k|k)
−1(xk − x̂∗

k|k) ≤ 1}

(20)

with x̂∗
k|k and P ∗

k|k are two parameters to be de-

signed.
(2) An optimization problem is to be investigated to

minimize Pk|k in the sense of matrix trace at each
time instant where the available bit rate of each
node is designable.

3 Main Results

Based on the established CBCDP under the constrained
bit rate, in this section, a decoded-measurement-based
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set-membership filter is first designed to estimate the el-
lipsoid of the system state. Subsequently, the filter pa-
rameters and the bit rate allocation protocol are recur-
sively obtained by solving an optimization problem. Be-
fore proceeding further, the following lemma is recalled
to facilitate the derivation of our main results.

Lemma 1 For an ellipsoid z ∈ E(b,Q), the affine trans-
formation z 7→ Bz + c with known matrices B and vec-
tors c is also an ellipsoid and satisfies

Bz + c ∈ BE(b,Q) + c = E(Bb+ c, BQBT ).

Lemma 2 The elementwise sum of given ellipsoids
E(bi, Qi) (i = 1, 2, · · · ,m) can be enveloped by a bounded
ellipsoid

E(b1, Q1)⊕ E(b2, Q2)⊕ · · · ⊕ E(bm, Qm) ⊆ E(b,Q).

with the center b =
∑m

i=1 bi and the shape matrix

Q =

(

m
∑

i=1

αi

)(

m
∑

i=1

α−1
i Qi

)

∀αi > 0.

3.1 Design of decoded-measurement-based SMF

In the following theorem, a decoded-measurement-based
recursive SMF which features a predictioncorrection
structure, is proposed to estimate the ellipsoid of the
system state.

Theorem 1 Consider the bit rate condition (5) and
the CBCDP described in Algorithms 1 and 2. Sup-
pose that the system state xk lies in the ellipsoid
E(x̂∗

k|k, P
∗
k|k) and the positive integers Rs, Ri (i ∈ N+

ny
)

be given. The system state xk+1 obtained by (1) with
decoded measurements y̆k is enclosed in the ellipsoid
E(x̂k+1|k+1, Pk+1|k+1) with the following parameters:

x̂k+1|k+1 = x̂k+1|k +Kk+1ēk+1

Pk+1|k+1 = Πk+1(I −Kk+1Ck+1)Pk+1|k (21)

where

ēk+1 =y̆k+1 − Ck+1x̂k+1|k, x̂k+1|k = Akx̂
∗
k|k

Pk+1|k =(1 − λk)
−1AkPk|kA

T
k + λ−1

k BkWkB
T
k

Ξk+1 =µ−1
k+1D̆k+1 + Ck+1Pk+1|kC

T
k+1

Πk+1 =1 + µk+1 − ēTk+1Ξ
−1
k+1ēk+1

Kk+1 =Pk+1|kC
T
k+1Ξ

−1
k+1 (22)

with any µk+1 > 0 and λk ∈ (0, 1).

Proof: First, it follows from Lemma 1, Lemma 2 and
system dynamics (1) that

xk+1 = Akxk +Bkwk

∈ E(Akx̂k|k, AkPk|kA
T
k )⊕ E(0, BkWkB

T
k )

⊆ E(x̂k+1|k ,Φ(Pk|k,Wk, λk)) (23)

with

Φ(Pk|k,Wk, λk) = (1−λk)
−1AkPk|kA

T
k +λ−1

k BkWkB
T
k .

Therefore, it can be concluded that

xk+1 ∈ E(x̂k+1|k, Pk+1|k). (24)

Next, the decoded measurement y̆k+1 is applied to es-
tablish the parameters for the ellipsoid in (24). One can
obtain from (3) and (17) that

y̆k+1 − Ck+1xk+1

=yk+1 + dk+1 − Ck+1xk+1

=Dk+1vk+1 + dk+1 = D̃k+1D̄k+1 ∈ E(0, D̂k+1) (25)

with D̃k+1 = [Iny
, Dk+1], D̄k+1 = [dTk+1, vTk+1]

T , and

D̂k+1 = diag{d̄k+1, Vk+1}. Then, all possible values of
xk+1 that are compatible with the decoded measure-
ments could be constrained to the set

Xk+1 =
{

xk+1|Ck+1xk+1 ∈ E(y̆k+1, D̆k+1)
}

(26)

with D̆k+1 = D̃k+1D̂k+1D̃
T
k+1. It is obvious that xk+1 ∈

E(x̂k+1|k, Pk+1|k) ∩ Xk+1. Thus, the design of the set-
membership filter for the system state xk+1 turns into
the determination of x̂k+1|k+1 and Pk+1|k+1 in the fol-
lowing set

Uset(xk+1)

,
{

xk+1|xk+1 ∈ E(x̂k+1|k, Pk+1|k), xk+1 ∈ Xk+1

}

⊆E(x̂k+1|k+1, Pk+1|k+1) (27)

where E(x̂k+1|k+1 , Pk+1|k+1) is the outer approximation-
s of E(x̂k+1|k, Pk+1|k) ∩ Xk+1. To solve the parameters
mentioned above, we build the following auxiliary set

Aset(xk+1)

,
{

xk+1|
(

xk+1 − x̂k+1|k

)T
P−1
k+1|k

(

xk+1 − x̂k+1|k

)

+ µk+1 (Ck+1xk+1 − y̆k+1)
T
D̆−1

k+1

× (Ck+1xk+1 − y̆k+1) ≤ 1 + µk+1} (28)

for any µk+1 ≥ 0. It follows from the results of [31]
that Uset(xk+1) ⊆ Aset(xk+1). Furthermore,Aset(xk+1)
satisfies the following form:

Aset(xk+1) ⊆ E(m̂k+1, Ŝk+1) (29)
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where m̂k+1 represents the midpoint with the form:

m̂k+1 = x̂k+1|k + µk+1R
−1
k+1C

T
k+1D̆

−1
k+1ēk+1 (30)

and Ŝk+1 refers to the shape matrix with the form:

Ŝk+1 = γ2
k+1R

−1
k+1 (31)

with

Rk+1 =P−1
k+1|k + µk+1C

T
k+1D̆

−1
k+1Ck+1

γ2
k+1 =− µk+1y̆

T
k+1D̆

−1
k+1y̆k+1

− x̂T
k+1|kP

−1
k+1|kx̂k+1|k

+̟T
k+1R

−1
k+1̟k+1 + 1 + µk+1

̟k+1 =P−1
k+1|kx̂k+1|k + µk+1C

T
k+1D̆

−1
k+1y̆k+1. (32)

Applying the matrix inverse lemma, it is readily seen
that

R−1
k+1 =Pk+1|k − Pk+1|kC

T
k+1Ξ

−1
k+1Ck+1Pk+1|k

=(I − Pk+1|kC
T
k+1Ξ

−1
k+1Ck+1)Pk+1|k

=(I −Kk+1Ck+1)Pk+1|k (33)

Ξ−1
k+1 =µk+1D̆

−1
k+1 − µ2

k+1D̆
−1
k+1Ck+1R

−1
k+1C

T
k+1D̆

−1
k+1.
(34)

In view of the above discussions, one has

K−1
k+1 =Pk+1|kCk+1Ξ

−1
k+1

=µk+1Pk+1|kCk+1D̆
−1
k+1

− µ2
k+1Pk+1|kCk+1D̆

−1
k+1Ck+1R

−1
k+1C

T
k+1D̆

−1
k+1

=µk+1Pk+1|k(Rk+1 − µk+1C
T
k+1D̆

−1
k+1Ck+1)

×R−1
k+1C

T
k+1D̆

−1
k+1

=µk+1R
−1
k+1C

T
k+1D̆

−1
k+1 (35)

which means that the midpoint satisfies

m̂k+1 = x̂k+1|k +K−1
k+1ēk+1 , x̂k+1|k+1. (36)

Moreover, the parameter γk+1 can be rewritten in a sim-
ilar way to the result of [31] as

γk+1 =
√

1 + µk+1 − ēTk+1Ξ
−1
k+1 ēk+1. (37)

By integrating what are described in (28)-(37), we can
obtain the required ellipsoid (21), and the proof is thus
complete.

Remark 3 In Theorem 1, a decoded-measurement-
based recursive SMF with prediction step (24) and cor-
rection step (26) is provided to estimate the system state
subject to the CBCDP. It should be noted that all the
key elements leading to the complexity in filter design
have been covered in Theorem 1 which include 1) time-
varying parameters of the system; 2) the allocated bit
rate of each sensor node; and 3) the parameters related
to the component-based coding-decoding strategy. In the
following sections, we will further explore the co-design
issue of the bit rate allocation protocol and the filter
parameter to improve the SMF performance.

3.2 Co-design of decoded-measurement-based set-
membership filter and bit rate allocation protocol

It can be found from Theorem 1 that the set of the allo-
cated bit rate Ri (i ∈ N+

ny
) plays a vital role in (21). On

the other hand, the available bit rates are designable pa-
rameters assigned by the MAC protocol in response to
the required performance. Therefore, the co-design issue
of the bit rate allocation protocol and filter parameters
will be the emphasis of the remainder of this paper. The
following minimization problem subject to variable Ri

(i ∈ N+
ny
) is proposed to deal with the co-design issue.

OP : The optimization problem is to minimize the el-
lipsoid constraint Pk (in the sense of the matrix trace)
for the most accurate filtering performance under bit rate
constraint condition (5) with known total available bit
rateRs and variable allocated bit rate Ri. Such a problem
is addressed in Theorem 2.

Theorem 2 Consider bit rate condition (5), system (1),
and the CBCDP described in Algorithms 1 and 2. Suppose
that the system state xk lies in the ellipsoid E(x̂∗

k|k, P
∗
k|k)

and the positive integers Rs be given. The system s-
tate xk+1 obtained by (1) is enclosed in the ellipsoid
E(x̂k+1|k+1, Pk+1|k+1) with the parameters described in

(21), where positive integers Ri (i ∈ N+
ny
) are the solu-

tion to the following OP:

min
Pk+1,Kk+1, ~Rk+1

Trace{Pk+1}

s.t. (5), (21)

0 ≤ Ri,k+1 ≤ Rs

Ri,k+1 ∈ N, i = 1, 2, · · · , ny

(38)

where ~Rk+1 = {R1,k+1, R2,k+1, · · · , Rny,k+1}.

Note that the presented co-design problem in Theorem
2 is an MINP problem which is difficult to be solved due
to the integer constraints of Ri and the nonlinear term
in equality constraints (21).
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Start

Initialize the parameters of the PSO algorithm

Evaluate the fitness of each individual particle 
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Update pb and gb

Update the velocity and position of all the 

particles according to (40) and (41)

t=t+1

If t reaches the 

maximum iteration

End

No

Yes

Fig. 3. Flowchart of the PSO-Assisted co-design algorithm

To cope with such an MINP problem, an algorithm that
combines the PSO and Kalman-like recursive filtering
algorithm is presented in the following stage. For the
optimization problem (38) with constraints, we first in-
troduce a penalty function that transforms (38) into the
following form:

min
Pk+1,Kk+1, ~Rk+1

Trace{Pk+1}+ fp(R)

s.t. (21)

Ri,k+1 ∈ N, i = 1, 2, · · · , ny

(39)

where fp(R) = max
{

0,
∑ny

i=1 Ri,k+1 −Rs

}

is the penal-
ty function withR = [R1,k+1, R2,k+1, · · · , Rny,k+1]. The
fitness function of PSO is defined as Trace{Pk+1} +
fp(R).

Denote vi = [vi,1,vi,2, · · · ,vi,ny
] and Ri = [Ri,1,Ri,2,

· · · ,Ri,ny
] as the velocity and the position of the particle

i, respectively. The velocity and the position updating
equations of particle i are given as follows:

vi(t+ 1) =wvi(t) + c1r1 (pi(t)−Ri(t))

+ c2r2 (gb(t)−Ri(t)) (40)

Ri(t+ 1) =Ri(t) + vi(t+ 1) (41)

where t is the iteration number, pi represents the his-
torical individual best position (pb) for particle i, and gb
bespeaks the historical global best position for the en-
tire swarm, c1 and c2 refer to the cognitive acceleration
coefficient and the social acceleration coefficient, sepa-
rately, w denotes the inertia weight. Keeping in mind
that the PSO algorithm in this paper is designed to solve
the MINP problem with integer variables Ri, the initial
position and velocity of the particle, as well as the pa-
rameters c1, c2 and w are all selected as integers in the
algorithm. Moreover, r1 and r2 are two integers that are
chosen randomly from 1 or 2.

From the flowchart depicted in Fig. 3, it can be seen that
the first step is to initialize the parameters of the PSO
algorithm, including NS , NI , c1, c2, w, along with the
velocity Vi, the position Ri and the initial pi of each
particle. The second step is to evaluate each particle’s
fitness function F(Ri) by computing the equations (21).
If the equations (21) is infeasible, the value of the fit-
ness will be artificially assigned a sufficiently large value
(104 in this paper) to mitigate the influence of the rel-
evant particles on the particle swarm. The third step is
to update the qb by choosing the smaller one between
F(Ri) and F(pi) and to update the gb by choosing the
minimum fitness value in the swarm. The fourth step is
to update the velocity and the position of each particle
by the given updating equations (40) and (41). Each it-
eration repeats the process from the second step to the
fourth step until the maximum number of iterations is
reached. Then, select the gb as the parameters of bit rate
allocation protocol. At last, based on the selected bit
rate protocol, parameters of the set-membership filter
are produced by computing the equations (21).

Remark 4 As a matter of fact, the bit rate allocation
protocol is a problem-dependent parameter that can be
designed according to different application requirements.
On the other hand, it can be readily observed from Theo-
rem 1 that the parameters Ri (i ∈ N+

ny
) play a significant

role in the design of the set-membership filter. Therefore,
Theorem 2 investigates the co-design problem of the bit
rate allocation protocol and the filter parameters. Such a
co-design problem is further transformed into an MINP
problem that can be well solved by combining the PSO al-
gorithm and the Kalman-like recursive filtering algorith-
m. The complexity of PSO-Assisted co-design algorithm
is NSNIO((1+nx+nw+nv+ny), which is determined
by the PSO algorithm and the Kalman-like recursive fil-
tering algorithm. Fortunately, with the increase in com-
puter computing power and the accelerated developmen-
t of PSO technology, the problems of the computational
burden and the local extremes of the algorithm in online
mode are promising to be well solved.

Remark 5 In this paper, the SMF problem is investi-
gated for discrete time-varying systems with constrained
bit rate. The bandwidth limitation of the communication
network is characterized by introducing a bit rate con-
straint model (5). A CBCDP is proposed to meet the re-
quirements of the decoder for decoding messages from dif-
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ferent components, and a design method is later proposed
in Theorem 1 to compute the decoded-measurement-based
set-membership filter. In order to further reduce the fil-
tering error, a co-design procedure of the bit rate protocol
and filter parameters is presented in Theorem 2.

Remark 6 This paper represents the first attempt to
investigate the SMF problems for time-varying system-
s with unknown-but-bounded noises and CBCDP within
a digital communication network framework. Compared
to the existing literature, the main novelties of our cur-
rent results lie in 1) the established bit rate condition,
which relies on the bandwidth allocation protocol, is new
in the sense of characterizing the bandwidth limit of the
communication network for the addressed SMF problem;
2) the proposed component-based coding-decoding strate-
gy is new, which makes it possible for the filter to decode
information from each sensor; and 3) the design algo-
rithms for the set-membership filter parameters are new
through solving an MINP problem with the bit rate as a
co-design parameter.

Remark 7 From the methodological viewpoint, we
would like to clarify that a) the proposed coding method
is new in that Rp bits are utilized to code the labels of the
nodes in the component-based coding-decoding scheme;
b) the proposed decoding method is new in that specific
requirements on the decoding procedure can be guaran-
teed so that the decoder is able to decode messages from
different nodes; and c) the co-design method is new for
the interdisciplinary problem crossing communication
and filtering areas.

4 Numerical Example

In this section, two numerical examples are provid-
ed to demonstrate the validity of the proposed set-
membership filtering scheme for systems (1) subject to
CBCDP and bit rate constraints.

The time-varying system (1) is considered in this section
with the following parameters:

Ak = 0.1









A11,k −0.1 A13,k

0.42 A22,k 0.25

−0.2 A32,k 0.8









, Bk =









0.6

0.6

0.9









A11,k = 0.85 + sin(0.5k)

A13,k = −0.1 + 4 sin(0.5k)

A22,k = 0.7 + sin(0.4k)

A32,k = −0.2 + 2 cos(0.4k).

The sensors of this system is categorized into 2 sensor

nodes and its measurement model is given below.



























y1,k =
[

0.3 + 0.2 sin(0.3k) 0.21 0.3
]

xk

+ (0.3 + 0.1 sin(0.3k))vk

y2,k =
[

−0.09 0.3 0.3 + 0.1 cos(0.4k)
]

xk

+ (0.4 + 0.2 sin(0.4k))vk.

The noises are selected to be wk = 0.6 sin(0.3k) and
vk = 0.1 sin(0.2k). Then, W and V can be chosen as
0.36 and 0.01, respectively. It can then be readily verified
that wk and vk belong to the set of ellipsoids defined
in (4). Let the initial state of system and filter be x0 =
[2, −2, −2], x̂0 = [0, 0, 0]. The initial constraint is set
to be P0 = diag{16, 16, 16}. Then, it can also be verified
that the provided initial conditions satisfy Assumption
1. The parameter λ is set as [9], µ is set to be µ = 30.

For the coding procedure outlined in Algorithm 1, the
scaling parameters are selected to be b1 = 0.8 and b2 =
0.5. In the following, two cases are given to prove the
validity of the set-membership filter design method pro-
posed in this paper.

Case 1: Filtering effects of Theorem 1 and Theorem 2.

This case illustrates the effects of Theorem 1 and Theo-
rem 2 on designing the set-membership filter, including
the effects on the upper bound and the effects on the fil-
tering error. The total bit rate is assumed to be Rs = 16
bps. The available bit rate of each sensor node is allocat-
ed as R1 = 3 and R2 = 13 in Theorem 1. In Theorem 2,
the available bit rate is determined by solving (39) and
the detailed parameters are shown in Table 1.

Table 1
The bit rate allocation of node 1 and node 2

k 1 · · · 7 · · · 13 · · · 19 · · · 21 · · · 30

R1 9 · · · 8 · · · 9 · · · 8 · · · 6 · · · 8

R2 7 · · · 8 · · · 7 · · · 8 · · · 7 · · · 8

The simulation results are depicted in Figs. 4-9, where
Figs. 4-6 depict the trajectories of system states and
their estimates under Theorem 1 and Theorem 2; Figs.
7-9 plot their upper bounds and lower bounds under
Theorem 1 and Theorem 2. From Figs. 4-6, we observe
that the state trajectories of the filter obtained by solv-
ing the Theorem 2 are more close to the trajectories
of the true state in most of the time. It can be readi-
ly observed from Figs. 7-9 that by applying Theorem 2,
one can obtain smaller bounds in most of the time com-
pared to Theorem 1. The simulation results confirm the
following two aspects: 1) the SMF performance can be
satisfied by solving Theorem 1 and Theorem 2; and 2)
a better filtering performance can be obtained through
the proposed co-design problem (Theorem 2).
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Fig. 4. The trajectories of x1,k and x̂1,k subject to Theorem
1 and Theorem 2
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Fig. 5. The trajectories of x2,k and x̂2,k subject to Theorem
1 and Theorem 2
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Fig. 6. The trajectories of x3,k and x̂3,k subject to Theorem
1 and Theorem 2
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Fig. 7. The upper and lower bounds of state x̂1,k subject to
Theorem 1 and Theorem 2
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Fig. 8. The upper and lower bounds of state x̂2,k subject to
Theorem 1 and Theorem 2

Case 2: Effect of total available bit rate Rs on filtering
performance.

This case is intended to clarify the effect of the total
available bit rate on the design of the set-membership
filter. First, four simulations are carried out with total
bit rates of Rs = 8 bps, Rs = 16 bps, Rs = 32 bps, and
Rs = 64 bps, respectively. The average filtering error ēk
under different available bit rate Rs are shown in Fig.
10, where ēk =‖ ek ‖2 /n, and n is the simulation run
length (n = 30 in this paper). Two observations can
be obtained from Fig. 10: 1) as the available bit rate
increases, the filtering error becomes smaller; 2) when
the bit rate increases to a certain level, its effect on the
filtering error becomes smaller.

Next, two simulations are conducted with Rs = 8 bps
and Rs = 16 bps, respectively. The available bit rate of
each sensor node is allocated by an average allocation
protocol, i.e., R1 = R2 = Rs

2
= 4 bps in case Rs = 8

10



0 5 10 15 20 25 30
-3

-2

-1

0

1

2

3

Fig. 9. The upper and lower bounds of state x̂3,k subject to
Theorem 1 and Theorem 2
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Fig. 10. The average filtering errors ēk with Rs = 8 bps,
Rs = 16 bps, Rs = 32 bps, and Rs = 64 bps

bps and R1 = R2 = Rs

2
= 8 bps in case Rs = 16 bps.

The corresponding simulation results are shown in Figs.
11-13, which depict the filtering errors and their upper
bounds under different available bit rate. It can be read-
ily seen from Figs. 11-13 that one can obtain lower up-
per bounds and lower filtering errors in most of the time
under the condition Rs = 16 bps. This is reasonable be-
cause a higher bit rate allows us to provide more quanti-
zation levels in the design of the coding procedure, which
will result in lower decoding errors. As a result, the mea-
surements can be restored more completely at the re-
ceiver for filter design, thereby improving the filtering
performance.

5 Conclusions

In this paper, we have investigated the SMF problem for
a discrete time-varying systemwith constrained bit rate.
A bit rate constraint has been introduced to characterize
the limits of the network bandwidth and the allocation
of each node. A CBCDP procedure has been proposed
to guarantee the uniqueness of the coding-decoding pro-
cedure. After establishing the CBCDP under the con-
strained bit rate condition, a decoded-measurements-
based recursive filter has been developed to estimate the
plant subject to the unknown-but-bounded noises. The
design issue of the filter has been addressed by solving
an OP, which is an MINP problem with the bit rate as a
co-design parameter. The effectiveness of the proposed
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Fig. 11. The filtering errors ‖e1,k‖2 and the upper bounds
subject to different bit rate
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Fig. 12. The filtering errors ‖e2,k‖2 and the upper bounds
subject to different bit rate

filter design scheme has been illustrated through two nu-
merical cases. Finally, we may extend the results of this
paper to other kinds of filtering problems (e.g. moving
horizon estimation [8, 35]), and this gives us future re-
search topics.
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