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Abstract— Molecular communication (MC) aims to use 
signaling molecules as information carriers to achieve com-
munication between biological entities. However, MC sys-
tems severely suffer from inter symbol interference (ISI) 
and external noise, making it virtually difficult t o obtain 
accurate mathematical models. Specifically, the mathemat-
ically intractable channel state information (CSI) of MC 
motivates the deep learning (DL) based signal detection 
methods. In this paper, a modified t emporal convolutional 
network (TCN) is proposed for signal detection for a special 
MC communication system which uses magnetotactic bac-
teria (MTB) as information carriers. Results show that the 
TCN-based detector demonstrates the best overall perfor-
mance. In particular, it achieves better bit error rate (BER) 
performance than sub-optimal maximum a posteriori (MAP) 
and deep neural network (DNN) based detectors. However, 
it behaves similar with the bidirectional long short term 
memory (BiLSTM) based detector that have been previ-
ously proposed and worse than the optimal MAP detector. 
When both BER performance and computational complex-
ity are taken into account, the proposed TCN-based detec-
tor outperforms BiLSTM-based detectors. Furthermore, in 
terms of robustness evaluation, the proposed TCN-based 
detector outperforms all other DL-based detectors.

Index Terms— Deep Learning, Magnetotactic Bacteria, 
Molecular Communication, Quorum Sensing, Signal Detec-
tion, Temporal Convolutional Network.

I. INTRODUCTION

In contrast to conventional communication systems, molec-
ular communication (MC) encodes information into specific
characteristics of signaling molecules, such as number, type,
and time of release [1], which is a promising candidate for
reliable communication between nanomachines. In MC, the
transmitter releases the signaling molecules, which would then
propagate in the medium and some of the molecules may arrive
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at the receiver. Due to the advantages in terms of biocompat-
ibility, minimal invasiveness and energy efficiency, MC has
potential applications in multiple areas such as biomedical
field (e.g., targeted drug delivery and tissue regeneration),
environmental area (e.g., quality control), military applications
(e.g., multifunctional equipment), and can be considered as an
effective complement of the EM-based communications [2].

For both mathematical modeling and experimental deploy-
ment of MC systems, the reliable recovery of transmitted
signals at the receiver is crucial. In particular, the information
symbols or sequences are required to be detected after trans-
mitting over a noisy and corrupted channel through specific
detection schemes [1]. Due to the effect of inter symbol
interference (ISI), the sequence-to-sequence detector outper-
forms the symbol-by-symbol counterparts as the information
of previously transmitted symbols are considered. In general,
the instantaneous or statistical channel state information (CSI)
[3] is required for MC detectors, e.g., maximum likelihood
(ML) detector and Maximum A Posteriori (MAP) detector
[4]. The CSI can be theoretically obtained only within some
specific conditions with the known system parameters. How-
ever, for practical implementations, due to the environmental
complexity of MC, existing research is mostly based on plenty
of assumptions, making it extremely challenging to establish
precise models. Also, since MC system is susceptible to
external interference, the derivation and estimation of CSI is
complicated, which leads to difficulties in validating the theo-
retical models through experiments and a decline in detection
performance.

The above-mentioned problems motivate the utilization of
deep learning (DL) techniques to deal with signal detection,
as well as other tasks for MC systems [5]–[7]. DL-based
approaches use dataset containing samples of transmitted and
received signal to train a detector and eventually achieve
information recovery without analyzing the underlying channel
model. Compared with other machine learning methods, DL
has stronger robustness to noise, and has associative memory
function, which can fully approximate complex nonlinear
relationships [8].

The first important difference between our work and prior
works is the underlying mathematical model of MC. Most
existing studies focus on diffusion-based MC (DMC) models
[9]–[11]. In recent years, fluid drift based MC has also been
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developed [12], [13]. Furthermore, bacteria can be a good
choice for MC scene due to their inherent characteristics like
quorum sensing (QS) [14]. For example, a QS-based theoret-
ical MC system using bacteria as the transceivers is proposed
in [15]. For bio-inspired MC system in [16], [17], bacteria
are used as information carriers and QS is considered at the
receiver. In [18], an externally controllable biological MC
testbed using Escherichia coli (E. coli) bacteria is described.
However, information carriers propagated in intricate channel
environment are susceptible to interference (e.g., ISI, envi-
ronmental noise) and prone to loss of control [19], resulting
in greatly reduced transmission efficiency. To overcome this
issue, the controllable electrophoretic force is utilized to prop-
agate charged information-carrying molecules in MC systems,
which is proposed in [20], [21]. As for bacteria, some of their
motion characteristics like phototaxis and magnetotaxis also
make external control possible by applying external stimuli
[22], [23]. In [24], phototaxis is used to control the motion
of microfabricated structures powered by flagellated bacteria.
In [25], [26], the control strategy of magnetotactic bacterium
(MTB) is proposed based on a magnetic manipulation system.

Recently, the magnetically-controlled micro-nano robot is
one of the cutting-edge topics [27], and may have potential
applications in the field of tumor targeted therapy in the future
[28]. In addition, the idea of using MC theory to construct
Internet of Bio-NanoThing (IoBNT) has been proposed firstly
in [29], where bacteria populations are commonly used to
relay the IoBNT information. IoBNT also has the potential
applications in targeted therapy, and has received extensive
discussion in recent years [30]–[32]. Motivated by above, a
magnetotactic bacteria (MTB) based MC model is proposed in
our work, which exhibits a combination of MC and magnetic
controlled micro-nano robot. The magnetic control of MTB
can contribute to mitigating ISI and improving the transmis-
sion efficiency in this MC system.

The second important difference between our approach and
prior works is the network architecture applied for DL-based
signal detection. In most existing DL-based MC literature,
the RNN architectures, which are believed to have a good
performance on temporal sequence processing, are applied
for signal detection [5], [33]. For example, as a pioneering
work, bidirectional long short term memory (BiLSTM) is
proposed for signal detection, which shows better compu-
tationally efficiency and bit error rate (BER) performance
than Viterbi detector with imperfect CSI as well as other
DL-based detectors [5]. However, recent studies indicate that
convolutional networks outperform recurrent architectures on
a wide range of sequence modeling tasks, including audio
synthesis and machine translation [34]. Motivated by this,
instead of using RNN architectures, we propose a modified
Temporal Convolutional Network (TCN) to perform signal
detection with ISI effects.

Therefore, in this work, a modified TCN-based signal de-
tection method for MTB communication system is proposed,
utilizing MTB as information carriers. The straightforward
Deep Neural Networks (DNN) and BiLSTM proposed in [5]
are used for comparison. The motion of MTB in the channel
is affected by both diffusion and magnetic drift. The dynamic

signal transduction of QS at the receiver is performed to
achieve the diversity of information monitoring methods. In
particular, both the observed signal with certain statistical
information and QS signal with an unsolvable underlying
model are considered. If the observed signal is the former
one, the model-based detectors and DL-based detectors are
executed to evaluate the system performance. However, if the
observed signal is QS signal, only the DL-based detectors are
performed and the universality of the proposed detectors is
demonstrated.

The main contributions of this paper are summarized as
follows:
• A magnetically-controlled MC system is proposed. This

model utilizes the magnetotaxis and QS characteristics
of MTB, which contributes to the controllability and
reliability of typical DMC system.

• A modified TCN is proposed to recover transmitted
sequences from observed signal. Specificly, the original
TCN is modified as a bidirectional architecture to take
the ISI effect into consideration.

• Two other DL-based approaches, DNN and BiLSTM,
are considered for comparison. Also, the model-based
optimal and sub-optimal MAP detectors are served as
benchmarks when evaluating observed signal with cer-
tain statistical information. The BER performance of
MTB communication system is evaluated on proposed
approaches, including system parameters, complexity and
robustness.

The rest of the paper is organized as follows. In Section II,
the mathematical modeling of MTB communication system
is described. In Section III, two model-based detectors based
on MAP estimation method and DL-based detectors including
TCN-based, BiLSTM-based and DNN-based detectors are
presented. In Section IV, the BER performance evaluation
for various detectors under MTB communication system is
performed, followed by the concluding remarks in Section V.

II. MTB COMMUNICATION SYSTEM MODEL

A particular MC system, which uses MTB as information
carriers, is considered in this work. As shown in Fig. 1, the
MTB bacteria are stored in a bacteriological culture dish,
which is then connected to the transmitting point, while the
receiver stores some non-motile, nonmagnetic bacteria with
flagella removed. At the start of each symbol slot, the switch
of the bacteriological culture dish is turned on. The bacteria
will be released instantaneously from the transmitting point
through specific methods such as microfluidic technology and
then propagate into the physical channel through flagella. In
the channel, the movement of MTB is subjected to Brownian
motion and magnetic drift, which is caused by the external
magnetic force. The non-motile bacteria without magnetotaxis
at the receiver are assumed to express the luminescent gene
in response to the autoinducing molecules induced by the
accumulation of MTB [15]. Specifically, once the density of
MTB in the receiver region reaches a critical threshold, the
non-motile bacteria begin to produce luminescence signifi-
cantly through QS [35]. In this section, we will focus on the
mathematical modeling of this communication system.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final 
publication. Citation information: DOI10.1109/TNB.2023.3262555, IEEE Transactions on NanoBioscience. Copyright © 2023 Institute of Electrical and 
Electronics Engineers (IEEE). Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses.



C.BAI, A.ZHU et al.: TEMPORAL CONVOLUTIONAL NETWORK BASED SIGNAL DETECTION FOR MAGNETOTACTIC BACTERIA COMMUNICATION SYSTEM 3

Transmitter

dT = (0, 0, 0)
Receiver

dR = (lR, 0, 0)

Physical Channel

B = (B0 u, 0, 0)v

u

w

magnetotactic bacteria non-motile bacteria

VR

Brownian motion + magnetic drift

 autoinducing molecules

non-motile bacteria

bind to receptor

bind to DNA

fluorescent protein

Fig. 1. MTB communication system in 3-D Cartesian coordinates. The locations of release point and receiver center are dT = (0, 0, 0) and
dR = (lR, 0, 0), respectively.

A. Transmitter Model

In typical communication systems, the information bits are
required to be modulated and then be sent into the channel by
the transmitter. Here, the On-Off Keying (OOK) modulation is
adopted and the transmission time slot of each information bit
is denoted by Ts. The modulation scheme of the transmitter
can be expressed as:

nT[k] =

{
N, x[k] = 1
0, x[k] = 0

, (k = 1, 2, ...), (1)

where nT[k] is the number of MTB released in the kth time
slot, x[k] is the kth symbol of transmitted sequence and N is
a fixed value.

As shown in Fig. 1, we assume that the initial coordinate of
all released bacteria is dT = (0, 0, 0). Furthermore, processing
time for release of MTB is not taken into account, indicating
that the bacteria are released instantaneously.

B. Physical Channel Model

In the physical channel, the movement of MTB is af-
fected by both Brownian motion and magnetic drift which
is produced by external magnetic field. When an individual
bacterium is placed in a magnetic field with a strength vector
B, the total magnetic force Fm exerted on it can be calculated
as [27]:

Fm = (µ · ∇)B = [ ∂B
∂u

∂B
∂v

∂B
∂w

]Tµ, (2)

where µ is magnetic moment of the bacterium and ∇ denotes
hamiltonian operator. Assuming that the magnetic force on the
bacterium is along u direction, the magnetic field is denoted
as B = (B0u, 0, 0). In liquid with low Reynolds numbers,
the bacterium would rapidly be accelerated to the terminal
velocity vm = Fm/ζ [36], where ζ = kBT

D is the friction
coefficient. Hence, we obtain the velocity of magnetic drift
along u direction:

vm =
B0µD

kBT
, (3)

where kB = 1.38×10−23J ·K−1 is Boltzmann’s constant, T is
the temperature in kelvin and D is the diffusion coefficient of
MTB. The motion of a bacterium in the channel is a Markov
process [37], which can be discretized by a time period of

duration ∆t [1]:
(ui, vi, zi) = (ui−1, vi−1, wi−1) + (∆ui,∆ui,∆wi)
∆ui ∼ N (vm∆t, 2D∆t)
∆vi ∼ N (0, 2D∆t)
∆wi ∼ N (0, 2D∆t)

,

(4)
where coordinate (ui, vi, zi) represents the position of the
bacterium at time t = i∆t, i = 1, 2, ... and ∆ui, ∆vi, ∆wi

are the random displacements during ∆t. Since the magnetic
drift velocity only exists along u direction, the mean of ∆ui
is vm∆t.

In MC, Fick’s law is usually used to approximate the
diffusion process of information carriers [1]. Here, let the
vector d(t) = [u, v, w] represents the position of MTB in
3-D Cartesian coordinate at time t, as shown in Fig. 1. The
combined effect of magnetic drift and Brownian motion is
characterized by the derived Probability Density Function
(PDF) [38], [39] of a MTB released by the transmitter:

f(d , t) =
1

(4πDt)3/2
× exp

(
−‖d − tvm − dT‖2

4Dt

)
. (5)

C. Receiver Model

As shown in Fig. 1, we assume that the coordinate of the
receiver center is dR = (lR, 0, 0), and the spherical receiver
volume is VR. The receiver is designed as a passive observer,
so the capture probability of a bacterium in the receiver volume
can be obtained by integrating (5). We assume that the receiver
is far enough from the transmitter, then the f(d , t) of all
points within the receiver volume can be approximated by its
value at the center of the receiver according to the Uniform
Concentration Assumption (UCA) [38]. Therefore, the capture
probability at the receiver can be approximated as:

p(t) ≈
∫
d∈VR

f(dR, t)dd =
VR

(4πDt)3/2

× exp

(
− [lR − vmt]2

4Dt

)
.

(6)

Considering that the movement of each bacterium is in-
dependent, the number of bacteria observed at the receiver
NS follows a Binomial distribution when transmitter sends
a single bit 1. Then, when parameter N is large and pisi(t)
is sufficiently small (usually, in the case that N ≥ 20 and
pisi(t) ≤ 0.05, this condition can be considered to be met
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Fig. 2. Signal detection architecture for MTB communication system.

[40]), Binomial distribution can be well approximated as
Poisson distribution with the same expected value:

NS(t) ∼ B(N, p(t)) ∼ P(Np(t)). (7)

In MC system, the effect of ISI is considered as a major
source of impairment, which means that the received sym-
bols would spread to adjacent symbols and smear into each
other, especially when the system is stochastic, leading to
the distortion of the received symbol in the current time slot
[13]. Therefore, considering the ISI effect of independent m
previous symbols, the number of bacteria observed at the
receiver during the kth symbol time is expressed as:

NR(k, t | xk
k−m) =

m∑
i=0

x[k − i]NS(t− t0 + iTs)

t ∈ (t0, t0 + Ts],

(8)

where t0 = (k − 1)Ts, xk
k−m = [x[k −m], ..., x[k − 1], x[k]].

Note that in the case of k − i ≤ 0, then x[k − i] = 0. For
the independent Poisson random variable with parameter λi,
i ∈ [0,m], it can be proved that the sum of these random
variables still obeys a Poisson distribution with parameters∑m

i=0 λi [41]. Therefore, the distribution of NR(k, t | xk
k−m)

can be represented as:

NR(k, t | xk
k−m) ∼ P(Npisi(k, t | xk

k−m)), t ∈ (t0, t0 + Ts],
(9)

where pisi(k, t | xk
k−m) =

∑m
i=0 x[k− i]p(t− t0 + iTs). For a

transmitted sequence with length n, we can obtain NR(t | xn
1 )

and pisi(t | xn
1 ) by splicing (8) and (9) from k = 1 to k = n.

Similarly, the distribution of NR(t | xn
1 ) can be represented

as NR(t | xn
1 ) ∼ P(Npisi(t | xn

1 )).

D. Quorum Sensing Process

The QS process [15] is considered and analysed in our
MTB communication system, as shown in Fig. 1. Once the
transmitted MTB arrive, the produced autoinducing molecules
would initiate the transcription process of luminescent genes
in non-motile bacteria at the receiver. The concentration of
autoinducing molecules increases with the rising of MTB
density, and the corresponding relationship is expressed as
[42]:

dA

dt
= vANR − dAA, (10)

where A, vA, and dA are the concentration, the production rate
and the degradation rate of autoinducing molecules, respec-
tively. The autoinducing molecule then forms a complex with
the bacterial cell receptor with probability ρ(t), the dynamic
of which is described as [35]:

dρ

dt
= −κρ+Aγ(1− ρ), (11)

where κ is the dissociation rate and γ is the complex forma-
tion rate. The concentration of autoinducing molecules would
control the genetic expression of bioluminescent genes. That
is, when the cell receptor binds to the autoinducing molecule,
it activates the bioluminescent lux gene. The gene expression
can be approximated by a two-step process [35]:{

dS
dt = (b0ρ+ a0)− b1S
dL0

dt = a1S − b2L0
, (12)

where L0 is the number of bioluminescent protein, S is the
number of post-transcriptional messengers, a0 is the produc-
tion of bioluminescent proteins in the absence of autoinducing
molecule [43], b0 is the rate of post-transcriptional messenger
production, a1 is the rate of fluorescence production, b1 is the
decay rate of post-transcriptional messengers, and b2 repre-
sents the decay rate of fluorescence [16]. Here, additive white
Gaussian noise (AWGN) is considered in the QS process:

L = L0 + εL, (13)

where εL follows a Normal distribution εL ∼ N
(
0, σ2

L

)
.

III. SIGNAL DETECTION

The aim of signal detection is to accurately recover the
transmitted bits from the observed signal. The architecture of
the signal detection for the proposed MTB communication sys-
tem is shown in Fig.2. In particular, we recover the transmitted
sequence from two types of observed signals: the number of
MTBs that arrived at the receiver region, denoted by yN , and
the luminescence intensity, denoted by yL. The probability
distribution information of yN is derived in equation (9), but
yL has no definite distribution information because of the
complex consecutive stochastic processes. In this section, we
propose two model-based detectors based on MAP estimation
method for signal yN and DL-based detectors for both signals
yN and yL.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final 
publication. Citation information: DOI10.1109/TNB.2023.3262555, IEEE Transactions on NanoBioscience. Copyright © 2023 Institute of Electrical and 
Electronics Engineers (IEEE). Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses.



C.BAI, A.ZHU et al.: TEMPORAL CONVOLUTIONAL NETWORK BASED SIGNAL DETECTION FOR MAGNETOTACTIC BACTERIA COMMUNICATION SYSTEM 5

A. Model-based MAP Detector

Let yN [k] be the signal observed by receiver in the kth
symbol slot and x̂[k] be the symbol that is estimated for the kth
transmitted symbol x[k]. Assuming synchronous transmission,
the receiver counts the number of MTBs multiple times within
each symbol interval, with a sampling interval of ta. Thus, the
signal observed by the receiver in the kth symbol slot, denoted
as yN [k], can be represented as:

yN [k] = [NR(t0 + ta), NR(t0 + 2ta), ...NR(t0 + ata)], (14)

where t0 = (k − 1)Ts, and a is the number of sampling
points denoted as a = Ts

ta
. To reduce the bit error rate (BER),

error correction coding methods such as convolutional codes
and repetition codes can be applied to the source signal.
However, for the sake of generality, we do not consider these
methods here. The BER can be directly calculated based on
the transmitted symbols x[k] and the estimated ones x̂[k].

The optimal MAP detector considers all possible transmitted
sequences and selects the one that maximizes the posterior
expected value of the observed signal. In this work, we assume
that the prior probability of the transmitted sequence follows
a uniform distribution. The optimal MAP detector can be
represented by Bayes rules as [44]:

x̂n
1 = arg max

n
1 x

fmodel(yN
n
1 | xn

1 ; Θ), (15)

where fmodel is the relationship between the transmitted
sequence and the observed signal, n is the length of transmitted
sequence, yN

n
1 = [yN [1],yN [2], · · · ,yN [n]] and Θ is the

model parameter sets.

yN[11]

x[11]x[9] x[10]x[1] …

… yN[20]yN[12]

… x[20]x[12]

yN[9] yN[10]yN[1] …

……

…

MC model

MAP detector

……

Sequence that has been detected, m=9 Sequence to be detected, j=1, LM =10

…

…

ˆ[12]x …ˆ[11]x ˆ[20]xˆ[10]xˆ[2]x

sj

( )1

10X ( )2

10X Datasets of DL-based detector

Fig. 3. Datasets of DL-based detector and signal detection based MAP
detector for n > 20, m = 9, LM = 10, l = 10 and j = 1.

To simplify calculation, we just consider one sampling point
of the observed signal to detect x̂[k] through MAP detector.
The yN [k] in (14) then becomes a scalar yN [k] = NR(kTs).
It is obvious that the computational complexity of the optimal
MAP detector is O(2n), which is not applicable when n is
large and would affect the real-time performance of signal
detection. In order to reduce the computational complexity,
we separate the signal sequence into multiple groups, and the
sequence length of each group is set to LM . In this way, the
computational complexity of MAP detector can be reduced to
O( n

LM
2LM ). However, the separated sequence groups are not

independent due to the ISI effect. Therefore, when detecting
each group of sequences, the detection result of previous
m symbols is used as a condition of MAP, which can be
represented as:

x̂j+LM

j+1 = arg max
x

j+LM
j+1

fmodel(yN
j+LM

j+1 | sj ; Θ), (16)

where j = (0, LM , 2LM ...) is the index of groups, sj =
[ x̂j

j−m, x
j+LM

j+1 ] is a specific sequence for each group which
combines detection result of previous m symbols and sequence
to be detected. Suppose MAP detector can fully extract
the mathematical model in Section II, so the distribution
of yN

j+LM

j+1 is NR(t | sj) ∼ P(Npisi(t | sj)), where
t = (j + 1)Ts, ..., (j + LM )Ts. Finally, equation (16) can be
reorganized as:

x̂j+LM

j+1 = arg max
x

j+LM
j+1

j+LM∏
k=j+1

(Npisi(kTs | sj))NR(kTs|sj) exp(−Npisi(kTs | sj))
NR(kTs | sj)!

.

(17)

As shown in Fig. 3, each observed signal is dependent
on the corresponding transmitted symbol and the previous
symbols (we set m = 9 in this paper). Therefore, we regard
the case of LM = m + 1 = 10 as an approximate optimal
MAP detector, and the computational complexity of which is
O( n

10210). Furthermore, we regard the case of LM = 1 as a
sub-optimal MAP detector, and the computational complexity
of which is down to O(2n).

B. DL-based Signal detector
In Section III-A, we propose the optimal and sub-optimal

model-based MAP detectors for signal detection, assuming
known model parameters. However, in practical MC systems,
it is difficult to model the communication system and parame-
ter distribution completely and precisely. Many detection algo-
rithms estimate system parameters by sending pilot symbols,
which results in extra overhead [45]. Next, we will focus on
the DL-based signal detection methods, which do not require
the underlying modeling information in detail.

DL-based detection methods typically involve two phases.
In the first phase, datasets extracted from the simulation
process of the MC system are used for offline training of DL
networks. In the second phase, when the networks are well
trained with satisfactory training and testing accuracy, they
can be deployed and used for signal detection.

Let X
(k)
l = [x[k], x[k + 1], ..., x[k + l − 1] ]T be a

sequence of l transmitted symbols beginning at index k,
and Y

(k)
l = [yN [k],yN [k + 1], ...,yN [k + l − 1] ]T or

[yL[k],yL[k + 1], ...,yL[k + l − 1] ]T be the corresponding
observed signal. Note that X

(k)
l and Y

(k)
l have dimensions

of l×1 and l×a, respectively. As shown in Fig. 3, the sliding
window processing method is performed on the original data
progressively to obtain datasets similar to [5], which are
represented by:{(

X
(1)
l ,Y

(1)
l

)(
X

(2)
l ,Y

(2)
l

)
...
(
X

(n−l+1)
l ,Y

(n−l+1)
l

)}
,

(18)
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Fig. 5. TCN detector architecture. (a) Dilated causal convolutions diagram for dilation factors dd = 1, 2 and filter size kf = 3. (b) Dilated
non-causal convolutions diagram for dilation factors dd = 1, 2 and filter size kf = 3. (c) TCN residual block [34].

where (X l,Y l) is a transmit-receive sequence pair composed
of l consecutive transmissions.

With the achieved datasets, a specific predesigned DL
network would be employed at the receiver to train a classifier.
The input of DL network is the observed signal Y l and
ouput is the estimation of transmitted symbols X̂ l. During
the training process, the optimal set of network parameters
W∗ which leads to the minimum value of the loss function
Lloss would be obtained gradually with the gradient descent
algorithm. This process is represented as:

W∗ = arg min
W

Lloss(X l, X̂ l)

= arg min
W

l∑
i=1

H((x[i], x̂[i])),
(19)

where H is the cross entropy between the real transmitted and
estimated symbols. Minimizing the loss function is equivalent
to maximizing the log-likelihood function using Bayes’ theo-
rem [46]. Therefore, DL-based detection methods can be seen
as building on the theoretical baseline of MAP estimation,
which fully grasps the model parameters.

As shown in Fig. 2, we evaluate different DL-based detec-
tors on both observed signals yN and yL. Specifically, TCN
is introduced, and another two DL-based networks, denoted
as DNN and BiLSTM, are analysed as well for comparison.
Also, the model-based MAP detectors proposed in Section
III-A is considered as benchmarks. It should be noted that
for BiLSTM and TCN-based detectors, the input data has
one more dimension than that for DNN, which is known as
encoding vector in natural language processing [47]. Since

the input data Y l is an l × a matrix, each observation signal
of single symbol y [k] can be set as a encoding vector. For
DNN-based detector, y [k] is required to flatten into a scalar
because DNN has no dimension of encoding vector. Then,
the input data of DNN-based detector is converted to Y l =
[ y[1], y[2], ..., y[la] ]T with length la.

1) DNN-based Detector: Fig. 4(a) shows the architecture
diagram of DNN, where Y l and X̂ l represent the input
and output vector respectively, and Wj stands for the weight
matrix of the jth hidden layer. Because DNN does not have
memory modules like LSTM and TCN, it may not be able to
effectively capture long-term dependencies in the input data.
This can result in reduced performance when processing data
with severe inter-symbol interference (ISI) effect, which can
introduce complex dependencies between adjacent symbols.

2) BiLSTM-based Detector: Without knowing the commu-
nication system model and its parameters, N. Farsad et al
[5] proposes to use BiLSTM networks detector for signal
detection. The received signal sequence can be fed forward
to one RNN layer and backward to another RNN layer
simultaneously, and then the outputs of the two LSTM layers
are merged [48], as shown in Fig. 4(b). This architecture
ensures that future observations are taken into account when
estimating the current symbols.

3) Modified TCN-based Detector: S.Bai et al. [34] believe
that RNN architecture like LSTM is outdated, and convolu-
tional architecture should be considered as one of the main
candidates for processing sequence data. In this work, we
propose a modified convolutional architecture based detector,
denoted as TCN, for signal detection in the MTB communica-
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TABLE I
THE DEFAULT VALUES OF SIMULATION PARAMETERS

Transmitter & Physical Channel & Receiver Quorum Sensing

parameter value parameter value parameter value parameter value

N* 105 Ts* 4s γ 0.8× 10−4(nM · s)−1 κ 0.5s−1

D 7.5× 10−10m2 · s−1 T 300K vA 0.8nM · s−1 dA 0.5s−1

rR
* 6.7µm µ 1× 10−16A ·m2 a0 0s−1 b0 0.8s−1

B0
* 1mT ·mm−1 m 9 a1 0.8s−1 b1 0.5s−1

l 100µm σL
* 0 b2 0.5s−1

* Parameters that may vary when generating specific datasets.

tion system. The schematic diagram of TCN architecture based
on causal convolution, proposed in [34], is shown in Fig. 5(a).
Note that the dilated factor dd in TCN is used to introduce a
fixed window between every two adjacent convolution filters.
By introducing the dilated factor, the receptive field of histori-
cal data can be greatly expanded, which is expected to improve
the network performance when tackling time sequence tasks
that require a long memory. However, similar to BiLSTM-
based detectors, signal detection based on TCN also needs
to consider a portion of future signal observations due to the
influence of ISI effects. Therefore, unlike the original causal
convolution proposed in [34], we expand the receptive field
to cover part of the future data, as shown in Fig. 5(b). In
addition, to guarantee the stability of deeper and larger TCN,
the residual block [49] is also used in our TCN-based detector,
as displayed in Fig. 5(c).

IV. RESULTS AND DISCUSSION

In this work, a modified TCN-based detector is proposed for
signal detection, and DNN and BiLSTM used in [5] are ap-
plied as well for comparison. Meanwhile, the optimal and sub-
optimal MAP detectors will serve as the theoretical baselines
for DL-based signal detection when estimating yN . In this
section, a series of experiments are operated to evaluate the
performance of proposed detectors. In particular, the process
of dataset generation is first declared in Section IV-A. Then
the effect of sampling number and training sequence length
on BER performance is evaluated, and the optimal values of
corresponding parameters used for subsequent experiments are
determined in Section IV-B. In Section IV-C, the comparison
of model complexity for proposed detectors with different
number of neurons is conducted to ensure a fair comparison
between different schemes. Furthermore, Section IV-E evalu-
ates the effect of emitted bacteria number N , symbol slot Ts
and magnetic field gradient B0 on BER performance. Finally,
Section IV-D provides the robustness analysis for DL-based
detectors when estimating yL by introducing AWGN noise to
the test set for BER evaluation.

A. Datasets Generation
The default values of simulation parameters are given in

Table I. Among them, the magnetic moment m and diffusion
coefficient D are determined according to [50] and [51]
respectively. The number of symbols considered in ISI effect
is set to m = 9, and the influence of more previous symbols
is ignored. The value of other parameters is selected to satisfy

the assumptions in the theoretical model derived above. Note
that parameters marked with an asterisk (∗) may vary in some
cases, which will be illustrated significantly.

First, to verify the accuracy of equation (6), we conduct the
particle-based simulation through equation (4) by tracking the
movement of all MTB sent by transmitter. Then the number
of MTB which enter the spherical receiver region, denoted as
simulated NR, is recorded. Fig. 6 shows the comparison results
of simulated NR and mathematically derived NR expectation
(which equals N ×p(t)), where the black curve is the average
result of ten simulated NR sets. If the parameter values
are set to rR = 25µm, lR = 100µm , it will be found
that N × p(t) does not fit the average value of multiple
simulated Nr sets well. However, if we set rR = 6.7µm,
lR = 100µm, it can be seen that N × p(t) can fit the average
value of multiple simulated Nr sets, which means that default
parameters, including diffusion coefficient, drift velocity, etc.,
in Table I are sufficient to meet the UCA assumptions, and
the mathematical model can accurately represent the motion
process of MTB in the channel.

Next, we will show the data generation process of MTB
communication system from the emission of data bits to final
production of luminescence protein. A data bits sequence is
first randomly generated, e.g., x = [1, 0, 1, 1, 0, 0, 1, 1, 0, 0],
followed by the generation of NR according to equation (9).
Each transmitted symbol x[k] from the data bits sequence
corresponds to a 1×a vector yN [k] = [NR(t0 + ta), NR(t0 +
2ta), ...NR(t0 + ata)], where k is the index of transmitted
symbol and t0 = (k − 1)Ts. In most MC literature, NR

is considered as the observed signal to estimate transmitted
symbols. Fig. 7(a) shows the data generation result of NR,
and a relatively large oscillation can be easily observed which
indicates the Poisson channel noise in equation (9).

Since the input NR is a random process function with
uncertainty, it is difficult to directly obtain the analytical
expression of these differential equations. In order to describe
the QS process more clearly, the differential equations (10),
(11) and (12) are numerically simulated. For instance, equation
(10) is discretized as follows:

A(t+ ∆t)−A(t)

∆t
= vANR(t)− dAA(t), (20)

where ∆t is time resolution of generated data. Equations
(11) and (12) are discretized in a similar way, where the
final results are shown in Fig. 7(a) and Fig. 7(b). In this
work, in addition to the received number of MTB in the
receiver region, we also consider the luminescence intensity
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Fig. 6. Simulation results of NR by equation (4) and Np(t) for N ∈ {105, 3× 105}.
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Fig. 7. Data generation result when data bits sequence x = [1, 0, 1, 1, 0, 0, 1, 1, 0, 0]. (a) The number of bacteria observed by spherical
receiver NR and autoinducing molecule concentration A. The black spot is sampling point for NR in the case of a = 4. (b) The probability ρ(t)
of autoinducing molecule forms a complex with the bacterial cell receptor and the fluorescence intensity L. Red spot is the sampling point for L in
the case of a = 4.

L as another scheme of observed signal design through the
QS process. Similarly, each transmitted symbol x[k] of the
data bits sequence corresponds to a 1 × a vector yL[k] =
[L(t0 + ta), L(t0 + 2ta), ...L(t0 + ata)]. From Fig. 7(a) and
Fig. 7(b), we can find that the uncertainty disappears when NR

is transformed into the signal L, which is beneficial to improve
the accuracy of signal recovery. Moreover, compared with the
signal NR, the signal L is more convenient to achieve in
practical scenarios through devices such as the photomultiplier.

Specific data preprocessing techniques are required to en-
able the DL algorithms to process datasets. In this work, the
dataset is generated where n = 50000 and test set is generated
where n = 10000. The form of the dataset has been given by
equation (18). Furthermore, min-max scaling is adopted for
data normalization:

y∗ =
y − ymin

ymax − ymin
, (21)

where y∗ is the normalized value, ymin and ymax represent
the maximum and minimum value in the dataset respectively.
Then the dataset is split into a training set and validation set,
the ratio of which is 0.8 and 0.2 respectively.

B. Sampling Number and Sequence Length Analysis

The network architectures of different detectors based on
TCN, BiLSTM and DNN are illustrated in Table II, and
number of neurons of each layer are determined according
to Section IV-C. The TCN residual block is illustrated in
Fig. 5(b) and Fig. 5(c), where the filter size is set to kf = 3 to

increase the receptive field of the detector. The cross entropy
displayed in equation (19) is used as the loss function, and
Adam algorithm is adopted as the gradient descent optimizer
for all networks. The output of each layer in TCN, BiLSTM
and DNN detectors are tested and determined to be 5, 5 and
60 respectively.

TABLE II
NEURAL NETWORK ARCHITECTURE

TCN BiLSTM DNN

Ouput(l, 1) Ouput(l, 1) Ouput(l)
TCN residual block(l, 5) BiLSTM(l, 5) Dense(60)
TCN residual block(l, 5) BiLSTM(l, 5) Dense(60)

Input(l, a) Input(l, a) Input(la)
1 The filter size in TCN residual block is kf = 3.

Next, in order to compare the performance between DL-
based detector and MAP detector, we first analyze the dataset
whose observed signal is yN . It is obvious that with the sam-
pling number a increasing, more information can be obtained
by the detector for each time slot. Here, we set the sequence
length l of datasets as 1, so that each training sample only
contains signal from one symbol slot. Fig. 8(a) shows the BER
performance for different sampling numbers a. This indicates
that when sampling number during each time slot is sufficient,
e.g. a = 20, the performance of DNN-based detector, BiLSTM
and TCN-based detectors are all perfect, which can reduce
BER to 0. When the number of sampling points is reduced
to to a ≤ 2, the observation information is insufficient and
can be severely disturbed by ISI effect, leading to reduced
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Fig. 8. The BER performance comparison of TCN, BiLSTM, DNN and MAP detector. (a) Effect of sampling number a for l = 1. (b) Effect of data
set sequence length l for a = 1. (c) The training process for a = 1 and l = 20.

performance for all DL-based detectors.
In addition, the impact of transmit-receive sequence length

l on the BER performance is shown in Fig. 8(b). With the
increase of l, the performance of the TCN-based detector
approaches that of the BiLSTM-based detector, but it is
significantly better than that of the DNN. When the sequence
length l > 10, the performance of TCN and BiLSTM surpasses
that of the sub-optimal MAP detector, but DNN does not.
When the sequence length l = 40, the performance of TCN
and BiLSTM is close to the optimal MAP detector, but the
performance of DNN becomes worse. The continuous increase
in sequence length makes DNN detectors fall into overfull
features and cannot accurately capture the dependencies of
time sequence data like ISI. Also, this phenomenon reflects
advantage of TCN and BiLSTM in extracting the ISI feature
of time sequence data. Fig. 8(c) shows the training process
for a = 1 and l = 20, and we can clearly see that the whole
training process converges stably and there is no obvious over-
fitting phenomenon. Due to space constraints, we do not show
the training process for other parameters.

To conclude, when there are sufficient sampling points, all
detectors can perform signal recovery well, making further
comparison between them invalid. Meanwhile, MAP detector
is analysed when sampling number a = 1, so we choose a =
1 for subsequent evaluations. Additionally, as the sequence
length increases, the TCN and BiLSTM detectors outperform
the sub-optimal MAP detector and approach the performance
of the optimal MAP detector. However, the performance of
the DNN detector is worse than that of the sub-optimal
MAP detector. To facilitate better comparison, we will use
a sequence length of l = 40 for subsequent evaluations.

C. Model Complexity Analysis
Since the network architecture of our detectors is artificially

constructed, the internal layers and hyperparameters are re-
quired to be tuned according to the performance to determine
an optimal value. For MC scenario, due to the size and limited
capabilities of nano nodes, the complexity analysis is quite
critical. Thus, we will analyze the model complexity from two
aspects: training complexity and computational complexity.

Training complexity includes space complexity and time
complexity, which is a measure of the model complexity
during offline training. The space complexity of detector is

reflected by trainable parameters, and the time complexity
is reflected by training speed. Trainable parameters are pa-
rameters that will be learned by DL model dursing training
procedure including, e.g. weights and biases. Training speed is
represented by the time used for each training epoch under the
same batch size. Here, the number of neurons is considered for
a overall comparison during evaluation, and the determination
method for other hyperparameters is similar.

From our evaluation result shown in Fig. 9(a), the 60-
neuron DNN-based detector can reduce the BER to 1.633%,
which performs better than the 45, 75, 90-neuron detectors. If
the number of neurons continues to increase, the number of
trainable parameters will also increase, leading to an increase
in space complexity. Therefore, the 60-neuron DNN is chosen
as the final architecture for the DNN detector for subsequent
comparisons.

Fig. 9(b) shows the evaluation result of BiLSTM-based
detector. It can be seen that 5-neuron BiLSTM detector has
the best performance, with the BER of 0.934%. However,
the number of trainable parameters increases rapidly with
the rising of neurons. Although the output of each BiLSTM
layer is 5, while that of DNN is 60, 5-neuron BiLSTM-
based detector still exhibits slower trainable speed than 60-
neuron DNN-based detector. Thus we believe that the intricacy
of the LSTM unit and bidirectional structure in BiLSTM-
based detector may be the main reason for the higher time
complexity. The 5-neuron BiLSTM is chosen as the final
architecture of BiLSTM detector for comparison.

Then, the evaluation result of TCN-based detector is shown
in Fig. 9(c). The graph shows that the 5-neuron TCN-based
detector achieves the best BER performance, reaching 0.909%.
Meanwhile, because the TCN architecture is simple, both the
space and time complexity of 5-neuron TCN-based detector is
lower than that of 5-neuron BiLSTM-based detector. In addi-
tion, compared to 60-neuron DNN-based detector, the training
speed of 5-neuron TCN-based detector is slightly slower, but
the BER performance and space complexity is much better.
The 5-neuron TCN is chosen as the final architecture of TCN
detector for comparison.

Computational complexity is a measure of model com-
plexity for online signal detection, and we conduct a simple
theoretical analysis here. Let l be the sequence length of each
sample in the dataset. The computational complexity of DL-
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Fig. 9. The BER performance, trainable parameters and trainable speed comparison of TCN, BiLSTM, DNN detector. (a) DNN detectors with
different neurons. (b) BiLSTM detectors with different neurons. (c) TCN detectors with different neurons.
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Fig. 10. The BER performance of TCN, BiLSTM, DNN and MAP detector. (a) Effect of channel noise represented by N . (b) Effect of symbol slot
Ts. (c) Effect of magnetic field gradient B0.

based detectors can be expressed as O(nl), while that of the
MAP detector is O( n

LM
2LM ). Obviously, the computational

complexity of MAP detector increases exponentially with LM .
In other words, the computational complexity of the optimal
MAP detector is higher than that of DL detector. The sub-
optimal MAP detector has lower computational complexity
because LM is set to 1, but both TCN and BiLSTM-based
detectors outperform it, even though it completely grasps the
channel information.

To conclude, with similar parameter settings, the BiLSTM
and TCN-based detectors achieve better BER performance
than DNN. However, considering both training and compu-
tational complexities, the TCN-based detector shows the best
performance, since BiLSTM detector with same BER perfor-
mance tends to require higher space and time complexity,
which is a limitation for MC scenarios. It is important to
note that the MAP detector assumes complete knowledge of
channel information, but in practical cases, extra steps are
needed to estimate the information parameters. Therefore, the
optimal performance of MAP detector can only be achieved
theoretically.”

D. Intrinsic Channel Characteristics Analysis

In this section, we analyze the intrinsic influencing factors of
the communication channel, including the number of bacteria
emitted per symbol slot N , the symbol slot duration Ts,
and the magnetic field gradient B0. We consider the BER
performances of the DL-based detectors for both observed
signals, yN and yL.

The effect of N on the BER performance is first evaluated,
and the result is shown in Fig. 10(a). Here, we insert a

logarithmic sub-coordinate to show the BER of yL during low
BER regions to better compare the performance of detectors.
The channel noise is affected by the parameter N . For a
typical communication system, the signal-to-noise ratio (SNR)
is usually applied to express the ratio of signal power to the
noise power. The distribution of NR(t | xn

1 ) is represented
in Section II-C as NR(t | xn

1 ) ∼ P(Npisi(t | xn
1 )), so

the channel SNR [38] in MTB communication system is
represented by:

SNRCHANNEL = 10 log10(
E(NR(t | xn

1 ))2

V ar(NR(t | xn
1 ))

)

= 10 log10(Npisi(t | xn
1 )).

(22)

It is clear that the channel SNR is proportional to N . When
the observed signal is yN , we find that the performance of
DL-based detectors and MAP detector drops rapidly as N
decreases, which indicates the increasing of the channel noise.
Meanwhile, the BER performance of both TCN and BiLSTM-
based detectors is better than the sub-optimal MAP and
DNN-based detector, but worse than optimal MAP detector.
When the observed signal is yL, the TCN and BiLSTM-based
detectors can achieve zero BER except for two points, while
DNN-based detector has a large BER and does not change
with N .

Next, the parameters in Table II have been reset and the
impact of symbol duration Ts on the BER performance for
all detectors is evaluated, as shown in Fig. 10(b). When the
observed signal is yN , we find that the performance of all
detectors first decrease and then increases with the increase of
symbol slot Ts. It can be seen from Fig. 6 that around Ts =
2s, the ISI effect is the most obvious, accompanied by large
channel noise, so BERs of all detectors are high at this point.
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As the symbol slot Ts increases, the ISI effect will decrease.
However, with Ts continuously increasing, the difference of
observed signals between bit 1 and bit 0 will gradually become
tiny, causing the BER of all detectors to increase again. In
addition, the BER of TCN and BiLSTM-based detectors are
still better than the sub-optimal MAP and DNN-based detector,
but worse than the optimal MAP detector. When the observed
signal is yL, the TCN-based detector can basically achieve
zero BER, whereas the BiLSTM-based detector is slightly less
stable and the DNN-based detector has the worst performance.

In order to reduce the ISI effect to improve communication
efficiency, the magnetic field gradient B0 is further analysed.
Fig. 10(c) shows that when the observed signal is yN , there
is a strong correlation between B0 and the ISI component.
As B0 increases, the ISI effect decreases, resulting in a
decrease in BER. When B0 increases to 2mT ·mm−1, the
BER performance of all detectors is quite close because the ISI
effect between symbols is negligible in this case. Furthermore,
the BER of TCN and BiLSTM-based detectors remains better
than the sub-optimal MAP and DNN-based detector, but worse
than the optimal MAP detector. When the observed signal is
yL, the TCN and BiLSTM-based detectors can almost achieve
zero BER, while DNN-based detector has a large BER and
does not change with B0.

If the observed signal is yL, both the TCN-based and
BiLSTM-based detectors achieve zero BER in some cases.
This phenomenon occurs because the introduction of QS
process removes uncertainty in yN , and both the TCN-based
and the BiLSTM-based detectors are very good at dealing
with time sequence data. By contrast, the DNN-based detector
is affected by interference of overfull features, resulting in
getting stuck in local optimum points and losing the capability
of accurately capturing the dependency of the time sequence
data. Therefore,the DNN-based detector does not achieve zero
BER like TCN-based and BiLSTM-based detectors. Moreover,
the BER of DNN-based detector in Fig. 10(a) and Fig. 10(c)
does not change with increasing N and B0. It can be inferred
that the local optimum point DNN falls into is not sensitive to
parameters N and B0, but is more sensitive to parameter Ts.
This phenomenon also demonstrates the universality of TCN
and BiLSTM-based detectors in signal detection.

E. Model Robustness Analysis

In order to simplify the process of external interference,
AWGN is considered in yL in equation (13), which can be
represented as:

SNRAWGN = 10 log10(
L2
0

σ2
L

). (23)

To further evaluate the robustness of the DL-based detectors,
the optimal models achieved in Section IV-C are considered
and tested on the dataset with different SNRs. The results are
shown in Fig. 11. It is obvious that the BER performance of
all detectors inevitably decreases with the increasing of SNR.
Meanwhile, the BER performance of all DL-based detectors
is not catastrophically broken when applied on the test set
with Gaussian noise. In other words, the DL-based detectors

have a certain degree of robustness for additive Gaussian
noise. Specifically, the proposed TCN-based detector shows
the best robustness, with the least decline in BER performance
compared to other detectors. Therefore, the proposed TCN-
based detector in this work is believed to have advantages
over other DL-based detectors in communication environment
which is susceptible to external interference.
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Fig. 11. The BER performance of TCN, BiLSTM, DNN and MAP
detector on testing set with AWGN. The sub-coordinate is in logarithmic
format to have better illustration for beyond 25 dB SNRs.

V. CONCLUSIONS AND FUTURE WORK

In this paper, a modified TCN-based detector is proposed for
signal detection in MTB communication system, which uses
MTB as information carriers to fully take advantages of mag-
netotaxis and QS characteristics of bacteria. The information
transmission process of system shows that the introduction
of magnetic drift can suppress ISI effect and improve com-
munication efficiency. Two other DL-based detectors, DNN
and BiLSTM, are considered as a comparison. The dataset
for training and test is generated through theoretical signal
transduction analysis of the MTB communication system, and
the BER performance of the proposed detectors is evaluated
from various aspects. Taking the QS mechanism into account
for receiver design, we consider two observed signals. One
is the number of bacteria yN arriving at the receiver region,
which is commonly taken as the receiver signal in MC
works. The other is the luminescence intensity yL after QS
process, which can be detected directly through photoelectric
detection methods in our scenario. For observed signal yN
with certain statistical information, the model-based optimal
and sub-optimal MAP detectors are introduced as benchmarks.
Results show that when there is a strong time-dependent
relationship between consecutive symbols in the dataset due
to ISI effect, the TCN and BiLSTM detectors can achieve
better BER performance than sub-optimal MAP and DNN-
based detectors, but behaves worse than optimal MAP detector.
Moreover, if both the BER performance and complexity of the
detectors are considered, the proposed TCN-based detector
performs the best. In addition, for QS signal yL with an
unknown underlying model, the proposed TCN-based detector
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can basically achieve zero BER, whereas BiLSTM-based
detector is slightly less stable and DNN-based detector has the
worst performance. Also, if the QS signal yL is accompanied
with high AWGN, the proposed TCN-based detector shows the
best BER performance, indicating that our proposed approach
can achieve good robustness.

As part of future work, we plan to establish the experimental
platform based on the proposed MTB communication system,
through which the movement of information carriers can be
precisely controlled by an external magnetic field, and the
observed signal at the receiver can be detected conveniently.
Furthermore, we would like to modify the structure and
function of the information carriers to perform more complex
tasks and to further improve the reliable transmission of MC
system.
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