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Abstract— In comparison to tactile sensors, optical techniques
can provide a fast, nondestructive profile/areal surface measure-
ment solution. Nonetheless, high measurement noise, unmeasured
points, and outliers are often observed in optical measurement,
particularly for structured surfaces. To alleviate their detrimental
impacts on the characterization of surface topography as well as
the examination of micro/nanoscale geometries, a post processing
filtering technique, i.e., the clustering filter, which is essentially
an iterative process to find the aggregation center of a cluster
of points, is implemented. The clustering filter is particularly
useful for noises and outlier suppression for optical measurement
of structured surfaces due to its edge-preserving capability. Five
surface samples with structured features are measured by an
in-house developed dispersive interferometer and a commercial
white light interferometer, thereafter the measured surface data
are filtered by the clustering filter. Both noise and outliers
are suppressed, which not only facilitates the visualization and
characterization of surface topography, but also enables the
accurate evaluation of local functional geometries.

Index Terms— Clustering filter, de-noising algorithm, optical
metrology, structured surface, surface measurement.

I. INTRODUCTION

OPTICAL measurement techniques, e.g., optical interfer-
ometry, are nowadays popular in the field of surface

texture measurement due to their fast measurement speed and
high measurement resolution [1]–[3]. In comparison to the
raster scanning style of tactile measurements, optical methods
instantly acquiring raw data for producing profile/areal sur-
faces are more effective to determine the geometrical nature of
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surfaces without halting the manufacturing process. Another
benefit of optical measurements is that they are noncontact,
and thus have no risk of damaging the probes or the measurand
surface as is the case for tactile measurements. Nonetheless,
optical measurement techniques are not perfect. High mea-
surement noise, unmeasured points, and artificial data, e.g.,
outliers, are usually noticed in optical measurement, especially
when surface topography presents local geometries with a
sharp gradient. For instance, in practical measurements of
structured surfaces produced by laser texturing and additively
manufactured surfaces, it is often noticed that large spikes and
unmeasured points appear in the raw measurement data due
to light diffraction at sharp edges.

Measurement values captured at high signal-to-noise ratio
conditions are reported in optical measurement practice [4].
ISO/DIS 25178 Part 6 [5] defined measurement noise as
noise added to the output signal occurring during the normal
use of the instrument. Measurement noise can be caused
by different sources [6]: instrument noises which are the
internal noise of the instrument, e.g., electronic noise, optical
noise; environmental noise generated by ground vibrations, air
turbulence, and thermal issues [7]; and scanning noise gen-
erated by moving probe or samples during the measurement.
Measurement noise usually features high spatial frequency and
can be reduced by applying low-pass filtering techniques.

In addition to measurement noise, optical measurement
techniques can often produce unmeasured or faulty points and
outliers. Outliers are presented as sudden sharp jumps com-
pared to the surrounding data and occur at certain localities
on the surface [8]. In ISO 16610-1 [9], an outlier is defined as
a local portion in a data set that is not representative, or not
typical, for the partitioned integral feature. Outliers existing
in surface measurement induce significant distortion to the
assessment of surface texture and microgeometrical features
on the surface, and thus should be removed or suppressed
to obtain a reliable assessment result. They also affect the
visualization of the surface in 3-D representation by flattening
or contracting the scale in a false color display [10].

More specifically, the outliers commonly presented in opti-
cal surface measurement are spikes and batwings. Spikes are
usually due to half-wavelengths and 2π errors caused by
misclassification of fringe order and slope dependent disper-
sion [11]. Batwings are often observed at the locations close
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to the slope discontinuity at the edges of microgeometrical
features on the surface. For instance, in step height measure-
ment, batwings are often generated at the sharp corner of the
steps, where the step height is less than the coherence length
of the source light. The batwing effect is explained as the
interference between reflections of waves normally, incident
on the top and bottom surfaces following diffraction from the
edge [11], [12]. Other reasons that can lead to the generation
of outliers include the presence of dust, marks or dirt on the
measured sample surface [13].

The last two decades evidenced the technological shift that
the surface texture of modern engineering surfaces is changing
from a stochastic pattern to a structured pattern [14], [15]. The
structured surfaces have dominant microfeatures on surface
texture which are intentionally designed to meet specific
functional requirements, such as optical properties, tribo-
logical properties, hydrodynamic properties, and paintabil-
ity [16], [17]. Having recognized that the optical measurement
of structured surfaces usually presents high measurement noise
coupled with the large spikes and batwing outliers, it is
proposed to use a numerical filtration technique, i.e., the
clustering filter, to reduce the high-frequency measurement
noise as well as suppress the outliers, while preserving the
edges of microfeatures on surface.

The remainder of this article is structured in the following
format: Section II provides a literature review of the techniques
employed to reduce surface measurement anomalies. The basic
principle of the clustering filter and its associated algorithm
are detailed in Section III. In Section IV, the setups of two
interferometry systems are illustrated and the two systems
are used to measure structured surfaces; the clustering filter
is then applied to de-noise the raw measured structured pro-
files/surfaces; Finally, Section V gives the conclusion and the
future work.

II. LITERATURE REVIEW

The aforementioned surface measurement anomalies are
originated from specific optical measurement principles and
their associated signal processing algorithms. This literature
first summarizes the approaches aimed to minimize the pro-
duction of these anomalies at the level of optical setup and
signal processing. It is, however, noticed that even with
optimized optics, measurement noises and outliers are almost
unavoidable. Thus, the postprocessing approaches are adopted
to further reduce their impacts. This is briefed in the second
part of the literature review.

A. Optical Approaches

Since the optical measurement techniques produce specific
measurement anomalies, the techniques adopted for identify-
ing and removing (or attenuating) the outliers are of necessity
due to their influence on the following parameterization which
generates the quantitative evaluation of surface texture. Many
researchers have shown their particular interests in the outliers
problem such as batwings in the last two decades. Generally,
the strategies developed so far for batwing reduction, work
either through combining two signal analysis techniques and

comparing the two measurement results, or adding another
wavelength to the optical system to assist the measurement.
For instance, Harasaki et al. [12] combined phase shifting
and coherence envelop peak sensing (least-squares fitting of
the modulation contrast) techniques to permit high-resolution
measurement as well as remove the batwing effect. Specifi-
cally, the two profiles obtained from the envelope and phase
evaluations at the best focus position are compared at each
point and then the batwing effect is removed in the phase
unwrapping procedure. Vo et al. [18] proposed another algo-
rithm which combines white light phase-shifting algorithm
and fast Fourier Transform (FFT) coherence peak sensing
techniques to effectively solve the problem of positioning
error in the maximum modulation and remove the batwing
effect at the step edges. Niehues et al. [19] proposed a
dual-wavelength phase unwrapping technique to correct the
batwings and ghost peaks by adding a second LED (with
a different mean wavelength) in the vertical scanning inter-
ferometry and comparing the measurement results from two
different illumination schemes. As such, the batwings at the
sharp edges can effectively be removed. Ghim and Davies [20]
applied the same concept to remove the ghost steps due
to the inconsistencies between phase and coherence. Instead
of adding another light source, their method was based on
the Fourier analysis of the extracted signal at two different
wavelengths and by using the difference information of the two
height profiles to reveal and correct the height errors. However,
the comparison techniques are not applicable to all optical
measurement systems, measured data sets, and applications.

Additionally, enhancement of the optical system for min-
imization of spikes, generated by diffraction effects, has
been investigated as well. Roy et al. [21] proposed a white
light polarization interferometer and reduced the spikes using
a phase shifter operating on the geometric (Pancharatnam)
phase. However, this phase-shifting technique was time-variant
and slowing the measurement further as three measurements
were made of the irradiance at each scanning point. Niehues
and Lehmann [22] proposed another physical way to reduce
the diffraction effect during measurement by applying a con-
focal aperture in the illumination path of the interferometer as
well as a signal processing strategy similar to that proposed
by Harasaki et al. [12]. However, this technique suffered from
longer measurement and computation time as well.

B. Postprocess Approaches

The linear Gaussian filter is a commonly used technique to
reduce high-frequency measurement noises. The measurement
data are convolved by a Gaussian kernel function with a cutoff
wavelength controlling the shape of the Gaussian function.
The weights are determined by the Gaussian filter and, along
with the neighborhood points, used to generate a weighted
average. The Gaussian function has the bell shape, and thus
the central kernel takes larger weights whereas two ends take
less weight. When outliers are presented in measurement data,
the linear Gaussian filter does not discriminate these outliers,
and thus the filtration is distorted around the outlier areas due
to the high impact of these outliers to the weighted averaging.
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The robust Gaussian filter was then introduced to overcome
the sensitivity of the linear Gaussian filter to outliers. Robust
statistical estimates, e.g., the Turkey estimate, are incorporated
into the filtering process, acting as a vertical weighted aver-
aging as a supplementation to the lateral Gaussian weighted
averaging [23]–[25].

The linear Gaussian filter works well for stochastic surfaces
and its robust version can deal with outliers. However, its
application is limited for structured surfaces, which usually
contain functional geometrical features with steep edges.
When the Gaussian kernel is acted on the edge portion of
geometrical features, it tends to blur the sharp edges due to its
averaging characteristic [26] and thus exerts a negative impact
on the accurate evaluation of these features. A remedy solution
can be adaptively changing the kernel function at the feature
edges [27].

The spline filter is another commonly used surface filtration
technique, which is specified by the filtration equation rather
than the weighting function [28]. The spline filter originates
from the form of a flexible natural cubic spline under the
load of the measured profile [29]. The resulted profile is a
spline which can be solved by a constrained optimization
problem [30]. In comparison to the Gaussian filter, the spline
filter could handle most of the surfaces in form measurement.
To suppress outliers, the spline filter can integrate the robust
estimates, the same as the robust Gaussian filter. However,
in terms of structured surfaces, the spline filter is of limited
use, because it is extremely difficult for the spline filter,
by its nature, to approximate sharp geometries of structured
features, and therefore, these geometries will be rounded by
the filtration.

The median filter is a nonlinear filtering technique,
which has a good performance in removing salt-and-pepper
noises/speckle outliers from an image or a signal. However,
it will fail when applied to data with clustered outliers since
these outliers can result in biased medians. Ismail et al. [8]
developed an optimized median filter. The outlier detection
is based on the median relative height of the surrounding
data within a defined detection window. The size of the
detection window n was initially determined based on the
size of the largest outlier cluster w observed on the measured
data: n >

√
2 w and then iteratively incremented by 2 if

needed. The outliers were identified by comparing the median
of the data within the detection window to a threshold which is
calculated from a cumulative probability curve of the medians
of all data points. The median filter can reduce impulsive noise
and preserve high contrast-edges, especially when applied to
small speckle patterns [31]. However, it cannot achieve a good
smoothing of nonimpulse noise and was reported not suitable
for surfaces containing adjacent outlier clusters [32].

Anisotropic diffusion is an image processing technique used
to reduce image noise without removing significant parts of
the image content, e.g., the edges of an object [33]. It is
a generalization of the linear diffusion process given by
the equation (∂ I/∂ t) − div(c · ∇ I ) = 0, where I is the
image data to be diffused, ∇ denotes the gradient, div(· · · )
is the divergence operator, and c is the diffusion coefficient.
In linear diffusion, c is a constant, thus the diffusion will

not only reduce noise, but also smooth feature edges. The
anisotropic diffusion filter takes an adaptive c, which is no
longer a constant but a function that adaptively changes its
value according to the local geometry. For instance, c can
have small values at the feature edges whereas have large
values within the interior region of the features [34]. Thus the
anisotropic diffusion filter can reduce the measurement noise,
while preserving feature geometries.

Morphological filters are other types of nonlinear filters that
can be used to suppress the outliers in measurement data.
By moving spherical or flat structuring elements across mea-
surement data, morphological closing operation can remove
the pierces, and in opposite morphological opening operation
can suppress the spikes [35]. Podulka et al. [13] presented an
example of using a morphological closing filter with two sizes
of flat structuring elements to detect the spikes on a cylinder
liner profile. Since the result of morphological filters depends
on the local geometry of the surface and the geometry of the
structuring element, morphological filters are superior to the
linear Gaussian filter in preserving significant surface features
in some cases. However, when applying morphological filters
to structured surfaces, the size of structure element, e.g.,
the radius of the sphere, is restricted by the geometry of
local features on the surface, and thus might not be able to
suppress the outliers and preserve the edge of surface features
simultaneously. Another problem with morphological filters is
that they are more computationally expensive in comparison
to the Gaussian filter, and thus can be slow for large areal
measurement data set [36].

Multiscale decomposition can be viewed as multiple band-
pass filters, which decomposes the input signal into a sequence
of wavelength bandwidth, while keeping their space/time
information [15]. Wavelet decomposition, as a widely used
multiscale approach, has successfully found its application
in surface texture characterization. Machined surface topog-
raphy usually contains multiscale topography signature from
multiple process resources. Wavelet techniques were used
to decompose the surface texture into different scales to
evaluate tool marks, machining vibrations, and machine
tool errors [37], [38]. The wavelet techniques can be of
great use if the outliers exist in limited bandwidths. How-
ever, if the outliers spread in broad bandwidths, remov-
ing those bandwidths will cause the loss of other valuable
information on other features of surface topography [8].
Le Goic et al. [10] proposed an alternative multiscale method
based on the discrete modal decomposition, which can gener-
ate a discrete spectrum of the surface. The outliers are iden-
tified by the Grubbs’ test with the merit of associating a risk
level to the threshold for outlier detection. The outlier identifi-
cation is performed at different scales of the measured surface.

Other practical outlier correction methods in optical mea-
surement of engineering surfaces include material ratio curve
and statistical approaches. Podulka et al. [13] developed
an empirical method to detect spikes on the cylinder liner
surfaces. The material ratio curve of the surface was truncated
at the empirical thresholding ratio of 0.13% in order to
remove the spikes from the underlying surface. Wang et al.
[32] implemented ten statistical methods for outlier detection
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which can be used for surface texture measurement. They
generated a database of experimental data on the basis of
two engineering surfaces, but coupled with varying levels
of surface roughness, percentage of outliers, the amplitude
of outliers and uncertainty, and compared the performance
of these statistical methods. These aforementioned methods,
however, are limited to stochastic surfaces. Yang et al. [39]
proposed a filtering technique for structured surface using
combined sparse regularizes. The use of two regularization
terms with the first and second-order derivative, respectively,
can divide filtered data into a piecewise constant and a
piecewise smooth part, which enables the filter to smooth
the noise while preserving edges and corners of structured
geometries.

III. CLUSTERING FILTER

A. Basic Principle of Clustering Filter

The clustering filter used to reduce noise and suppress
outliers of optical measured surfaces is originally developed
by Wong [40], [41]. Clustering is a technique to divide a given
data set into a set of compact groups. The clusters are scale-
dependent. At the coarsest scale, all the data can be viewed
as a single cluster; at the finest scale, each data in the data set
are a cluster. The clustering filtering from the coarse scales to
the fine scales is a scale-space decomposition and consistent
with the physical melting process.

The center of a cluster of data is derived by maximizing
the data entropy subject to a linear cost constraint. Given a
1-D data set {(xi , zi ) : i = 1, . . . , n}, where zi represents the
height of the profile at the sampling position xi , and suppose
{x, z} is its cluster center. The cost functions of each xi and
zi are ex (xi) = ‖x − xi‖2 and ex (zi ) = ‖z − zi‖2, where
is ‖ . . . ‖2 the squared Euclidean distance. Let P denotes the
contribution of (xi , zi ) to the cluster center {x, z}. Maximizing
the entropy S = − ∑

i Pi logPi subject to the two linear
constraints

∑
i Pi ex(xi ) = Cx and

∑
i Pi ez(zi ) = Cz leads

to the following equation [37]:

z′ =
∑

i ziωi e−β(zi−z)2

∑
i ωi e−β(zi−z)2 (1)

where ωi = e−α‖xi−x‖2
, α and β are two parameters which

will be described in Section III-B. z′ can be interpreted as a
cluster center in height and ωi as its weight to give zi . The
filter essentially performs clustering for each sampled point.
This process can be cast as a robust estimation. A cluster
center is naturally a robust estimate of the data associated
with it. Thus, the output of the clustering filter should be a
better representation of the original signal/surface.

B. Algorithm for the Clustering Filter

Fig. 1 illustrates the flowchart of the algorithm used to
compute the clustering filter. Initially, the algorithm starts by
inputting the α parameter so that the region of points which
will contribute to the determination of the clustering center can
be targeted. The β parameter used in the equation is initially
set to β = (1/2σ 2

z ), where σz is a measure of local variance
given by σ 2

z = (
∑

i (zi − z̄)2ωi/
∑

i ωi ), and z̄ is a measure

Fig. 1. Flowchart of the algorithm of the clustering filter to determine the
clustering center.

of local average and given by z̄ = (
∑

i ziωi/
∑

i ωi ). Then,
iteratively applying (1) yields (2), which always converges

z(t+1) =
∑

i ziωi e−β(t)(z(t)−zi )
2

∑
i ωi e−β(t)(z(t)−zi )

2 . (2)

The initial guess of the clustering center z′ can take z̄ as
the starting point. In each iteration, the clustering center z(t)

is updated, and so does β. In practice, a small tolerance with
enough precision is set for the termination of the iteration
process. The same procedure is applied to each point of the
measured data set. The generated cluster centers (x, z) are
taken as the filtered data.

C. Control Parameters

Equation (2) has two input parameters α and β. α is a
measure of scale in the input space. A large α implies that only
points close to x have significant wi . For example, if α = ∞,
then wi = 1 when x = xi and 0 otherwise, which means every
point is preserved perfectly. Conversely, a small α implies that
more neighbors of x can contribute. When α = 0, each datum
is weighted equally and the estimate is the same for every
point. β is a measure of scale in the output space and is
determined by the local variation of the neighborhood data.
β controls the degree that an edge of the features should
be preserved. Increasing β gives strong edge preservation.
In the algorithm presented in Fig. 1, β is adaptively updated
in response to the local data variation, thus it possesses the
ability to perverse the feature edges.
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Fig. 2. Comparison of the cluster filtering and other filtration techniques on a measured profile from a CD surface.

Fig. 2 illustrates an example where a measured profile from
a CD surface is filtered by the clustering filter (α = 13) as well
as other filtration techniques, including the linear Gaussian
filter (λc = 0.8 μm), the second-order robust Gaussian
filter (λc = 0.8 μm), the morphological filter (opening filter
followed by closing filter with disk radius 0.5 μm), the robust
spline filter (λc = 0.8 μm), the median filter (window width
50 pixels) and the partial differential equation (PDE) filter, i.e.
the anisotropic diffusion filter. The profile is showing a couple
of significant pits intentionally made for the purpose of data
storage. All these pit features have sharp edges. Two simulated
spike outliers are added to the profile data, i.e., a wide spike
on the left edge of the second pit, and a single sharp outlier on
the bottom area of the middle right pit. The simulated profile
and all the applied filters are implemented by MATLAB.

The filters are compared in terms of their capability of
outlier suppression and edge preservation. The Gaussian filter,
although it can generate a very smooth filtered data, is unable
to keep the corner geometries of pits. It is also severely biased
by the single sharp outlier. The second-order robust Gaussian
filter can suppress two spike outliers. However, it still suffers
from rounding pit geometries. The morphological filter takes
the combination of the opening operation followed by the
closing operation, which is designed to suppress spike outliers.
Similar to the robust Gaussian filter, the corner geometries
are significantly smoothed. Even worse is the robust spline
filter in preserving the corners. The median filter can preserve
the corners and cope with the single outlier (salt-and-pepper
outlier), but fails to smooth the wide spike outlier on the sec-
ond pit. The PDE filter is able to retain the corner geometries
while suppressing the noises. However, it is unable to deal
with the spike outliers. On the contrary, the clustering filter
can substantially keep the corner geometries, while perfectly
suppress the outliers.

IV. INTERFEROMETRIC MEASUREMENT AND CLUSTER

FILTERING OF MEASURED DATA SETS

The proposed clustering filter can be applied to both profile
and areal surface data. In this section, it is applied to the

measurement data obtained from an in-house developed inter-
ferometric sensor known as single-shot dispersive profile inter-
ferometer (SDPI) and a commercial white light interferometer
(WLI)–Taylor Hobson Coherence Correlation Interferometry
(CCI) 3000.

A. Optical Setup of SDPI and WLI

The basic configuration of the developed SDPI system is
shown in Fig. 3 [42], which includes four modules, namely
the light source, the optical probe, the spectrometer, and the
console. A halogen bulb with broadband spectrum provides
the white light illumination for the system. A 4× Michelson
interferometric objective serves as an optical probe and
observes the tested surface without contact. A number of
fringes will occur when the optical path difference (OPD)
between the reference arm and measurement arm of the
interferometer is within the scope of the coherence length.
After passing through the spectrometer, the interference beam
is then spectrally decomposed along the rows of the charge-
coupled device (CCD) pixels. The generated interferogram is
a 2-D image with one axis (horizontal) providing the phase
information encoded as a function of wavenumber, and the
other (vertical) representing the length of the measured surface
profile [43]. Therefore, SDPI system can achieve surface
profile measurement with a single spectral interferogram.
During the signal processing, fringe order determination can
be carried out to retrieve the phase information with higher
accuracy, hence, measurement resolution can be enhanced.
However, this method suffers from discrete spikes errors
equaling to λ/2 or an integer multiple of this value presenting
in the height profiles.

Fig. 4 shows the schematic of a WLI system (for
full-field measurement). This technique uses a broadband illu-
mination as well and generates interference fringes localized in
space due to the low temporal coherence [44]. By combining
with the vertical scanning techniques, a series of sequential
interferograms are captured during the mechanical scanning.
The maximum visibility of the fringes occurs when the OPD
between the reference arm and measurement arm equals zero.
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Fig. 3. Schematic of a SDPI system.

Fig. 4. Schematic of a WLI system.

The visibility falls quickly when the OPD increases. Sur-
face topography can be acquired after tracking all coherence
peaks or phase retrieval within the field of view of the
objective [12], [18].

B. Cluster Filtering of SDPI Measured Profiles

Two Step Heights (2.1 μm and 500 nm) from the National
Physical Laboratory (NPL) were measured by SDPI, see
Fig. 5. Large spikes appear on two corners of each step height.
Particularly in the case of 500-nm NPL sample, the amplitudes
of spikes are four to five times higher than the step height
itself, see Fig. 5(b). The clustering filter with α value 12 is
applied to filter the measured profiles. In Fig. 5, large spikes
are effectively suppressed, while the geometry of step heights
are successfully preserved. This facilitates the subsequent
surface characterization, such as form/roughness measurement
and step height evaluation. It is, however, noticed that in the

Fig. 5. Surface profiles measured by SDPI and filtered by the clustering filter.
(a) 2.1-μm NPL step height sample. (b) 500-nm NPL step height sample.

Fig. 6. Clustering filtering of a V-grooves surface with α value 16. (a) Raw
measured surface. (b) Filtered surface.

highlighted area of Fig. 5(b) that the filtered profile sank down
about 100–150 nm, which is inconsistent with the original
geometry. This unexpected sinking is caused by the relatively
broad spatial distribution of the highlighted spike which is
wider than the rest of spikes. Wide spikes/outliers can impede
the correct determination of the clustering center and thus
generate undesirable filtering results. To enable the successful
application of the clustering filter, the bulk of measured data
shall be “good” data such that the anomalies can be corrected
using these good data. If not, it is unlikely that the cluster-
ing filter will generate reasonable results, as this is almost
the same for other post processing techniques mentioned
in Section II-B.

C. Cluster Filtering of WLI Measured Surfaces

Three structured surfaces, including a V-grooves surface, a
gauge block surface, and a nanometer step surface, are mea-
sured by WLI, see Figs. 6–8. Both high-frequency noise and



LOU et al.: APPLICATION OF CLUSTERING FILTER FOR NOISE AND OUTLIER SUPPRESSION 6515

Fig. 7. Clustering filter of a gauge block surface with α value 12. (a) Raw
measured surface. (b) Filtered surface.

Fig. 8. Clustering filter of a nanometer step surface with α value 12. (a) Raw
measured surface. (b) Filtered surface.

Fig. 9. Clustering filter of a microstructure surface with α value 12. (a) Raw
measured surface. (b) Filtered surface.

large spikes appear on the measured surfaces. Their presence
not only contracts the scale of original surface topography and
thus makes the visualization of surface topographical features
very difficult, but also distorts the examination of surface
geometries.

Fig. 6(b) presents the smoothed surface filtered by the
clustering filter with α value 16. This allows the accurate
evaluation of the V shapes on the surface, including the height,
the spatial distribution, and the inclination angle. Both surfaces
in Figs. 7 and 8 contain nanoscale features. While large spikes
impede the assessment of these nanoscale geometries, the sur-
face topography is almost submerged by widespread noises.
After applying the clustering filter, both nanoscale geometries
and surface topography are clearly presented. Particularly,
in Fig. 7(b), a bunch of small circular dents, originally veiled
by large spikes, now clearly present on the surface. Fig. 9(a)
presents a microstructure surface. The microstructures are

buried in spike noises and thus it is hard to recognize their
true geometries. In comparison, these geometries are well
presented on the filtered surface.

V. CONCLUSION

While optical measurement techniques are becoming
increasingly popular in surface metrology due to their superior
abilities over the tactile counterpart, there are a couple of
shortcomings that limit the uptake of these technologies into a
wider range of applications. A fatal problem of using optical
sensors to measure structured surfaces is that they tend to
produce noises and outliers, particularly at the edge of sharp
geometry transitions. To alleviate the negative impacts of
these undesirable noises and outliers on the characterization of
surface topography and micro/nanoscale geometries, the clus-
tering filter is implemented, which is an iterative process to
find the aggregation center of a cluster of points. The clustering
filter can suppress the noises and outliers in measurement
data sets while preserving the edge of geometrical features.
This capability is evidenced by the examples of filtering five
structured profiles/surfaces, including two profiles measured
by SDPI and three surfaces measured by WLI. It, however,
shall be noted that if the outliers have wide spatial amplitudes,
which severely bias the measurement data, the clustering filter
might not generate reasonable results, as this is almost true
for all post processing techniques.

Potential applications of the clustering filter are optical mea-
surement of laser texturing produced surfaces and additively
manufactured surfaces. The surface topographies generated
by these technologies are usually rough and often consist of
local sharp microgeometries. These surface topographies also
present inconsistent optical properties. As a result, a large
number of noises, unmeasured points, and large outliers are
often observed in these measurements. It is, therefore, interest-
ing to examine the capability of the clustering filter on filtering
these kinds of challenging surfaces.
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