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ABSTRACT

Bubble growth rate is one of the most important parameters required for the development of accurate
mechanistic nucleate boiling heat transfer models. It is also very important for understanding the hy-
drodynamic forces and the mechanism of bubble departure. This paper presents an experimental study
on bubble growth measurements in saturated pool boiling of deionized water on a plain copper surface
at atmospheric and sub-atmospheric pressure. The measurements were conducted using a high-speed,
high-resolution camera with a microscopic lens. The mechanisms of bubble growth are discussed, while
the microlayer evaporation mechanism has been evaluated and discussed using the measured bubble
growth curve. The estimated contribution of microlayer evaporation to a single bubble growth is about
70 %, while the contribution of latent heat transfer (evaporation) to the total heat transfer rate from the
surface is about 30 %. The remaining 70 % is due to other mechanisms, i.e. conduction and convection.
These values were obtained based on the analysis of the bubble growth curve only and agreed with some
researchers who conducted local heat transfer measurements using integrated sensors or infrared ther-
mography. These detailed measurement techniques cannot be used with the thick copper block tested in
the current study, which was also tested by many researchers in literature and is representative of indus-
trially used surfaces. It was also found that the bubble departure mechanism at atmospheric pressure is
due to a static balance between surface tension and buoyancy forces while at sub-atmospheric pressure,
it was between buoyancy and liquid inertia forces. The pressure did not have a significant effect on the
characteristics of the dynamic contact angle, which was also measured from the instantaneous images of
the bubble. It was concluded also that the force balance required for the accurate prediction of depar-
ture diameter should be conducted when the two forces are equal, which occurred at time less than the
departure time and dynamic contact angle of about 45. In most bubble departure models, researchers
recommended the balance to be conducted at the moment of departure when the bubble forms a neck
with contact angle of 90° (underestimation to the surface tension force). The analysis of one of the com-
monly used homogeneous growth models indicated that for homogeneous bubble growth models to be
applicable in nucleate boiling, an allowance must be made for the fact that the degree of superheat varies
with time during a bubble growth period.
© 2023 The Author(s). Published by Elsevier Ltd.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

equipment is very low compared to water. This is due to the poor
thermophysical properties of refrigerants compared to water. Addi-

There is a big challenge in cooling electronic equipment and
high heat flux systems. Boiling is one of the most efficient methods
recommended by researchers for electronics cooling. The tested
fluids were either dielectric liquids (refrigerants) or water. Al-
though refrigerants can achieve very low surface temperature, the
maximum quantity of heat that can be dissipated from electronic
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tionally, most refrigerants operate at high system pressure, which
may add some complexity to the cooling system. On the contrary,
water at atmospheric pressure can dissipate high heat fluxes com-
pared to refrigerants but the surface temperature may exceed the
allowable operating temperature in most electronics (85 °C in com-
puter chips and 125 °C in Insulated Gate Bipolar Transistors, IG-
BTs). Boiling water at subatmospheric pressure may be a viable
option to reduce the surface temperature in electronics below the
allowable limit, i.e. in a closed loop such as a heat pipe or a ther-
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Nomenclature

Aine interfacial area, [m?]

a empirical exponent in Eq. (1)

b empirical exponent in Eq. (1)

b* empirical constant in Eq. (25)

C constant in Eq. (1) or curvature factor in Eq. (3)

(@ empirical growth constant in Cooper model

&} constant in initial thickness in Cooper model

Cpl liquid specific heat, [J/kg K]

Dy bubble departure diameter, [m]

Deq equivalent diameter, [m]

Dy horizontal diameter, [m]

Dy vertical diameter, [m]

Ds diameter of boiling surface, [m]

fa bubble departure frequency, [1/s]

F buoyancy force, [N]

Fep contact pressure force, [N]

F; liquid-inertia force, [N]

K surface tension force, [N]

g gravitational acceleration, [m/s?]

h heat transfer coefficient, [W/m? K]

H; liquid height, [m]

hne natural convection heat transfer coefficient, [W/m?
K]

hexp experimental heat transfer coefficient, [W/m? K]

hye latent heat, [J/kg]

Ja Jakob number, ;¢ ATw/pvhg, [-]

K bubble growth constant in Eq. (3), [m/s"]

keu thermal conductivity of copper, [W/m K]

k thermal conductivity of liquid, [W/m K]

L characteristic length for natural convection, [m]

len characteristic length for boiling, [m]

m exponent of Ja in bubble growth law

m liquid mass, [kg]

N active nucleation site density, [site/m?]

n time exponent in the growth law

Nugp Single-phase Nusselt number, Nupc = hDs/kj, [-]

Nuy, boiling Nusselt number, Nuy, = hl,/k;, [-]

P pressure, [Pa]

Py r vapour pressure at bubble wall, [Pa]

Py liquid pressure far away from bubble wall, [Pa]

Pr Prandtl number, [-]

Qu average heat transfer rate, [W]

Qe evaporation heat transfer rate, [W]

Qsy sensible heat transfer rate, [W]

Qiy latent heat transfer rate, [W]

Qsite heat transfer rate per nucleation site, [W]

q heat flux, [W/m?]

Qevp evaporation heat flux, [W/m?2]

Geond conduction heat flux, [W/m?]

r radial distance, [m]

R radius, [m]

Rp relax ~ bubble radius due to evaporation from the relax-
ation layer around the bubble, [m]

R, bubble radius due to inertia, [m]

R bubble radius due to microlayer evaporation, [m]

Ran bubble radius due to all mechanisms, [m]

Rc bubble contact radius, [m]

R4 departure radius, [m]

Tcexp experimental bubble contact radius, [m]

Re my  radius at end of microlayer evaporation, [m]

R? correlation coefficient, [-]

Ra Rayleigh number, Bg(Tw — T;)D3 /a;v;, [-]

Re Reynolds number, p,2R(dR/dt)/u,, [-]
t time, [s]

by mr microlayer evaporation time, [s]

ty departure time, [s]

trecov superheated layer recovery time, [s]
T temperature, [K]

Ts Thermocouple no. 5, [K]

Tsat saturation temperature, [K]

T liquid bulk temperature, [K]

Tw boiling surface temperature, [K]

ATy Jackob number superheat, [K]
ATy wall superheat, (Ty- Tsq), [K]
ATy,  subcooling, (Tsee- Tp), [K]

VinL microlayer volume, [m3]

Vy vapour volume, [m?3]

y vertical distance, [m]

Greek Symbols

al liquid thermal diffusivity, [m2/s]

B thermal expansion coefficient, [1/K]
So initial microlayer thickness, [m]

St thermal boundary layer thickness, [m]
0 apparent contact angle, [deg]

v liquid kinematic viscosity [m?2/s]

i liquid dynamic viscosity [Pa s]

o liquid density, [kg/m3]

Pv vapour density, [kg/m3]

o surface tension, [N/m]

mosiphon system. Bubble growth and dynamics are affected sig-
nificantly by system pressure. Thus, it is important to study bubble
growth at atmospheric and subatmospheric pressures.

Understanding bubble growth is very important for the de-
velopment of nucleate boiling heat transfer models. For example,
Forster and Zuber [1] proposed a model based on micro-convection
in the wall thermal boundary layer, see Eq. (1), and used bubble
growth velocity (dR/dt) as a characteristic velocity in the defini-
tion of the Reynolds number. Additionally, bubble growth models
(R= f(t)) are needed to estimate the dynamic forces acting on a
bubble during its growth period, which can help develop accurate
models for the prediction of bubble departure diameter (Dy) and
frequency (fy). These two variables (diameter and frequency) are
very important in all mechanistic boiling heat transfer models in
which the heat transfer rate due to one nucleation site (Qgj) is
calculated and the total heat transfer rate is obtained by multiply-
ing Qsit by the total number of active nucleation sites N.

Nuy, = CRe“Pr? (1)

It is worth mentioning that there are large discrepancies among
the existing nucleate boiling heat transfer models. For the sake
of comparison and without going into the details of each model,
the present authors plotted the boiling curve in Fig. 1 using 26
models/correlations for water at P = 1 bar, as an example (water
was in the database of these models). The figure includes models
based on various heat transfer mechanisms such as forced convec-
tion induced by bubble agitation, latent heat mechanism, and tran-
sient conduction to the liquid layer that rewets the surface after
bubble departure (quenching mechanism). Obviously, for a fixed
heat flux, there is a big difference in the predicted wall superheat
(large differences in the predicted heat transfer coefficient). A rea-
son of this difference could be the discrepancy among researchers
on the models used for the prediction of bubble departure di-
ameter and frequency, which are key variables in these mecha-
nistic models. Mahmoud and Karayiannis [2] conducted a review
study on pool boiling and included a section on bubble dynamics.
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Fig. 1. Discrepancy among 26 heat transfer models/correlations [3-27] for saturated boiling of water at atmospheric pressure.

They plotted the bubble radius versus time from 18 different mod-
els/correlations, for water at atmospheric pressure and 10 K super-
heat, and reported large scatter, e.g. at 14 ms, the radius predicted
by one model was about 0.5 mm while that predicted by another
model was about 3 mm. It is known that, the heat transfer rate by
latent heat, Q;y, for a single nucleation site is proportional to the
cube of the bubble departure diameter as given by Eq. (2). Thus,
any small error in the prediction of bubble departure diameter can
result in a significant error in the prediction of the total heat trans-
fer rate.

Qun = (7/6)D; fypvhyg (2)

In homogeneous boiling, bubble growth was deemed to be con-
trolled by liquid inertia (inertia-controlled) if the bubble radius
follows the relation R oct while it was deemed to be controlled
by heat diffusion (asymptotic growth) if the radius-time relation
follows R o« t1/2, If the exponent of time is larger than 0.5 and
less than 1, bubble growth is driven by a contribution from liquid
inertia and heat diffusion. Because the inertia-controlled growth
dominates the early stage for very short time intervals, it was
ignored by many researchers and thus several models were sug-
gested based on the heat-diffusion mechanism. These models were
written in the form:

R = CJa™ Jogt" = K" 3)

where C is a factor to account for the bubble curvature, K is
a bubble growth constant (empirical or model-based), n is bub-
ble growth exponent, and m is the exponent of Jakob number Ja,
which is defined as:

Ja= picp AT/ pvhyg (4)

The exponents m and n equal 1 and 0.5, respectively in homo-
geneous boiling while they may vary in heterogeneous boiling. This
is because these models were developed for a spherical bubble
with symmetric growth in a uniform superheat while in heteroge-
nous boiling, bubble shape is not always spherical, the growth is
not always symmetric and the superheat is not uniform. It is worth
mentioning that bubble growth models will not be included in the
current paper, they will be evaluated and discussed critically in a
separate publication. Only, the bubble growth characteristics and
heat transfer mechanisms will be studied with the help of few
models as will be presented in the discussion section. The review
below will be limited to saturated boiling of water, which is the

test fluid in the current study. The features of bubble growth and
the heat transfer mechanisms due to one single bubble will be re-
viewed and discussed to help understand the reasons of discrep-
ancy among the published bubble growth models.

1.1. Bubble growth characteristics

Bubble growth in saturated boiling of water on metallic surfaces
has been investigated by a group of researchers [28-32]. Cole and
Shulman [28] conducted the test on a polished zirconium ribbon
at P = 0.066 - 0.474 bar and observed that the bubble shape is
ellipsoid with a diameter equivalent to a sphere having the same

volume, Deg = (DHD§)1/3. It was found that the bubble growth ex-
ponent n agreed with the homogeneous models (n = 0.5) but the
growth constant K was significantly smaller. Additionally, the ho-
mogenous models were found to predict the experimental data
reasonably well only for Ja < 100 if the superheat AT, used in the
definition of Ja was modified to AT, /2. It was also concluded that
the homogeneous models performed better than the complex het-
erogeneous models assessed in their study and consequently they
correlated their experimental data in a form similar to homoge-
neous models as given by Eq. (5) but the exponent m of Ja was
found to be 0.75 rather than 1.

R =2.5]a7 /ot (5)

Akiyama et al. [29] studied bubble growth at P = 0.05 - 15 bar
on the external surface of a horizontal stainless-steel tube of diam-
eter 8 mm. The bubble shape was observed to be an ellipsoid and
the diameter was assumed equivalent to a sphere having the same

volume, Deg = (Df,DV)l/ 3. Note that although the bubble shape is
the same as that observed by Cole and Shulman [28], the defini-
tion of the equivalent diameter is different. In Akiyama et al. [29],
the bubble was assumed symmetric around the vertical axis (axis
of revolution) while in [28] it was assumed symmetric around the
horizontal axis. It was observed that, as the pressure decreases, the
bubble becomes more flattened at the base, especially in the early
stages of growth, which was attributed to the increase in bubble
growth rate and liquid inertia force which pushes the bubble to-
wards the surface. They also reported that when the bubble shape
becomes flat at the base, liquid microlayer forms underneath the
bubble and thus there is a possibility for large contribution from
microlayer evaporation. On the contrary, when the bubble enters
the departure stage (contraction of the contact line), cold liquid
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rewets the surface and consequently the liquid inertia force acts in
the upward direction (help the bubble to depart), which makes the
bubble height larger at low pressures (vertical elongation). The in-
crease in bubble growth rate at low pressures was attributed to
the high incipience superheat, the large vapour specific volume,
the change in the temperature field around the bubble and the in-
creased contribution from microlayer evaporation. Additionally, the
bubble growth constant K and the growth exponent n were found
to decrease as the pressure increases (n was larger than 0.5 at sub-
atmospheric, about 0.5 at atmospheric pressure, < 0.5 at above at-
mospheric pressures), e.g. n reached 0.1 at 30 bar for water. Finally,
it was concluded that the homogeneous models are valid for nu-
cleate boiling provided that the growth constant K and the growth
exponent n are allowed to vary with time and the exponent m of
Jakob number should be 0.6.

Stewart and Cole [30] measured bubble growth, up to 20 ms,
at 0.048 bar on a polished copper surface of diameter 25.4 mm.
The bubble size was observed to be extremely larger than the
size of the test section and it was not possible to track bubble
growth from nucleation to departure. They visualized the bubble
from two sides using two cameras simultaneously and found that
the bubble shape is symmetric around the vertical axis, i.e. the
2D projection is a surface of revolution around the vertical axis.
Additionally, they estimated the volume-equivalent diameter using
two different methods: numerical integration using the 2D bub-
ble profile and simple arithmetic averaging to the horizontal and
vertical diameters, Deg = (Dy + Dy)/2. It was found that the differ-
ence between the two methods was not significant and thus they
recommended the arithmetic averaging to get the equivalent bub-
ble diameter. Their results demonstrated that there is a large dis-
crepancy between the experimental data and the prediction from
the assessed homogeneous and heterogeneous models. Van Stralen
et al. [31] extended the work in [30] through increasing the size
of the test section to be able to cover the entire growth period
in the pressure range 0.019 - 0.266 bar. It was observed that, for
0.039 < P < 0.266 bar, the bubble shape was hemisphere up to
9 ms and this was considered as inertia-controlled regime, while
the heat-diffusion regime was found to be dominant for t > 13
ms. Additionally, as the pressure decreased, the departure diam-
eter and departure time increased while the frequency decreased.
For P < 0.079 bar, they observed the following: (i) the waiting time
was larger than 10 s and was attributed to the strong cooling of a
large area of the surface induced by the large bubble size, (ii) a
rapidly growing secondary bubble (vapour column) was observed
to penetrate the lower part of the large departing bubble, (iii) a
liquid jet with velocity of about 5 m/s was observed in the wake
region of the large departing bubble. This jet penetrated the whole
bubble (from the bottom to the top) due to the very low pressure
in the wake region. The presence of the secondary bubble (vapour
column) was attributed to the possible dry patches underneath the
large bubble which makes the superheat large enough to initiate a
vapour jet similar to film boiling. Gao et al. [32] measured bubble
growth on a smooth stainless-steel surface at P = 0.035 - 0.217 bar
and observed ellipsoidal bubble shape, symmetric around the ver-
tical axis with diameter equivalent to a sphere having the volume
of an ellipsoid, Deq = /DyDy. Note that this equivalent diameter
is different compared to the above studies. It was observed that,
at 0.041 bar, the bubble was hemispherical in the first 10 ms then
the shape changed to an ellipsoid up to departure. They agreed
with van Stralen et al. [31] on observing a liquid jet penetrating
the lower part of the bubble. At P = 0.197 bar, the bubble growth
phenomenon was the same as P = 0.041 bar except that the bub-
ble size was much smaller and a secondary bubble was observed
to penetrate the lower part of the large bubble and a mushroom
shape bubble was observed. Note that this secondary bubble phe-
nomenon was observed by [31] at much lower pressure (< 0.079
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bar). The measured bubble growth curve indicated the following:
(i) for 0.041 bar, the inertia-controlled growth dominated up 40
ms, which is 4 times larger than the duration of 9 ms observed
by [31]. (ii) For all tested pressures, the bubble diameter increased
rapidly to a constant asymptotic value up to the departure mo-
ment. (iii) The bubble growth rate and departure time increased
as the pressure decreased, e.g. the departure diameter was about
85 mm at 0.041 bar and decreased to about 40 mm at 0.217 bar.
(iv) With increasing pressure, the waiting time decreased from 8
s to 0.2 s while the frequency increased from 0.1 to 4 Hz. The
large bubble size and low frequency at lower pressures were at-
tributed to the large vapour specific volume and the large surface
tension. The large waiting time was attributed to the large bubble
size which displaces large volume of liquid and thus requires long
time to be re-heated to the incipience superheat. (v) As the wall
superheat increases, the bubble growth rate, the departure size
and the departure time increase, which was attributed to a thicker
thermal boundary layer around the bubble. It is worth mentioning
that van Stralen et al. [31] and Gao et al. [32] inferred the inertia-
controlled growth stage without verification. It was based on the
bubble shape (hemisphere) in [31] while in [32] it was based on
the change of slope in the bubble growth curve, i.e. when the slope
changed between the fast and slow growth. This may not be cor-
rect as will be discussed in the results section of the current study.

Another group of researchers [33-35]| studied single bubble
growth on non-metallic surfaces using high-speed video cam-
era, integrated sensors and IR thermography at atmospheric pres-
sure while [36] tested atmospheric and sub-atmospheric pres-
sure. Yabuki and Nakabeppu [33] conducted the test on a sili-
con substrate coated with SiO, from the boiling side with local
temperature measurements using Micro-Electro-Mechanical-Sensor
(MEMS), Jung and Kim [34] used calcium fluoride substrate coated
with indium tin oxide (ITO) from the boiling side and Surtaev et al.
[35,36] used a sapphire substrate. The following conclusions can
be drawn from these studies: (i) The bubble growth curve fol-
lowed the relation R  t%6 up to about 5 ms then the relation
changed to R « t%1 in the asymptotic stage as found by [33]. (ii)
The departure diameter, growth rate, departure time and micro-
layer diameter increase as the wall superheat increases and the
maximum microlayer diameter was nearly half the maximum bub-
ble diameter, [33,34]. (iii) The bubble radius reaches a maximum
value after the complete evaporation of microlayer, at about 10 ms
in [33] and 8 ms in [34], then the radius increases slightly or re-
mains unchanged up to departure. (iv) there is a microlayer along
with a dry spot at the centre of the contact area and the size
of the dry spot increases linearly with time to a maximum value
(end of the microlayer evaporation) then it decreased rapidly dur-
ing the rewetting stage [33,34]. (v) When the experimental data
were plotted in a dimensionless form (R/Ry vs. t/ty), all data col-
lapsed into one single curve regardless of superheat and heat flux
as reported by [3]. (vi) Surtaev et al. [36] studied two pressures
(0.087 and 1 bar) and reported that the bubble shape was nearly
spherical at atmospheric pressure while it was flattened at sub-
atmospheric pressure with mushroom shape at departure and a
clear vapour stem at the bottom. Additionally, the bubble growth
rate, the departure time and departure diameter increase as the
pressure decreases. They divided bubble growth into three stages
namely, inertia-controlled, transition, and asymptotic stage. In the
inertia-controlled growth, the data fitted with R = Kt for a period
up to 10 ms at sub-atmospheric pressure and 2 ms at atmospheric
pressure. The transition regime occurred only at sub-atmospheric
pressure and the data fitted a power law with time exponent of
0.75. In the asymptotic stage, the bubble growth exponent n was
found to 0.5 for atmospheric and sub-atmospheric pressure.

The above discussion demonstrated that there is agreement
among researchers on the effect of pressure on bubble growth
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dynamics. They all concluded that as the pressure decreases, the
bubble growth rate, departure size and departure time increase
while the frequency decreases. Additionally, the bubble shape is
hemispherical and flattened spheroid at sub-atmospheric pressure
while it is nearly spherical at atmospheric pressure. Also, some
researchers [28,30,31] agreed that the method of estimating the
equivalent bubble diameter is not critical. However, some differ-
ences among researchers can be summarized as: (i) there is some
discrepancy on the duration of the inertia-controlled growth stage
where some researchers reported long period and some others
reported short periods, which was based only on bubble shape.
Inertia-controlled growth was thought to be dominant with hemi-
spherical bubble shape. (iii) some researchers found that the ho-
mogeneous and heterogeneous models are not applicable while
some others found the homogeneous models are applicable but
with some modifications. These deviations may be due to different
dominant heat transfer mechanism affecting bubble growth, which
will be briefly discussed in the following section.

1.2. Heat transfer mechanisms

This section summarizes the contribution of different heat
transfer mechanisms reported by past researchers for saturated
boiling of water at atmospheric pressure. There is some inconsis-
tency in naming the various heat transfer processes, i.e. past re-
searchers use different names sometimes for the same heat trans-
fer mode, that can contribute to the on-going debate on this topic.
For clarity purposes we try in this first paragraph to list and re-
late the names to help elucidate possible mechanisms. Some re-
searchers used the terminology “bulk convection”, “transient con-
duction”, and “quenching mechanism” to describe the same heat
transfer mechanism. In fact, the name “bulk convection” was orig-
inally given by Han and Griffith [37]. In this mechanism, they as-
sumed that the departing bubble transports periodically most of
the wall superheated layer to the liquid bulk and thus cold lig-
uid rushes down towards the hot surface then a new superheated
layer forms and transports periodically to the liquid bulk in the
same way and that is why it was called “bulk convection”, i.e.
wall superheated layer is convected into the liquid bulk periodi-
cally. The dominant heat transfer mechanism was assumed to oc-
cur by transient heat conduction during the period of re-formation
of the superheated layer (re-wetting) and that is why some re-
searchers call it “transient conduction”. Note that evaporation is
not included in this mechanism and the only role of the bubble is
to transport the superheated layer periodically away from the boil-
ing surface to the liquid bulk. Some other researchers called this
mechanism “quenching” due to the periodic cooling of the hot sur-
face, which occurs also by “transient conduction”. The other heat
transfer mechanisms in nucleate boiling are clear in the literature
and include convection in the spaces among the bubbles (some re-
searchers assumed natural convection and some others assumed
forced convection due to bubble agitation) and latent heat trans-
port due to the bubble formation (either due to evaporation from
the liquid microlayer underneath the bubble only, or evaporation
from the bubble curved surface only or combination of the two).
From now on, the mechanism which was called “quenching” in
the original papers of other researchers will be called here “tran-
sient heat conduction” to use the same and consistent terminology
throughout the paper. The mechanisms of convection, will be re-
ferred to as natural or forced based on the terminology used by
past authors in their papers, if identified as such.

Before discussing the mechanisms, it is important to shed some
light on the thermal boundary layer characteristics and the tem-
perature field around the bubble in saturated boiling of water,
which is a key variable in bubble growth models. Marcus and
Dropkin [38] measured the liquid temperature at vertical locations
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on a horizontal copper surface using a micro-thermocouple probe
in the heat flux range 3.6 - 126 kW/m2. It was found that the
boundary layer was linear only up to 0.578,, after which it fol-
lows a power law. The measured boundary layer thickness was
about 0.27 mm at h = 4000 W/m2K while it was 0.19 mm at about
8000 W/m2K. This thickness is much smaller than the size of the
water vapour bubble. Ganic and Afgan [39] measured the temper-
ature in the bubble and the surrounding liquid during its growth
period using a 120 pm diameter thermocouple probe. The mea-
surements were conducted at five vertical locations above the nu-
cleation site, 0.5, 1.5, 2.5, 3.5 and 5 mm. It was observed that
when the thermocouple was at 5.5 mm distance above the nu-
cleation site, it did not detect any thermal wave. When the dis-
tance decreased to 3.5 mm above the nucleation site, the thermo-
couple detected a thermal wave, i.e. the superheated layer seems
to be pushed away by the growing bubble. In other words, an en-
velope of superheated liquid remained around the bubble up to
at least 3.5 mm height. It is interesting to note that the veloc-
ity of the thermal wave (superheated liquid layer) was nearly the
same as the bubble growth velocity. Takeyama et al. [40] mea-
sured liquid temperature in the vertical and horizontal directions
(0.2, 0.5 mm above nucleation site and 2, 4 mm away from the
nucleation site near the surface) using 50 pm diameter thermo-
couple probe. It was observed that when the probe was at 4 mm
horizontal distance from the nucleation site, the probe detected
a thermal wave during bubble expansion. Thus, based on bubble
size measurements, they concluded that the diameter of the area
of bubble influence is 4 times the bubble departure diameter. This
area is larger than the value recommended by Mikic and Rohsenow
[8] in the heat transfer model that was based on the transient
heat conduction mechanism, which was also used extensively by
many researchers. When the probe was 0.5 mm above the nucle-
ation site, the probe did not detect any thermal wave (did not
detect the superheat). In other words, the superheated layer has
been either depleted or the bubble protruded outside the bound-
ary layer, which is in contradiction with the results obtained by
Ganic and Afgan [39]. Narayan et al. [41] used non-intrusive rain-
bow schlieren technique to qualitatively visualize the temperature
field around a growing bubble on a glass substrate in subcooled
and saturated boiling of water. It was observed that the bubble is
surrounded by the superheated layer, which was stretched by the
growing bubble during its growth period, and the bubble remained
surrounded by the superheated layer even after departure. The es-
timated wall thermal boundary layer thickness in saturated boiling
was about 1.3 mm, which is about 4 times larger than the value
measured by [38]. Additionally, they observed a superheated lig-
uid jet in the wake region of the rising bubble. It is obvious from
these studies that there are discrepancies about the temperature
field around the bubble, which could be a reason for the discrepan-
cies among the bubble growth models and consequently the heat
transfer models.

Some researchers studied the heat transfer mechanisms due to
single bubble in saturated boiling of water at atmospheric pres-
sure and reported different conclusions. Golobi¢ et al. [42] mea-
sured the temperature field underneath a single bubble nucleating
on a platinum foil (6 pm thick) using IR camera and did not find
any evidence on the presence of microlayer evaporation, evapora-
tion at the three-phase contact line, and enhancement due to the
transient heat conduction mechanism. Thus, they recommended
further investigations to understand this behaviour. Zupancic et al.
[43] studied bubble growth on titanium foil (12.5 pm thick) using
high-speed video and IR cameras. They agreed with Globic et al.
[42] on that there is no dry spot underneath the single bubble,
which was considered as a proof of the absence of microlayer.
Contrary to Golobic et al. [42], they concluded that the transient
heat conduction mechanism contributed by 90 % while the remain-
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ing 10 % was due to the evaporation mechanism. The large con-
tribution from the transient heat conduction mechanism was at-
tributed to the large waiting time (actual values not reported in
their study). It is worth mentioning that the waiting time reported
by Golobi¢ et al. [42] was 40 ms. Fontana [44| used a high-speed
camera and a thin copper disc soldered to a thin layer of constan-
tan and both were soldered to the tip of a copper heating rod. The
test section was designed to act as a direct heat flux measurement
sensor underneath the bubble. He reported that the contribution
due to microlayer evaporation was 60 - 70 % while the remaining
30 - 40 % were due to the transient heat conduction mechanism.
Tanaka et al. [45] conducted the tests on sapphire substrate with
high-speed video imaging and IR thermography. It was reported
that the contribution of microlayer evaporation was about 50 % in
the superheat range 13.7 - 16.8 K, transient heat conduction due
to rewetting is very small and the rest of the heat was transferred
to the bubble by convection. Some other researchers [46-48] stud-
ied single bubble growth on glass substrates and found that the
contribution of microlayer was 15 - 70 % depending on the su-
perheat (6 - 39 K) as reported by Utaka et al. [46], 14 - 44 % as
reported by Hu et al. [47], 17 % by Jung and Kim [34], 9 - 13 %
by Narayan and Srivastava [48]. Although Utaka et al. [46] found
that the superheat affects the contribution from microlayer, Yabuki
and Nakabeppu [33] reported that the superheat did not affect the
microlayer contribution.

Although the contribution of the microlayer or evaporation
mechanism based on studying one single bubble seems to be large,
it might not be the case when heat transfer from the entire boil-
ing surface is studied by considering multiple bubbles. A group
of researchers [45,49-51] studied heat transfer mechanisms from
the boiling surface by measuring the bubble dynamics and adopt-
ing the heat flux partitioning models. Zupanci¢ et al. [49] used
the same experimental technique as [43] and conducted the test
on zirconium alloy foil with thickness 50 pm at heat flux up to
500 kW/m? and studied the heat transfer from the entire boiling
surface. They partitioned the heat flux into microlayer evapora-
tion, transient heat conduction and forced convection induced by
bubble agitation (estimated by direct local measurements) in the
spaces among the bubbles. It was concluded that the contribution
of microlayer did not exceed 17 %, the contribution due to forced
convection was larger than 80 % and the contribution due to tran-
sient heat conduction mechanism was insignificant. The small con-
tribution from the microlayer was attributed to the thin foil (small
heat capacity) which did not help evaporate the microlayer com-
pletely. Gerardi et al. [50] conducted the tests on sapphire sub-
strate up to about 900 kW/m? and also measured the nucleation
site density using the IR camera. They used a heat flux partition-
ing model (turbulent natural convection, transient heat conduction,
evaporation) to estimate the contribution of each mechanism. It
was concluded that transient heat conduction was the dominant
heat transfer mechanism where its contribution was above 70 % at
all heat fluxes and the contribution due to evaporation and natu-
ral convection (estimated from a correlation for natural convection)
mechanisms was less than 30 %. Tanaka et al. [45]| conducted the
tests on sapphire substrate for heat fluxes up to 600 kW/m? and
measured the nucleation site density and area fraction of the con-
vection and bubble contact area using the IR camera. Considering
the measured area fraction and partitioning the heat flux into mi-
crolayer evaporation and liquid heat transfer (convection and tran-
sient conduction) indicated that the contribution of microlayer is
only about 25 % and the remaining 75 % was due to liquid heat
transfer induced by bubble coalescence and agitation. The small
contribution of microlayer was attributed to the small area frac-
tion of the bubble contact area (10 % of the total area). It is worth
mentioning that the transient conduction was included in the lig-
uid heat transfer part as they could not separate it from the total
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liquid heat transfer rate during the rewetting period. This result
agrees with that reported by Kim and Kim [51] for boiling on sil-
icon substrate. They found that the area fraction of the microlayer
is 10 % of the total area and the liquid heat transfer (transient con-
duction and convection) contributed by 65 - 80 %, while the mi-
crolayer contributed by 20 - 25 %.

The above review demonstrates that many fundamental re-
searches has been conducted in the past focusing on understand-
ing single bubble dynamics and heat transfer using transparent or
thin-foil substrates. However, they reported different conclusions
on bubble growth rate and heat transfer mechanism. Additionally,
few researchers focused on studying bubble dynamics on metallic
surfaces. Also, in the last two decades, there is a large number of
research papers on heat transfer enhancement by surface modifica-
tion, see Ref. [2]. In these studies, the boiling surface was the top
side of a thick copper block and the collected data were used to
evaluate existing pool boiling heat transfer correlations/models. As
mentioned in the first paragraph, these models depend on bubble
dynamic parameters, which in most past studies were measured
on transparent and/or thin substrates or on the outer surface of
tubes. For example, the bubble growth model by Cooper [52] was
based on data obtained using glass and ceramic substrates. Addi-
tionally, some researchers agreed with the homogeneous growth
theories with exponent n = 0.5 while some others reported much
smaller value n = 0.1 (much slower growth) at the same pressure.
Accordingly, more research is still needed to help understand bub-
ble growth on thick copper substrates which may contribute in un-
derstanding the reasons of discrepancies among mechanistic heat
transfer models. The present study investigates bubble growth on a
smooth copper surface at atmospheric and sub-atmospheric pres-
sure using water in saturated conditions. A smooth surface was
used to isolate the unclear effects of surface microstructure.

2. Experimental setup
2.1. Boiling chamber and test section

Fig. 2a depicts the schematic drawing of the experimental fa-
cility. It consists of the following: (i) rectangular boiling chamber
(250 x 250 x 300 mm) made of stainless steel with four trans-
parent visualization windows (158 x 220 mm), (ii) two helical coil
heat exchangers (one on the top side of the chamber to work as a
condenser and one immersed in the liquid to work as a liquid sub-
cooler), (iii) circulation chiller to supply the cooling water-glycol
mixture to the condenser and the sub-cooler, (iv) test section insu-
lation block made of Polyether Ether Ketone (PEEK) that accommo-
dates the copper test piece, see Fig. 2b and 2c, (v) immersion car-
tridge heater of power 1500 W to control the liquid bulk temper-
ature and conduct liquid degassing before the test, (vi) data logger
cDAQ from National Instruments, connected to a PC with Labview
software to record the data, (vii) 1.5 kW DC power supply (Electro-
Automatik) for supplying the heat to the test section, (viii) High-
speed, high resolution camera (Phantom Miro Lab110 - sensor size
20 pum/pixel) with NAVITAR 12X zoom lens system, (ix) two T-type
thermocouples for measuring the liquid and vapour temperature
and one pressure transducer (Omega, PX319, 0 - 3.5 bar) for mea-
suring the system pressure.

The test section was made of oxygen-free copper and was in-
sulated with the PEEK housing as seen in the exploded view in
Fig. 2b and the assembly drawing in Fig. 2c. The copper test piece
has a diameter of 30 mm and a height of 42.5 mm, see Fig. 3c. It
has five holes of diameter 0.6 mm at 6 mm equal distance along
the vertical centreline to insert five thermocouples, and an O-ring
shoulder of size 2.5 mm width and 2 mm depth leaving 25 mm
diameter as a boiling surface as seen in the CAD drawing in Fig. 3b
and c. The test piece was connected to a copper heater block us-
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Fig. 2. (a) Schematic drawing of the experimental facility, (b) exploded view of the test section, and (c) the test section assembly.

ing M10 thread connector (made of copper) and the thermal con-
tact resistance was reduced by a thermal paste, see Fig. 3a for
the assembly of the test section and the heater block. The heater
block has four vertical holes (see Fig. 3b) with diameter 12 mm
to accommodate four cartridge heaters (400 W each), which are
connected to the DC power supply. The test section was man-
ufactured using High Precision Micro Milling Machine (HERMLE
C20U) and the boiling surface was finished by diamond turning
machine to obtain a smooth surface. The surface was analysed us-
ing Surface Metrology System (NP FLEX-3D) and the S, value of
the tested surface was 49.6 nm. The surface wettability was char-
acterized by measuring the static contact angle for a water droplet
at room temperature using contact angle measurement instrument
First Ten Angstroms (FTA1000 series). The measured contact angle
on the plain copper surface was 85.50. This changed marginally to
79.0%, measured after the boiling experiments.

The temperature reading of the five vertical thermocouples (T5
located at 3.5 mm below the boiling surface) was plotted versus
the vertical distance and the gradient was used to calculate the
applied heat flux q using Eq. (6). The measured temperature ver-
sus distance exhibited linear fitting with a correlation coefficient

R2 = 0.99 except the lowest heat flux with R? = 0.96, which veri-
fies the 1D assumption in calculating q, see Fig. 4. The temperature
difference between the wall and the saturation temperature (wall
superheat) was calculated using Eq. (7). The saturation tempera-
ture was based on the pressure measured using the pressure trans-
ducer, which agreed with the measured liquid and vapour tem-
peratures. The wall temperature was calculated using Eq. (8) to
account for the temperature drop across the vertical distance be-
tween the top side of the boiling surface and the last thermocouple
(T5), which is 3.5 mm below the boiling surface. All thermocouples
were calibrated and the maximum systematic error in the temper-
ature measurements was + 0.5 K while the random error was =+
0.003 K, resulting in combined uncertainty of 4+ 0.5 K. The system-
atic and random errors were corrected using the best-fit calibra-
tion equation. The propagated uncertainty analysis was calculated
according to the method given in Coleman and Steel [53] and the
highest uncertainty in the heat flux was 7 %.

dT

= *kcu@
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The experiments were conducted using de-ionized water as a
test fluid at atmospheric and sub-atmospheric pressures. The wa-
ter level above the boiling surface was kept fixed at 130 mm dur-
ing all the experiments. The thermophysical properties of the fluid
required for the calculations were obtained from the Engineering
Equation Solver software (EES). All experiments were conducted
after degassing the liquid and the boiling surface simultaneously.
Liquid degassing was conducted by boiling the liquid vigorously
using the 1.5 kW immersion heater and surface degassing was con-
ducted by heating the test section until most of the nucleation
sites become active (at about 30 % of the critical heat flux value).
The degassing process was deemed to be complete when the mea-
sured system pressure becomes equal to the saturation pressure at
the measured liquid temperature (the measured liquid and vapour

temperature are equal). After degassing, the heat supplied to the
test section was switched off until the surface cools down to a
temperature below the saturation temperature (all nucleation sites
become deactivated). Then, the heat flux was increased gradually
in small steps until boiling starts.

2.2. Experimental validation and bubble size measurements

Many researchers validated their experimental system by con-
ducting boiling experiments and comparing the experimental boil-
ing curve with the well-known Rohsenow [5] pool boiling correla-
tion. This approach may not be accurate because boiling depends
strongly on the surface microstructure. Additionally, there is no
agreement on boiling heat transfer correlations as previously dis-
cussed in the introduction section, see Fig. 1. In the present study,
experimental system validation was conducted using natural con-
vection single-phase experiments rather than boiling experiments.
Fig. 5a depicts the heat flux plotted versus the temperature dif-
ference between the surface (T,y) and the liquid (T;). The results
were compared with the natural convection correlation reported in
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Bergman et al. [54], see Eq. (9). It is obvious that there is a good
agreement between the measurements and the prediction with av-
erage deviation of 8.8 %, which verifies the accuracy of the experi-
mental measurement system.

0.54Ra'/4 10* < Ra(10, Prj0.7

Usp = 9
P {0.1512¢11/3 10" <Ra < 10", all Pr ®)

As discussed in the introduction section, researchers defined
the equivalent bubble diameter in different ways depending on the
assumed axis of symmetry. Some other researchers [35] measured
the bubble diameter from the bottom side of a transparent sub-
strate, which may not be accurate especially when the bubble is
not spherical in shape (bubble vertical elongation was not con-
sidered). Although some researchers [28,30,31] reported that the
method of estimating the equivalent bubble diameter is not criti-
cal, it is important to verify this conclusion in the present study.
It is worth mentioning that, in the present study, the camera is
tilted by an angle of 17° to the horizontal and this angle was
kept fixed in all experiments. The tilt angle was measured directly
using the camera tilt mechanism. Additionally, it was not possi-
ble to insert a standard scale bar near the boiling surface inside
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the boiling chamber to be used as a reference scale for the bub-
ble size measurements. Therefore, a careful calibration was con-
ducted to the high-speed camera tilted with an angle of 170 at
fixed lens magnification of 0.58x. The calibration was conducted
using a standard ball bearing of diameter 12.7 mm measured using
a micrometre with an accuracy of + 1 pm. Fig. 5b depicts a picture
for the standard ball taken by the high-speed camera at lens mag-
nification 0.58x and tilt angle 17° (the same as the experiments).
All measurements in the picture was conducted using Image] soft-
ware. It is worth mentioning that the camera tilt should not affect
the horizontal dimension (front view) while the height of an ob-
ject is expected to be slightly shorter than the real height. Based
on that, the horizontal diameter of the standard ball bearing was
used to calibrate the pixel size in pm which gave 22.6 pm/pixel.
It is also obvious in Fig. 5b that the vertical diameter is 4.5 %
smaller than the horizontal diameter due to the effect of camera
tilting angle. In other words, the camera tilt with the angle used
in the present study did not have a significant effect on the bubble
size measurements. To estimate the error in the measured diam-
eter, the diameter of the standard ball in Fig. 5b was calculated
using two different methods: area-equivalent diameter (diameter
of a circle equivalent to the projected frontal area) and volume-
equivalent diameter estimated by integration (diameter equivalent
to a sphere having the same volume). Based on the projected area,
the value of the diameter was found to be 12.63 mm, which is
0.6 % smaller than the real diameter. The volume was calculated
by numerical integration, through dividing the projected area into
small horizontal discs with height 100 pm. On doing so, the nu-
merically calculated volume was found to be 1031.1 mm? while
the actual volume of the standard ball was 1072.53 mm?3. Thus, the
calculated volume-equivalent diameter was found to be 12.53 mm
which is 1.5 % smaller than the diameter of the standard ball. Ac-
cordingly, the equivalent diameter can be estimated in the present
study with an error smaller than 2 %. The effect of the method
of estimating the equivalent diameter (volume-equivalent, area-
equivalent, average diameter) was investigated in this study for a
bubble at sub-atmospheric pressure (more flattened shape). Fig. 6
depicts the bubble growth curve at 0.15 bar with the radius esti-
mated using the three different methods. The figure demonstrates
that there is no significant difference between the method of es-
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Fig. 5. System validation and bubble measurements: (a) Experimental system validation using single-phase natural convection and (b) calibration of the pixel size of the

high-speed camera (tilted by angle 17°) using standard ball bearing of size 12.7 mm.
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timating the bubble equivalent diameter and the difference be-
tween all methods (average diameter, area-equivalent and volume-
equivalent) is less than about 5 %. This analysis agreed with the
conclusion given by Stewart and Cole [30] as aforementioned in
the introduction section. Accordingly, the area-equivalent diameter
was used in the current study in the early stages of growth when
the bubble is small and is not sufficient to use integration and in
the other stages of growth, the volume equivalent diameter was
used.

3. Results and discussion

This section presents the experimental results of bubble growth
in saturated boiling of de-ionized water on a smooth cooper sur-
face at atmospheric (1.01 bar) and sub-atmospheric pressure (0.15
bar). It is worth mentioning that the bubbles investigated in the
current study were nucleated from the random cavities created by
the roughness that still exist even on smooth surfaces. Addition-
ally, it was difficult to track the nucleation characteristics from
the same active nucleation site at different values of superheat.
This is because the nucleation site, which was active at the lowest
superheat, becomes either suppressed by the activation of other
neighbouring sites or coalesced with other active sites or other
neighbouring nucleation sites become active and block the view of
the camera from reaching the originally tracked site. Thus, in the
present study, an active nucleation site was selected randomly for
analysis such that there is no horizontal or vertical coalescence. In
conclusion, the selected nucleation site may not be the same for all
values of the measured average superheat. Additionally, it is very
common in boiling to observe that bubble growth rate, departure
diameter and frequency can vary from cycle to cycle for the same
nucleation site at the same measured average superheat. This may
be due to variations in the local superheat, which is not measured
in all similar experimental setups. Accordingly, the cycle to cycle
variation has been investigated and discussed in this study. It is
worth mentioning that the objective of this paper is not to eval-
uate the existing bubble growth models. Only three models will
be used to help discuss and understand the bubble growth mech-
anisms at atmospheric and sub-atmospheric pressure.

3.1. Bubble growth at atmospheric pressure

3.1.1. Bubble growth curve
In this section, the discussion of the bubble growth character-
istics will be performed for one ebullition cycle at P = 1.01 bar,

10
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ATy = 94 K, and q = 17.6 kW/m?. Fig. 7 depicts the frame by
frame image sequence captured using the high-speed video cam-
era at a frame rate of 2182 f/s (time resolution 0.458 ms). The cy-
cle starts from the frame just before the appearance of the stud-
ied bubble and this frame was designated an arbitrary reference
time O ms, as seen in the first picture. The arrow in this picture
refers to the location of the studied nucleation site. Based on the
bubble shape, the figure illustrates that the bubble passes through
three stages during its growth period. The first stage dominated
nearly the first 5 ms and the bubble shape was nearly a flattened
spheroid with the size of the bubble and contact area increas-
ing with time. In the second stage (5 - 7 ms), the bubble shape
changed from the flattened spheroidal shape into nearly a spher-
ical shape. In the final stage (above 7 ms), the bubble exhibited
vertical stretching and the bubble contact area contracted rapidly
until a thin cylindrical vapour stem (neck) appeared at 11.92 ms
(just before departure). After departure, the bubble became flat-
tened from the bottom side. In this cycle, the bubble departure di-
ameter was 2.932 mm, the departure time was 12.37 ms, the wait-
ing time was 5.05 ms and thus the bubble generation frequency
(1/(twt + ty)) from this site was 57.4 Hz. The departure time is de-
fined here as the time period measured from the appearance of
the nucleating bubble to the moment of departure. This behaviour
has been reported by many researchers [33,34,36,55] as discussed
in the introduction section. Johnson et al. [56] studied bubble
growth in saturated pool boiling of water on a polished metal strip
(Chromel-P). They observed three different shapes (hemispherical,
spheroid, and spherical) and attributed the difference in shape to
the relative importance of the forces acting on the bubble. It was
reported that the hemispherical shape occurs when the liquid in-
ertia force is much larger than the surface tension force while the
spherical shape occurs when the surface tension becomes larger
than the liquid inertia force. The spheroidal shape is an intermedi-
ate between the hemispherical and the spherical shape and occurs
when the liquid inertia is slightly larger than the surface tension
force. Additionally, they reported that the bubble with a spherical
shape can occur when the waiting period is very short and this
was attributed to the local cooling effect at the nucleation site and
the believe that there is not enough time for the complete recov-
ery of the superheated boundary layer after bubble departure. This
leads to lower vapour pressure at the boiling surface and to a slow
bubble growth (small liquid inertia) and consequently makes the
surface tension force larger than the liquid inertia force.

To quantify the forces acting on the bubble during the whole
growth period shown in Fig. 7 and understand the growth mecha-
nism, the bubble growth curve (radius versus time) is needed. As
mentioned above, the time resolution (difference between consec-
utive frames) is 0.458 ms and the reference zero time (when the
bubble radius is zero) in the first picture in Fig. 7 may not be
accurate. To plot the bubble growth curve accurately, the actual
zero time is needed (it is somewhere between the first and sec-
ond frames in Fig. 7). This zero time may result in a significant
error, especially when the pictures are captured at a low speed.
For example, if the camera speed was 500 f/s, the maximum er-
ror will be 2 ms (about 20 % error for a departure time of 10 ms).
This zero-time shift was discussed by Johnson et al. [56]. To con-
sider the effect of zero time in the present study, the data were
plotted from the time at which the bubble appears (the second
picture in Fig. 7) up to the departure time and the best fit poly-
nomial equation was obtained. This equation was extrapolated to
find the time corresponding to the zero radius (intersection of the
curve with the time axis) which was found to be 0.328 ms (note
that it must be smaller than or equal to the time difference be-
tween each frame). Thus, the effect of the actual zero time corre-
sponds to shifting each data point in the R-t plot to the left by a
certain time interval (in this case 0.13 ms) as seen in Fig. 8a, which
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12.37 ms

shows part of the growth curve (just for clarity). Thus, if this er-
ror is large, it might affect the conclusion on the performance of
bubble growth models. All bubble growth curves presented in the
current study are corrected for the zero-time shift. Fig. 8b depicts
the measured bubble radius plotted versus time up to departure
for the cycle in Fig. 7. It is obvious that the curve exhibits a clear
change in slope after about 3.5 ms indicating that there are two
stages of growth namely, rapid growth in the period below 3.5 ms
and slow growth in the period above 3.5 ms. It is worth noting
that the bubble radius at the end of the first stage (3.5 ms) is 1.28
mm, which is about 88 % of the departure radius (1.47 mm). Thus,
this stage can be roughly called the “growth stage”. The size of
the contact area underneath the bubble is another important fac-
tor in quantifying the contribution from the microlayer evapora-
tion and estimating the surface tension force, as will be discussed
later. The radius of the contact circle between the bubble and the
boiling surface was also included in Fig. 8b. It is worth mentioning
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that it is not possible to track the exact three-phase contact line in
the contact region using the high-speed camera looking from the
side view. Accordingly, the measured contact radius in the present
study is the apparent radius, seen by the camera. It is obvious from
Fig. 8b that the apparent contact radius increased rapidly, in a sim-
ilar manner as the bubble radius, up to 3.5 ms, where it reached its
maximum value then it started decreasing continuously to zero at
the departure moment. In other words, the contact radius exhibits
two stages in a similar manner as the bubble growth curve. In the
first stage, the apparent contact line expands rapidly while in the
second stage it contracts slowly at the beginning then rapidly up
to zero at departure. The behaviour of the apparent contact ra-
dius was reported and explained by some researchers such as Kim
et al. [57] and Allred et al. [58]. They reported that the three-phase
contact line passes through three stages during the bubble growth
period. In the first stage, the contact circle expands with the dy-
namic receding contact angle until it reaches its maximum size. In
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Fig. 8. Bubble growth at P = 1 bar and AT, =9.4 K: (a) effect of zero-time shift, (b) bubble radius and apparent contact radius versus time, (c) apparent contact angle
versus time, (d) dimensionless apparent contact radius versus dimensionless time, (e) schematic showing the forces acting on the bubble, (f) forces acting on the bubble

(liquid inertia, surface tension, buoyancy and contact pressure).

this stage, the liquid is pushed radially away from the nucleation
site. In the second stage, the size of the contact circle remains un-
changed for a short period and the contact angle increases from
the receding to the advancing contact angle, this was also called
the “contact line pinning stage”. In the third stage, once the contact
angle reaches the advancing angle, the contact circle starts shrink-

12

ing with time and thus the liquid at the surface flows towards the
nucleation site, which is usually called the “rewetting stage”. It is
worth noting that the measured contact radius in Fig. 8b depicts
two stages as mentioned above without the middle stage (contact
line pinning). This indicates that the contact angle hysteresis is not
significant during this bubble growth cycle. To get an idea about
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Table 1
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Instantaneous forces acting on the bubble during its growth period taken from [59].

Force Equation

Comments

Buoyancy force, Fs (oL — p,,)g%JTR3

Surface tension forces, F —27 R0 sinf

Contact pressure force, F, nRg 25—‘,;

Liquid inertia force —pTR (GG R | RER)
(growth force), F; G =20/3

The radius R was the measured instantaneous radius

The contact radius r. and contact angle were the measured
instantaneous values

The contact radius r, was taken directly from the experiment
The radius, velocity and acceleration were taken from the
experimental data

the measured apparent dynamic contact angle, the angle was mea-
sured directly from the image sequence using the Image] software
and the results are plotted in Fig. 8c. As seen in the figure, the con-
tact angle decreases from a high value (< 90°) when the bubble
appeared at time 0.46 ms then it decreased slowly with time dur-
ing the whole growth period except near departure when a cylin-
drical neck forms with an apparent contact angle of about 90°.
The best fit equation is also shown on the figure excluding the
end points (6 = 56.45t~0-139), Inspecting the figure, one can con-
clude that the contact angle after about 2 ms is fluctuating around
an average value of 45.20 with + 59, In other words, the contact
line expands and contracts with nearly the same angle indicat-
ing insignificant contact angle hysteresis and hence the absence
of the pinning effect (the intermediate stage). Fig. 8d shows the
contact radius plotted in a dimensionless form as R¢/R versus t/t,
and demonstrates that the dimensionless radius smaller than one
at the beginning indicating that the bubble shape was not a perfect
hemi-sphere (the ratio should be one for hemispherical bubbles).
Additionally, the data was found to fit with two linear segments
with a strong change in slope after dimensionless time of about
0.73. This is due to the increased acceleration of the contact line
during the re-wetting stage near the time of departure.

The forces acting on the bubble are described with the help of
the schematic in Fig. 8e and the actual relationships are given in
Table 1. In order to quantify the forces acting on the bubble during
its growth period, the forces are calculated based on the method
adopted by Bucci et al. [59] and the result is shown in Fig. 8f. The
liquid inertia, the surface tension, the buoyancy and the contact
pressure forces are included in the figure. The liquid inertia force
can be upward or downward depending on the bubble growth ve-
locity and acceleration, the surface tension is always a downward
force while the contact pressure and buoyancy forces are always
upward, therefore they were added together in Fig. 8f. Generally,
when the bubble is expanding and there is no condensation, the
liquid inertia force is always downward and thus it pushes the
bubble towards the surface. When there is strong condensation,
as will be the case in subcooled boiling or at certain conditions
in sub-atmospheric pressure, the liquid inertia is negative (down-
ward) at the beginning in the bubble growth stage and changes
its direction (upward) after the bubble reaches its maximum size
and shrinks due to condensation. The contact radius and the appar-
ent contact angle required for the calculation of the surface tension
force and the contact pressure force were taken directly from the
experimental data. It is worth mentioning that the viscous drag,
the vapour inertia, and the lift forces were also evaluated and the
values were very small (near the zero line) and thus were removed
from the figure for clarity. The figure shows that the liquid inertia
force is much larger than the other forces in the first 4 ms and
tends to zero at time greater than 4 ms. This explains the flat-
tened spheroidal bubble shape in Fig. 7 at the beginning of bub-
ble growth. In the intermediate stage (4 - 8 ms), the liquid in-
ertia force diminished and the surface tension force was slightly
larger than the buoyancy force which explains the gradual change
into the spherical shape. In the last stage (> 8 ms), the combined
buoyancy and contact pressure force exceeded the surface tension
force and thus the bubble stretched in the vertical direction and
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the thin cylindrical neck has been formed immediately before de-
parture. Thus, it may be concluded that at atmospheric pressure,
the departure diameter can be predicted using a static force bal-
ance between the buoyancy and the surface tension force (ignor-
ing the contact pressure force). To verify this premise, a static force
balance is conducted according to Eq. (10). This balance should be
at the moment when the two forces are nearly equal. Based on
Fig. 8f, the surface tension and buoyance forces are equal at 9.5 ms
and thus the balance should be conducted at this moment, which
is 3 ms before departure.
(o1 — ,o,,)ggrrR3 =27 R0 sinfd (10)
The contact radius and the contact angle were obtained from
the experimental data. From Fig. 8b, at 9 ms, the ratio between
the contact radius and bubble radius R./R is equal to 0.43 and
from Fig. 8c, the apparent contact angle at 9 ms is 45°. Substitut-
ing these values in Eq. (10), the departure radius will be 1.67 mm,
which is 13% larger than the measured value (1.48 mm). The rea-
sonable agreement between the measured and the calculated value
verifies the premise that static force balance between buoyancy
and surface tension forces is sufficient to predict departure diam-
eter at atmospheric pressure. It is interesting to note that using
Fritz [60] model given by Eq. (11) with the measured contact angle
459 at 9 ms results in departure radius of 1.16 mm which is 21.6 %
smaller than the measured value. For Fritz model to fit exactly the
measured value, the contact angle should be 57° rather than 45°.
The recommended contact angle in the present study (45°) agrees
with Stephan-Abdelsalam [6] who recommended the same value to
be used in Fritz model to predict the departure diameter for water.
In conclusion, the contact angle used in Fritz model is not a vari-
able and is not the static contact angle. The measured static con-
tact angle in this study is 85.50 and if it was used in Eq. (11), the
departure radius will be 2.2 mm (51 % larger than the measured
value). In other words, Fritz model did not consider the effect of
surface wettability and hence a varying contact angle.

o

R=0.5x0.02080 | ———
g(p1 — pv)

(11)

3.1.2. Bubble growth mechanism

It is important to understand whether bubble growth in het-
erogeneous boiling is controlled by liquid-inertia or by heat diffu-
sion (asymptotic growth). Based on the change in slope of R vs.
t plot in Fig. 8b, one may conclude that bubble growth is con-
trolled by liquid inertia due to the rapid growth in the first 3.5
ms and it is controlled by heat diffusion after that, due to the
slow growth in the asymptotic stage. Inferring the growth mech-
anism qualitatively based on the change in slope only may not
be accurate. As mentioned in the introduction section, in homo-
geneous bubble growth models, the inertia-controlled growth was
deemed when the radius follows a linear relation (R o t) while
it is heat diffusion-controlled growth if the relation is a power
law (R « t1/2). To investigate the bubble growth controlling mech-
anism, the bubble growth curve in Fig. 8b was segregated into two
segments in Fig. 9a. The inertia-controlled growth can be studied
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using the Rayleigh [61] equation defined by Eq. (12), which can
be reduced to R =4.873t when the measured average superheat
(AT, =9.4K) and fluid properties at the system pressure were
substituted into the equation. This equation was modified by Mi-
kic et al. [62] to account for heterogeneous boiling as defined by
Eq. (13), which can be written in a similar form as R = 4t. The two
equations Eq. (12) and ((13)) are plotted in Fig. 9a which demon-
strates that the first data point at time 0.328 ms seems to be very
near to the inertia-controlled growth curve. However, the predicted
value by the two equations is 190 - 250 % larger than the mea-
sured value, which indicates that none of the measured values
follow the inertia-controlled growth mechanism for time period
down to 0.328 ms. To study the heat diffusion growth mechanism,
the experimental data were compared with the homogeneous bub-
ble growth model given by Plesset and Zwick [63] and defined by
Eq. (14). As seen in Fig. 9a, the model exhibited excellent agree-
ment with the experimental data up to 3.5 ms, indicating that the
superheat may be uniformly distributed around the bubble during
this period. It is interesting to note that when the experimental
data in the time interval up to 3.5 ms (first segment) were fit-
ted into a power law, the relation was found to be R = 0.751t%-44,
which is comparable to the Plesset-Zwick model R = 0.71t03. The
figure also shows that the second segment of the curve (slow
growth stage from 3.5 ms to departure) can be fitted into a power
low but with very small time exponent R = 0.125t9114, Thus, it can

(c)

h inertia and heat diffusion growth models, (b) Bubble growth velocity and apparent
and the predicted interface temperature.

be concluded that the bubble described in Fig. 9a grows due to
heat diffusion along the entire growth period (from 0.33 ms to
departure) according to two stages: (i) rapid growth stage up to
3.5 ms in which the superheat seems to be uniform, and (ii) slow
growth stage from 3.5 ms up to departure in which the super-
heat seems to be not uniform. It is also obvious that the Plesset-
Zwick model (developed for asymptotic growth stage in homoge-
neous boiling) cannot predict the slow growth stage in heteroge-
neous boiling, i.e. cannot account for the nonuniform superheat.

_[2pohgeaTe ] 12)
3 ,OlTsu[
1/2
b/ ,OuhngTw
R=|Z Ve w ¢ 13
|:7 01 Tsar (13)
R=./12/mja/oyt (14)

Another approach to infer the bubble growth mechanisms is the
analysis of the extended Rayleigh equation cited in Ref. [63] and
given by Eq. (15), which relates the pressure difference across the
interface (left-hand side) with the right-hand side, liquid inertia
(first term), surface tension (second term) and viscous stresses
(third term). This equation was derived from the momentum and

14
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mass conservation principles for a spherical bubble in homoge-
neous boiling. It can be used in this section to get an idea about
the growth mechanisms or identify whether there is a difference or
not between homogeneous and heterogeneous bubble growth. The
bubble growth velocity dR/dt and acceleration d2R/dt? required for
this analysis were obtained directly from differentiating the best
fit equation of the measured bubble growth curve. For example,
Fig. 9b depicts the growth velocity along with the velocity of the
contact radius, which may help in estimating the convection heat
transfer coefficient during the expansion (de-wetting) and contrac-
tion (rewetting) stages. It demonstrates that the bubble growth ve-
locity decreased rapidly from about 0.65 m/s at the beginning to
nearly zero at about 8 ms and remained unchanged up to depar-
ture. On the contrary, the contact line velocity decreased rapidly
from 0.63 m/s and reached about zero value at time around 4 ms
then the velocity became negative when the direction of motion
was reversed due to the contraction of the contact line during the
rewetting stage and the velocity was about 0.3 m/s near departure.

2 2
P Po— AP=p, RdR+3(dR> 20

1dR
+ — +4u

g g ()

a T2\a

Each term in the right-hand side of Eq. (15) is plotted in Fig. 9c
based on the measured bubble radius, growth velocity and acceler-
ation. The figure shows that the hydrodynamic pressure (15t term
on the r.h.s) was nearly twice the surface tension pressure at the
beginning then it decreased rapidly to nearly zero at 4 ms. The
surface tension pressure decreased rapidly in the first 3 ms and
remained nearly unchanged during the rest of the growth period.
The figure also demonstrates that the viscous term is nearly zero
and can be ignored. Robinson and Judd [64] conducted a numerical
study for hemi-spherical bubble growth in nucleate boiling and ex-
plained in detail the different mechanisms of bubble growth which
includes four stages namely, surface tension dominated stage, tran-
sition stage (surface tension and inertia), inertia dominated stage
and heat diffusion dominated stage. The first two stages dominate
for short time periods (in the order of microseconds), which can-
not be detected in the current study because the time resolution is
0.46 ms. They reported that the heat diffusion-controlled growth
regime starts when the surface tension pressure reaches its mini-
mum value and remains unchanged and when the hydrodynamics
pressure becomes nearly zero. In that case the pressure difference
AP in Eq. (15) will be zero, i.e. the vapour pressure equals the lig-
uid pressure at the interface. Thus, there will not be a tempera-
ture gradient at the interface induced by the dynamic effects and
for the bubble to grow, a second mechanism should take over, i.e.
the heat diffusion mechanism. To apply this physics in the current
study, the liquid-vapour interface temperature was predicted using
the vapour pressure estimated from Eq. (15) with the liquid pres-
sure P, at the interface including the hydrostatic pressure term
(pigHL), where H; is the liquid height in the boiling chamber. This
temperature is included also in Fig. 9c and indicated that the tem-
perature dropped rapidly in the first 4 ms (steep temperature gra-
dient at the interface) then remained nearly unchanged indicating
zero temperature gradient (end of evaporation due to dynamic ef-
fects). Based on this analysis, the heat diffusion-controlled growth
(asymptotic regime) stage started after about 4 ms while for time
below 4 ms, the dynamics effects are dominant (inertia and sur-
face tension). This result contradicts the conclusion based on in the
power law fitting in Fig. 9a, which indicated that the exponent of
time is 0.44 (a feature of heat diffusion regime). It is worth men-
tioning that if inertia and surface tension constituted the control-
ling factor in bubble growth, the expected exponent of time must
be greater than 0.5 (the upper bound is 1 in the inertia-controlled
regime). Thus, it may be concluded that either the assumptions
adopted in the dynamic equation, which is applicable for spherical
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bubble growth in homogeneous boiling, may not be valid for het-
erogeneous boiling or the two mechanisms (inertia and diffusion)
exist but diffusion effects exceed the dynamic effects significantly.

3.1.3. Heat flow into the bubble

Based on the conclusion from the above discussion, the bub-
ble grows by heat diffusion rather than dynamic effects. Thus, this
section discusses how the heat flows into the bubble, ie. was
it through the curved surface or through the liquid microlayer
underneath the bubble? Two models are used in this discussion
namely, the homogeneous bubble growth model by Plesset and
Zwick [63] defined by Eq. (14) above and the microlayer evapo-
ration model given by Cooper [52] and defined by Eq. (16) below.
Fig. 10a shows the experimentally measured bubble growth radius
versus time compared with the two models (see curve 1 and 2).
The figure demonstrates that both models predict the bubble ra-
dius very well during the early stage (up to 3.5 ms), which is cor-
responding to the end of the contact line expansion as discussed
above (see Fig. 8b). After 3.5 ms, both models significantly over-
predict the experimental data. The question is: why the homoge-
neous model (Eq. 14) which was based on a uniform superheat
around a spherical bubble agrees very well with a model which
was based on evaporation from the contact area underneath the
bubble (Eq. 16)? To answer this question, the Cooper [52] micro-
layer evaporation model should be investigated first. This model
suggested that the bubble grows as a hemisphere due to evapora-
tion of the liquid trapped in a microlayer underneath the bubble
with initial thickness &g. To determine the initial microlayer thick-
ness, Cooper conducted analysis based on the hydrodynamic the-
ory assuming that the bubble grows with a known power law (R =
C;t"), which is similar to the homogeneous heat-diffusion mod-
els. In other words, the bubble growth model was an input pa-
rameter in determining the initial microlayer thickness. On doing
so and assuming n = 0.5, Cooper obtained an analytical expression
for the initial microlayer thickness §g = C;./v f with an empirical
constant C; = 0.8. Thus, it is not surprising that the obtained fi-
nal expression for the bubble radius in Eq. (16) is similar to the
homogeneous models (R « +/t). This may be one of the reasons
that explain the agreement between the Plesset-Zwick homoge-
neous model (R = 1.96]a\/oT,t) and the Cooper microlayer model

(R=1.9/a,/ot).

R=2.5JaPr 12 /oyt (16)

The excellent agreement between the two models in Fig. 10a
may stimulate a debate about the extent of the contribution of
the microlayer. To further investigate the contribution of the mi-
crolayer, the liquid volume in the microlayer was estimated in
the present study using the measured contact radius as given by
Eq. (17) and assuming that the microlayer is uniform with an av-
erage thickness (6g/2), which may be a reasonable assumption for
wedge shape microlayer. This volume was substituted in the an-
alytical expression for bubble radius given by Cooper, which is a
function of the microlayer volume as defined in Eq. (18).

3
Vint = T2 o (17)
R %VmLQC]]/ZH 1/(2+5) as)
T 4T VAT,

The bubble growth constant C; and the time exponent n were
taken directly from the best fit equation of the experimental data
up to 4 ms (R=0.75t94%), (; =0.75 and n=0.44 and C, = 0.8.
The bubble radius calculated using Eq. (18) was plotted in Fig. 10b
(see the red symbols). As seen in the figure, the estimated radius
agreed very well with the measured radius up to about 5 ms after
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Fig. 10. Bubble radius versus time: (a) Compared with Plesset and Zwick [63] homogeneous model and Cooper [52] microlayer model, (b) Based on the experimentally

determined microlayer volume using microlayer thickness given by [33] and [52].

which the radius decreased rapidly with time due to the shrinking
of the contact area. The agreement of the Cooper model and exper-
imental data verify the method of estimating the microlayer vol-
ume in the current study. The large deviation between the Cooper
[52] microlayer evaporation model after 3.5 ms (in Fig. 10a) and
after 5 ms (Fig. 10b) may be attributed to the fact that the model
loses its physical meaning after the complete evaporation of the
microlayer, which occurs when the contact radius reaches a maxi-
mum or asymptotic value. Thus, it should not be extrapolated out-
side its applicability range, as was used by many researchers in
literature. Again, the agreement with the Plesset-Zwick homoge-
neous model in the first 4 ms, as seen in Fig. 10b, is not surprising
because the growth constant Cjand time exponent n were taken
from the experimental power law (R = 0.75t044). At this stage of
discussion, it is not certain if the bubble grows due to microlayer
evaporation or due to evaporation from the thermal layer around
the bubble as postulated by the homogeneous model because the
initial hydrodynamic microlayer thickness was dependent on the
homogeneous bubble growth law. To isolate this factor, the bubble
radius can be obtained directly from the estimated instantaneous
liquid volume in the microlayer through a mass balance according
to the following equation:

%&]”3 (19)

o1 [
Voo = pyVy or V, = —V;;p or R =
PiVmL = PvVy v 0 mL an p

The microlayer thickness needed to calculate the volume in
Eq. (19) was taken this time from direct measurements (empirical)
rather than a hydrodynamic model, which depends on the bub-
ble growth law. Some researchers such as Yabuki and Nakabeppu
[33] measured the local temperature and heat flux underneath the
growing bubble and gave an empirical expression for the initial
microlayer thickness, see Eq. (20). The radius predicted using this
method (Eq. (19)) is plotted in Fig. 10b (see the blue symbols)
and shows very good agreement with the experimental data as
well as the hydrodynamics-based microlayer thickness suggested
by Cooper [52]. Accordingly, because the radius is predicted from
the liquid volume inside the microlayer, it may be concluded from
this discussion that the bubble grows in the first 4 ms due to the
complete evaporation of the microlayer. This is an interesting con-
clusion because the bubble growth can be segregated into micro-
layer evaporation up to about 4 ms then evaporation at the curved
surface of the bubble during the rest of the growth period. Ac-
cordingly, the contribution of the microlayer evaporation to the to-
tal bubble volume may be estimated as [100 x (Re_mL/Rd)3], which
gives a value of 67.8 % and the remaining 32.2 % seems to be from
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the curved surface of the bubble. Yabuki and Nakabeppu [33] and
Tanaka et al. [45] reported 50 % microlayer contribution to bub-
ble growth which did not vary with superheat based on local heat
flux measurements using MEMS in [33] and infrared thermogra-
phy in [45]. The estimated value in the present study is about 36
% larger, which may be due to the difference in thermal conduc-
tivity between copper in the present study and silicon substrate in
[33] and sapphire substrate in [45].

8o = 4.34r96° (20)

The above discussion proved that the bubble in Fig. (10) grows
in the first 4 ms due to complete evaporation of the microlayer.
Thus, the debate continues with why the homogeneous model is
similar to the microlayer model? One reason may be that the bub-
ble size in the period up to 4 ms is smaller than the thermal
boundary layer thickness and thus the bubble is fully covered with
the superheated layer, which is similar to homogeneous boiling.
To verify this assumption, the wall thermal boundary layer and
the evaporation superheat around the bubble are investigated. The
evaporation superheat can be obtained from an energy balance at
the bubble wall using the following equation:

dR oT 3. ATy
thfga = _kl(ar>r=R = Eklﬁ (21)

The bubble growth velocity required for energy balance is ob-
tained directly from the experimental growth curve while the tem-
perature gradient at the interface (%)than be obtained based
on the Plesset and Zwick [63] bubble growth model. Fig. 11a de-
picts the predicted superheat and the measured bubble height
plotted on the right vertical axis. The horizontal dashed lines indi-
cate the edge of the wall thermal boundary layer predicted based
on natural convection, i.e. 8;, = k;/hnc, where hy. is obtained from
Eq (9), giving 8;, = 0.63 mm and the actual thickness based on the
measured heat transfer coefficient §;, = k;/hexp = 0.35 mm, where
hexp is 1872 W/m? K. It is worth mentioning that there is no agree-
ment on the height of the wall thermal boundary layer as dis-
cussed in the introduction section. Some researchers [41] mea-
sured thickness up to 1.3 mm and some others [38] reported
smaller values. The discussion of the heat transfer mechanism pre-
sented later verified that the actual thickness, i.e. 0.35 mm, seems
to be the correct thickness. Thus, this thickness is used in the cur-
rent discussion. As seen in Fig. 114, it is obvious that the height of
bubbles No. 1 - 5 is larger than the actual boundary layer thick-
ness and consequently they all protrude outside the wall thermal
boundary layer. The predicted evaporation superheat for these five
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Fig. 11. Bubble growth and relation to thermal boundary layer: (a) Evaporation superheat and bubble height versus time, (b) Conduction layer thickness in homogeneous
and Cooper [52] microlayer model, (c) Schematic for bubble growth in the thermal boundary layer based on (a).

bubbles (representing the early stage < 2 ms) indicated that the
superheat increased to a peak value of 11.6 K at about 0.79 ms.
This value is larger than the measured average superheat 9.4 K,
which may indicate that the bubble is surrounded by the initial
superheated layer even after it protrudes the boundary layer (see
bubbles 1 - 3 in the schematic in Fig. 11c). With time, this layer
was depleted due to evaporation and the superheat decreases con-
tinuously with time and part of the bubble becomes uncovered
from the superheated layer as seen in bubbles 4 and 5 in the
schematic. The last bubble in the schematic represents a bubble
in the departure stage when the contact line shrinks and evapora-
tion may be limited only to that part immersed in the superheated
boundary layer, which could be a reason for the slow asymptotic
growth stage occurring after 4 ms in Fig. 8b.

This analysis indicates that all bubbles protrude outside the
thermal boundary layer and thus it could not explain why the ho-
mogeneous model agrees with the Cooper microlayer model. The
possible explanation is that the microlayer is part of the total bub-
ble interfacial area. It is worth mentioning that the heat-diffusion
bubble growth in homogeneous or heterogeneous boiling is ob-
tained from an energy balance at the interface (GevpAine = GeongAint)-
The interfacial area can be the entire surface area if the bubble
is surrounded by a superheated liquid as in homogeneous boiling
while it can be part of the area (microlayer) when part of the bub-
ble is surrounded by the superheated liquid. The possible differ-
ence is the conduction layer thickness used in the two models. In
homogeneous boiling, the conduction layer thickness scales with
\/oT,t (see Eq. (21)), while in the Cooper microlayer model it scales

with 0.8, /vt . If the two thicknesses are the same, then the differ-
ence between the two models is expected to be small. This is very
obvious from Fig. 11b which compares the conduction layer thick-
ness in homogeneous boiling with the Cooper microlayer thick-
ness. The insignificant difference between the thickness in the two
models (about 3 %) indicates that the similarity between the two
models is arising from obtaining nearly the same conduction layer
thickness but using two different methods, i.e. hydrodynamic in
Cooper and transient conduction in Plesset-Zwick.
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3.14. Possible modification to homogeneous models

As discussed above, the Plesset-Zwick [63] and the Cooper
[52] models are valid only during the growth period (up to about
4 ms) and the microlayer models should not be extrapolated af-
ter the complete evaporation of the microlayer. A possible modifi-
cation to homogeneous models will be discussed here since ho-
mogeneous models are simple compared to most heterogeneous
models. To understand why there is a large over-prediction after
4 ms, the actual available superheat can be estimated using the
Plesset-Zwick [63] model by back calculations, i.e. the superheat in
Jackob number was obtained by iteration until the predicted radius
equals the measured bubble radius. Fig. 12a shows that the pre-
dicted superheat in the first 4 ms is nearly equal to the measured
average superheat, which seems to agree with the above discussion
on the superheated envelope being pushed with the bubble during
this period. After 4 ms, the superheat decreased continuously with
time up to departure. It is worth mentioning that there is a fun-
damental difference between the available superheat used in the
definition of Jackob number and the effective evaporation super-
heat predicted in Fig. 11a. The effective evaporation superheat is
driven by the velocity of the interface while the available super-
heat is driven by the rate of recovery of superheat from the con-
tinuous heating under the constant heat flux boundary condition.
Fig. 12a indicates that the predicted available superheat after 4 ms
can be fitted with Eq. (22). Because the measured average super-
heat is known, the intersection of the measured average superheat
with the best-fit equation of the extracted superheat can give the
bubble growth time, which is the time for the complete evapora-
tion of microlayer as given by Eq. (23).

ATy = %[in this case only : time in ms] (22)
14.6 1/0.38
tg,mL = I:m] (23)

In conclusion, the Jackob number in homogeneous models can
be defined based on the measured average superheat up to the
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Fig. 12. Predicted degree of superheat, bubble radius with time and comparisons: (a) available superheat predicted using Plesset-Zwick model [63], (b) comparison with
Forster-Zuber [1] using the time-dependent superheat, and (c) evaluation of the van Stralen et al. models [65].

time predicted from Eq. (23) then the time dependent superheat in
Eq. (22) should be used in the definition of Jackob number during
the rest of the growth period. This approach may be considered
as a starting point in modifying the homogeneous models to be
able to predict the trend of the experimental growth, which needs
more experimental data. To check the validity of this approach, the
fitted time-dependent superheat was used in a different model by
Forster and Zuber [1] and the comparison is shown in Fig. 12b. It
is obvious that the trend of the bubble growth radius using the
time depended superheat can be predicted very well with an aver-
age error of 10 %. Note that using other different models may re-
sult in a curve which is shifted up or down but the trend is the
same as the experimental trend. The reason of this shift is due
to the curvature factor used in each model, which may need to
be optimized, e.g. /3/7 in Plesset-Zwick [63] and /7 in Forster-
Zuber [1]. It is worth mentioning that the time-dependent Jackob
number was recommended by van Stralen et al. [65]. They gave
a model that was based on inertia mechanism Eq. (24), evapora-
tion from the bubble curved surface only (Eq. (25)), which was
called by [65] the “relaxation layer”, evaporation from the micro-
layer only Eq. (26), and a model that combines all the three mech-
anisms Eq. (27). In these equations, Ja was based on the measured
average superheat which was modified by a time dependent expo-
nential factor. To use this model, the bubble departure time must
be known in advance and the value used here was from the exper-
imental measurements. The factor b* was used to account for the
height of the bubble immersed inside the superheated boundary
layer and its value was 0.792 for hemispherical bubble and < 1 for
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spherical bubbles.

h AT, exp —(L)"?
Ry = 0.8165¢, | /Ie 1w EXP () (24)
IOITsat
172
Ro retax = 1.9544 b*exp7(£> + AL 0 /ot (25)
6 AT,
t 1/2
Ry = 0.373Pr~ /6 exp—(a) Javat (26)
Ri(Ry rejox + R
Ra” _ l( b,relax mL) (27)

Ri + (Rb,relax + RmL)

Fig. 12c shows the comparison with this model assuming
b* = 1. The figure indicates that the inertia growth given by
Eq. (24) and the microlayer only Eq. (26) deviates significantly
from the experimental data. On the contrary, the radius pre-
dicted based on evaporation from the bubble curved surface only
(Eqg. (25)) exhibits excellent agreement with the experimental data.
It is worth mentioning that the radius predicted using Eq. (25) is
exactly the same as the Plesset-Zwick [63] model if the expo-
nential term and the effect of sub-cooling was ignored. Assum-
ing b* =1 means that the bubble is covered with the superheated
layer during the entire growth period, which may not be correct.
Thus, the agreement with the experimental data seems to be due
to capturing the correct trend of the time depended superheat. The
failure of the microlayer model to predict the data compared to
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the Cooper model is due to the difference in the derived micro-
layer thickness. Additionally, because the microlayer is always at
the wall, the superheat should not be time dependent as is given
in Eq. (26). The bubble radius calculated using Eq. (27) that com-
bines all three mechanisms (inertia, evaporation at bubble dome,
microlayer evaporation) slightly over-predicts the data after 5 ms.

3.1.5. Heat transfer analysis

This section sheds some light on understanding the heat trans-
fer mechanism. It may be assumed that heat is transferred from
the boiling surface to the liquid first by conduction during the
waiting period then from the liquid to the bubble by evaporation. If
this assumption is correct, the heat taken by the bubble should be
nearly equal to the sensible heat stored in the boundary layer dur-
ing the waiting period. Fig. 13a depicts a schematic drawing show-
ing the bubble under discussion (current bubble) and a bubble in
the departure stage from the previous cycle to help clarify this
point. The estimation of the maximum quantity of sensible heat
stored in the thermal boundary layer before the appearance of the
investigated bubble should be done based on the previous cycle.
This is because part of the recovery of the superheated layer occurs
during the rewetting stage (there is an overlapping among the cy-
cles). An energy balance was applied to the control volume shown
in the schematic of Fig. 13a and described by Eq. (28) assuming
that the diameter of the area affected by the bubble equals the de-
parture diameter (2.5 mm in the previous cycle). As seen in the
schematic, the superheat recovery time should be the summation
of the waiting period and the rewetting period (7.33 + 4.5 ms). It
is worth mentioning that it is common in literature to assume that
the recovery of the superheated layer occurs during the waiting
period only. But in many cases, the waiting period is zero which
may verify the overlapping assumption adopted in the current dis-
cussion. The wall thermal boundary layer thickness required for
the heat balance in Eq. (28) was the actual thickness based on the
measured heat transfer coefficient (8;, = k;/hexp =0.35 mm).

Qsti % Atrecor = MC ATy = PCHTT RESH AT,y (28)

6

7 8 9 10 11 12 13 14

Time, [ms]

(b)

Fig. 13. Superheated layer and heat flow to the bubble: (a) schematic drawing for the recovery of the superheated layer, (b) instantaneous heat flow to the bubble during
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Using the above equation, the total sensible heat stored in the
boundary layer during the assumed recovery period was found to
be 5.52 W. This quantity of heat was based on the assumption that
all the supplied heat in the rewetting stage was stored as sensible
heat. However, part of this heat may be consumed in the evapo-
ration during the rewetting period of the previous cycle (the slow
growth stage). This quantity of heat was evaluated from the total
heat transfer rate to the growing bubble in the previous cycle and
the value was found to be 0.78 W. Thus, the net quantity of heat
supplied to the bubble was (5.52 W - 0.78 W = 4.74 W). To com-
pare this quantity of heat with the heat taken by the bubble, the
instantaneous heat flow to the bubble was calculated directly from
the measured growth curve using the following equation:

dR

Qey(t) = pyh g4 R? It

(29)

The estimated instantaneous heat flow is plotted in Fig. 13b
which shows that the heat transfer rate to the bubble reaches a
maximum value of 429 W at about 2.16 ms then it decreases
rapidly with time. If this maximum heat transfer rate was divided
by the projected area of the bubble, the maximum local heat flux
will be 3.02 MW/mZ2. This value is comparable with the value re-
ported by Tanaka et al. [45] based on infrared thermography if
one considers the difference in superheat. They reported a maxi-
mum instantaneous heat flux of 4.2 MW/m?2 at 16.5 K (higher than
the superheat in the current discussion, 9.4 K). When the time
averaged heat flow was calculated using Eq. (30), the value was
found to be 1.6 W. This means that the total latent heat taken by
the bubble during the whole growth period represent only 32.7
% (1.6/4.74) of the total available sensible heat during the super-
heat recovery period. The remaining 67.3 % seems to be by the lig-
uid (whether it is by transient conduction or convection or both).
Based on the measured bubble growth curve and without detailed
local measurements, this discussion verified that nearly most of
the heat transfer from the wall is transient conduction, which
agree with Ref. [49] who reported 80 %, Ref. [50] 70 %, Ref. [45] 75
% and Ref. [51] 60 - 80 %, which were based on local heat flux
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Fig. 14. Bubble growth rate from consecutive cycles and heat transfer rates: (a) bubble growth curve and (b) departure radius from 14 consecutive cycles, (c) instantaneous
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angle from 6 cycles compared to a model.

measurements.

tq
Quw = tleru(f)dt
do

3.1.6. Bubble growth from consecutive cycles

One of the factors that may result in a discrepancy among the
experimental data and the models could be the cycle to cycle vari-
ations. Fig. 14a shows the measured bubble radius versus time
for 14 consecutive cycles from the same nucleation site at aver-
age superheat 9.4 K to help examine this factor. It is obvious that
the bubble departure radius varies from cycle to cycle as seen in
Fig. 14b. The departure radius increased in the first four cycles
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from 0.9 mm to 1.7 mm then it started to fluctuate up to cycle
9. After the ninth cycle, this behaviour was repeated, where the
departure radius increased from 0.83 mm to 1.73 mm in the cycles
10 - 12 then starts to fluctuate. This behaviour can be attributed
to variations in the waiting time. For example, the bubble in cycle
1 nucleated after a waiting period greater than 25 ms (the bub-
ble nucleated after 25 ms from the starting point of the video).
In other words, the bubble is not affected by the preceding bub-
ble. In this case, when there is no vertical interaction, the bubble
departed at smaller radius of 0.89 mm, departure time was 6.87
ms and the frequency was 84 Hz. After the first cycle, the nucle-
ating bubble is affected by the preceding one and the departure
radius increased and started to fluctuate between 1.4 and 1.8 mm
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and the frequency fluctuated between 56 and 72 Hz up to cycle
8. Cycle 9 nucleated after 29 ms waiting period and thus the fre-
quency dropped significantly to 24 Hz. It is interesting to note that
after cycle 9, the bubble in cycle 10 behaved similar to the bubble
in cycle 1. The departure radius was 0.83 mm and the frequency
were 87 Hz compared to 0.9 mm and 84 Hz in cycle 1. Thus, based
on the observed bubble shapes in these cycles, it can be concluded
that the effect of the preceding bubble on the next growing bub-
ble makes the bubble flattened with larger contact area with the
surface which increases the surface tension force and evaporation
from the microlayer and thus increases the bubble size compared
to the first cycle when there is no vertical interaction among the
bubbles. To verify that the cycle to cycle variation is due to varia-
tions in the heat flow to the bubble, the instantaneous heat flow to
the bubble in the first 4 cycles (as an example) was plotted versus
time normalized by the departure time as seen in Fig. 14c. As seen
in the figure, the peak value in the first cycle was the smallest and
increased in cycle 2 and 3 while cycle 4 was similar to cycle 3. The
variation in the instantaneous heat may be attributed to variations
in the initial available local superheat which seems to vary from
cycle to cycle. Fig. 14d shows the difference in bubble radius versus
time for eight cycles compared with the Plesset-Zwick [63] model
based on the measured average superheat. Interestingly, the first
growth stage (rapid growth) is not affected significantly while the
difference becomes obvious in the slow growth stage. This figure
reflects one of the difficulties in evaluating bubble growth mod-
els based only on one ebullition cycle. On the contrary, when the
bubble radius was plotted in a dimensionless form in Fig. 14e, all
curves from all cycles collapsed into one single curve. This means
that bubble growth models should be presented in dimensionless
form to damp the effect of local superheat. The apparent dynamic
contact angle was also measured for a number of cycles as seen
in Fig. 14f. The figure indicates that the bubble grows in a simi-
lar manner where the apparent contact angle exhibited the same
trend. Interestingly, when the data were compared with the nu-
merical results from Ardron et al. [66], the comparison exhibited
reasonable agreement except toward departure where the model
could not predict the neck. These numerical data were obtained
for 6.1 K superheat which is lower than the current experiment
(9.4 K). It is worth mentioning that the discussion conducted in
the above sections in Figs. 7-13 was based on cycle 3 in Fig. 14a
which was selected such that the effect of waiting time has dimin-
ished.

3.2. Bubble growth at sub-atmospheric pressure

3.2.1. Bubble growth curve

It is well-known that bubble size at sub-atmospheric pressure is
much larger than that at atmospheric pressure. Thus, it was diffi-
cult to study bubble dynamics in the isolated bubble regime from
the whole boiling surface with diameter 25 mm because bubble
coalescence may spread over the whole boiling surface, especially
when bubbles form at or near the edges. To overcome this issue,
the entire boiling surface was masked with a polyimide tape (50
pm thick) except an active area at the middle. With this method,
it was possible to generate a single bubble on the boiling surface.
This can help understand the effect of superheat, which was not
possible at atmospheric pressure because the nucleation site was
not the same for each studied superheat. Additionally, this may
quantify the latent heat contribution to the total heat transfer rate
as will be discussed later in this section. Fig. 15 depicts the im-
age sequence for one ebullition cycle at P = 0.14 bar, heat flux
16.6 kW/m? and superheat 15.5 K. The figure depicts that bubble
growth characteristics at sub-atmospheric pressure are different
compared to atmospheric pressure. The bubble grows with nearly
a hemispherical shape for about 10 ms, which is much longer than
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the atmospheric pressure case. After 10 ms, the shape changed to a
flattened spheroid up to 17.6 ms after which the spheroidal shape
started vertical stretching up to departure. It is worth noting that
the bubble did not show a spherical shape in the intermediate
stage as was the case in atmospheric pressure. After departure, a
second bubble appeared immediately without a waiting period as
seen in the picture at time 27.14 ms. After about 4 ms, this bub-
ble merged with the departed bubble at time 30.95 ms. With the
progress of time, it penetrated the main bubble from the lower to
the upper sides a seen in the picture at time 36.67 ms. After that
the bubble exhibited a highly distorted shape from the upper side
until it departed at 49.5 ms. After the departure of the two merged
and distorted bubbles, the waiting period reached 39.5 ms before
the appearance of a new bubble. This behaviour was repeatable
and agrees with what was reported by [29,31,32], i.e. always after
the departure of the main large bubble, a secondary bubble forms
which destroys this bubble with a longer waiting period before the
appearance of the next bubble. All bubbles discussed in this sec-
tion were the bubble which appeared after the long waiting period
from growth to departure, i.e. the secondary small bubble was not
included.

Fig. 16a depicts the bubble radius and the contact radius plot-
ted versus time. It demonstrates that the bubble radius increases
nearly linearly with time in the beginning then the rate of growth
decreased continuously as the time increased. The contact radius
increased with time in the expansion stage and reached a maxi-
mum value at about 10 ms then remain unchanged for about 2 ms,
which was called by [57,58] the pinning stage then it decreased
rapidly with time during the contraction stage (rewetting). The
contact radius was plotted in a dimensionless form R./R versus t/t;
in Fig. 16b for atmospheric and sub-atmospheric pressure. For sub-
atmospheric pressure, the ratio was about 1 at the beginning in-
dicating that the bubble shape was a hemisphere up to t/t; = 0.2,
then the ratio decreased rapidly with time indicating that the bub-
ble shape changed to a spheroid flattened or vertically stretched.
In the atmospheric pressure case, the ratio was about 0.8 at the
beginning (not hemispherical) then decreased rapidly with time.
The forces acting on the bubble during its growth cycle are plot-
ted in Fig. 16c which shows that the liquid inertia force was the
largest force up to 12 ms, which explains the hemispherical shape
observed in this period, see Fig. 15. After 12 ms, the buoyancy force
exceeded the inertia force up to the departure time. It is also ob-
vious that the surface tension force is much smaller during the
whole growth period compared to the liquid inertia and buoyancy
forces, which may explain the absence of spherical bubble shape
in Fig. 15 and compared to the atmospheric pressure case and
may explain the dominance of the spheroidal (flattened/stretched)
at sub-atmospheric pressure. Based on this figure, it may be con-
cluded that the departure mechanism is completely different com-
pared to the atmospheric pressure. Static force balance between
surface tension and buoyancy force was sufficient to predict the
departure diameter at atmospheric pressure. On the contrary, at
sub-atmospheric pressure the balance should be between the lig-
uid inertia and the buoyancy force, which can be verified using the
model given by Zeng et al. [67] in Eq. (31), which was suggested
based on a balance between inertia and buoyancy forces.

2/n
- (3K
4 g

Because the

n/@2-n)
[10n* + n(n - 1)]} 31

buoyancy forces exceeded the iner-
tia force after 12 ms, then the best fit equation (R=
0.0137t92%  tin secand Rin m) for the experimental data
between 12 ms and departure should be used to predict the radius
using Eq. (31). Using the growth constant (0.0137) and the time

exponent 0.29 results in a bubble departure radius of 3.96 mm
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Fig. 15. Bubble growth during one ebullition cycle showing secondary bubble after the departure of the main bubble at P = 0.14 bar, q = 16.6 and AT, = 15.5 K

36.67 ms

which is 2.4 % smaller than the measured value. This calculation
verifies that at sub-atmospheric pressure, bubble departure is
controlled by liquid inertia and buoyancy forces. Fig. 16d shows
the apparent contact angle versus time with the best fit power law
which exhibited nearly a similar behaviour to the bubble discussed
at atmospheric pressure. Thus, it seems that the apparent contact
angle is not affected significantly by the system pressure, i.e. the
apparent contact line expands and contract in a similar way.

3.2.2. Bubble growth mechanism

Similar to the discussion conducted at atmospheric pressure, to
understand the bubble growth mechanism at 0.14 bar, the data
were compared with the Rayleigh inertial model (Eq. (12)), the
Cooper microlayer model (Eq. (16)), the Plesset and Zwick model
[63] (Eq. (14)) and the Cole and Shulman [28] (Eq. (5)) mod-
els as seen in Fig. 16(a). The comparison indicates that none of
the models predict the experimental data with Cole and Shulman
[28] model performing better than the other models. This may
be attributed to the fact that this model was an empirical model
based on data at sub-atmospheric pressure. The difference with
the current study may be due to differences in the experimental
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8.1 ms

38.57 ms 41.43 ms

49.5 ms

setup. They conducted the test on a metal strip which was directly
heated and the superheat was estimated from the change in elec-
tric resistance. They reported that the uncertainty in the measured
superheat was about 50 %. This means that this correlation may
be affected by this large error in the measured superheat. As men-
tioned above, the bubble shape was hemispherical for a long pe-
riod and the contact area was larger compared to the atmospheric
pressure as seen in Fig. 16(b). Thus, it is expected that the con-
tribution from the microlayer evaporation is larger than that at
atmospheric pressure. However, although the Cooper [52] model
was based on microlayer evaporation and developed based on sub-
atmospheric data, it exhibited large deviations. The bubble growth
mechanism needs to be clarified first in order to understand the
reasons of the large deviation between the models and the ex-
perimental data. The growth curve in Fig. 16(a) was segregated
into four segments in Fig. 17a and each segment was fitted with
a power law. The first segment consists of five data points in the
first 3 ms and, as can be seen in the figure, the experimental data
fitted a power law with time exponent nearly 1 which supports
that bubble growth in this stage is inertia-controlled. However, it
did not agree with the radius predicted using the inertia-controlled
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growth model given by the Rayleigh equation, see Fig. 16(a). This
is not surprising because this equation was based on symmetri-
cal spherical growth in homogeneous boiling, which may exhibit a
larger growth constant K (R = Kt) because the forces acting on the
bubble are only the interaction forces with the surrounding liquid
and the superheat is uniformly distributed around the bubble. In
nucleate boiling, the presence of the wall adds the adhesion force
and makes the superheat to be non-uniformly distributed around
the bubble. This may decrease the bubble growth constant com-
pared to the homogeneous boiling. Thus, it can be concluded that
the inertial-growth constant in nucleate boiling is smaller than
that in homogeneous boiling, e.g. based on Fig. 17(a), K = 0.91 in
nucleate boiling compared to K = 2.7 in homogeneous boiling. This
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conclusion may explain why the Cooper model, which was based
on heat diffusion-controlled mechanism, failed to predict the ex-
perimental data. As discussed previously, this model was based on
a growth law with time exponent 0.5. Investigating the second seg-
ment in the bubble growth curve which consisted of seven data
points in the period 2 - 6 ms indicated that the best fit power
law has a time exponent of 0.48 which is very near to the 0.5 ex-
ponent in the heat-diffusion mechanism in homogeneous boiling.
The best fit power law equation in the third segment (from 6 to
about 15 ms) and the fourth segment (from 15 ms to about 20
ms) exhibited a time exponent 0.34 and 0.13, respectively which
are smaller than the 0.5 exponent. After the forth segment, the ra-
dius remained nearly constant and decreased slightly immediately



M.M. Mahmoud and T.G. Karayiannis

14

International Journal of Heat and Mass Transfer 209 (2023) 124103

13 l.ll..'.'l P = 0.14 bar, AT, = 155K
12 L
11 l... Based on Cooper [51] microlayer thickness
]
— 10 u
£ ]
£ []
= n
@ ] AAAA“AM
5 o
§ L] AA‘ Based on Yabuki-Nakapebbu [33] microlayer thickness
A

€ €€

Experimental data

Based on Smirnov et al. [68]

© =2 N W A O N ®©©
[ ]

Instantaenous heat flow, [W]

9 Water. P = 0.14 bar, AT,, = 15.5 K

o
N
IS

6 8
Time, [ms]

(a)

10 12 14 16 18 20 22 24 26 28 30 32

0
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Time, [ms]

(b)

Fig. 18. Assessment of microlayer mechanism (a) and instantaneous heat flow (b).

before departure. In conclusion, based on this analysis, the inertia-
controlled growth dominated up to about 3 ms while the heat dif-
fusion growth (fast and slow) dominated the rest of the cycle. To
further discuss the growth mechanism using the dynamic equa-
tion (Eq. (15)), Fig. 17(b) depicts the normal stresses at the liquid-
vapour interface along with the predicted interface temperature.
The figure shows that the surface tension stress diminishes very
rapidly after about 2 ms, which is completely different compared
to the atmospheric pressure case, see Fig. 9c. The hydrodynamic
pressure (liquid inertia) diminished after about 10 ms, which cor-
responds to the onset of the heat diffusion-controlled mechanism.
This is also obvious from the fact that the interface temperature
diminishes after this time. Thus, it can be concluded based on the
dynamic equation that the asymptotic growth stage (heat diffu-
sion) dominates the growth cycle after 10 ms. At time below 10
ms, the growth is controlled by surface tension and hydrodynamic
pressure in the first 2 ms, then by liquid inertia alone up to 10 ms.

3.2.3. Microlayer contribution and heat transfer analysis

The models of Cooper [52] and the Yabuki and Nakapebbu
[33] for the initial microlayer thickness that were validated at at-
mospheric pressure are used in this section to examine their va-
lidity at sub-atmospheric pressure. The thickness predicted from
these models was used to estimate the liquid volume trapped in
the microlayer underneath the bubble and the bubble radius was
calculated using Eq. (19) to help analyse the contribution of mi-
crolayer evaporation mechanism to bubble growth. The radius pre-
dicted using this method was plotted in Fig. 18(a) up to the end
of the microlayer evaporation (maximum contact radius). As seen
in the figure, the radius predicted using the microlayer thickness
given by Cooper is significantly larger than the experimental data
while the radius predicted using the empirical thickness given by
Yabuki-Nakabeppu was in between the experimental data and the
Cooper radius. This performance is expected because this empiri-
cal correlation was based on data at atmospheric pressure while
the Cooper model was based on a power law of time exponent
0.5. It is well-known that the initial microlayer thickness derived
from the hydrodynamic theory depends strongly on the velocity
of the bubble front. The higher the velocity, the smaller the liquid
film thickness. Thus, the microlayer thickness which was based on
atmospheric pressure and/or low growth velocity (in the Cooper
model) is expected to be much larger than that at sub-atmospheric
pressure (overestimate the microlayer volume and thus larger ra-
dius). This may explain why the two models significantly over-
predict the measured radius at sub-atmospheric pressure. To fur-
ther examine this issue, a more general expression for the predic-
tion of the hydrodynamic microlayer thickness was used. Smirnov
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et al. [68] derived a general expression (Eq. (32)) for the initial mi-
crolayer thickness which depends on the pressure difference across
the interface.

2v,(dR/dt
80 _ l( / ) . (32)
_2dp @R | 2 @Rd)
pr dR dt? 3 R

The pressure difference in the above equation was obtained di-
rectly from the dynamic equation (Eq. (15)) and the bubble growth
velocity and acceleration were obtained from the experimental
measurements in the early stage of growth. Thus, the initial mi-
crolayer thickness was calculated using the best fit equation in
the initial growth stage (first 3 ms) which fitted a linear rela-
tion with time R = 0.91t%-99, Assuming the microlayer has a wedge
shape, the average thickness (8y/2) was used to calculate the lig-
uid volume trapped inside the microlayer and the radius was cal-
culated using Eq. (19). Interestingly, the comparison exhibited ex-
cellent agreement with the experimental data up to the end of
the microlayer evaporation (about 10 ms) indicating that the bub-
ble grows due to microlayer evaporation during this period. Thus,
it can be concluded that the Smirnov et al. hydrodynamic model
is accurate provided that the actual experimental bubble growth
equation was used to obtain the initial microlayer thickness. Addi-
tionally, the initial microlayer thickness is affected by the growth
curve in the early stage rather than the growth curve along the
whole growth period. Using the same assumption as atmospheric
pressure, which was reported by many researchers, the microlayer
evaporates completely when the contact radius reaches its maxi-
mum value. Thus, the bubble radius at the maximum contact ra-
dius can be used to estimate the contribution of the microlayer to
the total bubble volume. Based on that the radius of the bubble
at the end of microlayer evaporation (at maximum contact radius)
was found to be 3.72 mm which is 92.5 % of the departure radius
(4.02 mm). This gives a contribution of 79.2 % to the bubble vol-
ume which is somewhat larger than that at atmospheric pressure
(67.8 %).

In this experiment at sub-atmospheric pressure, it is possible
to examine the contribution of the latent heat transport mecha-
nism to the total heat transfer rate since only one single bubble
was generated. The analysis that was conducted at atmospheric
pressure is not suitable here due to the presence of a secondary
bubble after the departure of the main bubble which was not the
case at atmospheric pressure. The secondary bubble made it diffi-
cult to estimate the sensible heat during the waiting period. The
instantaneous heat flow to the bubble is plotted in in Fig. 18(b)
which indicates that the instantaneous power reaches a maximum
value of about 7 W at 5 ms then decreases rapidly with time. This



M.M. Mahmoud and T.G. Karayiannis

10
9
8| Increasing superheat _— I_“l._.,_...u_l|r|.lrmmmr._lr;lr.;rr,.
—_ 7 il e
4 Ly
£ I.|_ll.|-
= 6 - N
[} M bt
=1 =
S 5 Lll'-l. Lﬁ'g#
ol ! €0
o ] PLLLLLoN
4 ..- e u‘.n!‘
3 o .ﬁv P =0.14 bar
u
of & —0—AT, =155K
k{ —A— AT, = 168K
1 " —m—AT, =189K
0
0 4 8 12 16 20 24 28 32 36 40 44 48
Time, [ms]
(a)
30
28 2l P = 0.14 bar
g 26 A - —@—AT, =155K
~ 24 A ‘ﬂ — B AT, = 168K
52 4 —A— AT, = 189K
= 20 A
T o1sf |
o |
< 16f A A .
» [ Increasing superheat
S 14 i
2 12 A
] | L
8 qof A WU TN
c [ -
S 8,
7] ol
E T
! ity
it
2 i e Ty "iisyy
o; ««((««(mnn- Mhitm m“
0 4 8 12 16 20 24 28 32 36 40 44 48 52
Time, [ms]
()

International Journal of Heat and Mass Transfer 209 (2023) 124103

10

9 P =0.14 bar

—®—AT, =155K
—HB—AT, =16.8K
—A—AT, =189K

7| Increasing superheat

Bubble contact radius, [mm]
o

o 01 02 03 04 05 06 07 08 09 1
tita, [1]
(b)
12

R/Rg, []

P =0.14 bar
—e— AT, =155K
—A— ATy, =16.8K
—m—AT, =189K

0.3 0.4 0.5 0.7 0.8 0.9 1

t, [
(d)

0.6
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gives a maximum heat flux of about 0.14 MW/m? based on the
projected area of the bubble at departure. This value is significantly
smaller than the atmospheric pressure value reported in the above
sections which is about 3 MW/m2. The integration of the instan-
taneous curve over the departure period can give the total average
heat transfer rate taken by the bubble as latent heat and calcu-
lated using Eq. (30). On doing so, the time-averaged heat trans-
fer rate taken by the bubble as latent heat is 2.8 W. If this value
was compared with the total applied power (8.15 W) based on the
measured average base heat flux (16.6 kW/m?) and the base area
of the copper block (25 mm diameter), the total contribution of la-
tent heat will be 34.4 %. The remaining 65.6 % seems to be arising
from the other mechanisms present, i.e. convection and conduc-
tion.

Finally, it is important to study the effect of superheat on bub-
ble growth in the isolated bubble regime. As previously mentioned
it was difficult to capture the effect of superheat at atmospheric
pressure from random cavities due to the difficulty of tracking the
same nucleation site at different superheats. At sub-atmospheric
pressure, the presence of one single bubble from the same nu-
cleation site made it possible to understand the effect of super-
heat on bubble growth as seen in Fig. 19(a). It is obvious from
the figure that the bubble growth rate, the departure radius and
departure time increase as the superheat increases. Additionally,
Fig. 19(b) demonstrates that the larger the superheat, the larger
the apparent bubble contact radius. The increased growth rate may
be attributed to the increased instantaneous heat flow to the bub-
ble with increasing superheat as seen in Fig. 19(c). Based on the
aforementioned discussion of the forces acting on the bubble, it
is understood that the higher the bubble growth rate, the larger
the liquid inertia force (negative force pushing the bubble towards
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the surface). Thus, the increase in departure radius and time may
be attributed to the increase in liquid inertia force with increasing
superheat. Similar to the dimensionless plot from several ebullition
cycles at atmospheric pressure, Fig. 19(d) depicts the dimension-
less radius versus dimensionless time as a function of superheat.
The figure shows that the effect of superheat diminishes when the
data are plotted in a dimensionless form. This again indicates that
bubble growth data should be presented and modelled in a dimen-
sionless form to capture the effect of variations in the local super-
heat.

Fig. 20(a) shows the bubble growth curve from three consec-
utive cycles. Because the waiting and departure time was much
longer compared to atmospheric pressure case, it was not pos-
sible to track a larger number of cycles. Although the waiting
time between each cycle was nearly the same and it was long
enough to recover the superheated boundary layer, there is an ob-
vious variation from cycle to cycle. In other words, there are other
possible reasons for this variation, i.e. hydrodynamic effects in-
duced by the large rising bubble or condensation effects, where
the bubbles were observed to condense while rising after depar-
ture. Fig. 20(b) compares the bubble growth curve with the pre-
diction using van Stralen et al. [65] based on evaporation from the
bubble curved surface (relaxation layer) only (Eq. (25)) and micro-
layer only (Eq. (26)). The figure indicates that the microlayer model
significantly underpredicts the experimental data while the model
based on evaporation from the bubble curved surface predicts the
data very well but after adjusting the empirical factor b* to 0.042
(very small part of the bubble is inside the boundary layer). This
agrees with the fact that bubble size at sub-atmospheric pressure
is much larger than the wall thermal boundary layer during the
entire growth period. Additionally, because this model is a ver-
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sion of the Plesset-Zwick [6] model modified by the factor b*, it
confirms the previous discussion at atmospheric pressure for the
similarity between microlayer models and homogeneous models.
At atmospheric pressure the value of b*that fitted the experimen-
tal data was 1 (the bubble remained covered with the superheated
layer).

4. Conclusions

An experimental study was conducted to investigate bubble
growth on a smooth thick copper surface, which is different com-
pared to the past studies which were testing either thin or trans-
parent surfaces. The measurements were conducted using a high-
speed, high resolution camera. Although there are no detailed local
heat flux measurements, the analysis of the bubble growth curve
alone gave nearly qualitative and quantitative conclusions similar
to studies with integrated sensors or infrared thermography. The
present results constitute a good example of fundamental analysis
that is possible on real engineering surfaces, using carefully cali-
brated temperature and flow visualisation measurements. The fol-
lowing conclusions can be drawn:

1 There is no big difference between the methods of estimating
the bubble diameter from the captured images (i.e. using the
average diameter, area-equivalent or volume-equivalent).
There are large variations from cycle to cycle of the bubble
growth rates, the estimated heat flow and the bubble depar-
ture diameter. The reasons for this variation are difficult to de-
termine without local measurements for the temperature and
flow field.
3 Bubble growth at atmospheric pressure is divided into two
stages: Rapid growth during the evaporation of the microlayer
in the first few milliseconds (4 ms in our case) which is the
point when the bubble contact radius reaches its maximum
value; This is followed by a slower growth stage, during which
heat is transferred, again by diffusion, at the lower part of
the bubble still immersed in the thermal boundary layer. At
sub-atmospheric pressure, bubble growth is controlled by lig-
uid inertia in the first stage for the first few milliseconds (rapid
growth, up to 3 ms in our case) followed by the slower heat
diffusion stage.
The similarity between the Cooper microlayer evaporation
model and homogeneous models at atmospheric pressure is
due to similarity or small differences in the conduction layer
thickness around the bubble in homogeneous boiling and the
microlayer in heterogeneous boiling.
5 The data for the growth of the bubble radius versus time col-
lapse to a single line if both the dimensionless radius (R/Ry)
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and time t/ty) are used. Similarly, it can be said that bubble
growth data should be presented in a dimensionless form to
capture the local variations in superheat. Additionally, the su-
perheat should be modelled to be a time dependent. This was
verified using the model by van Stralen et al. [64].

This information and conclusion in point 5 above are useful and
essential when comparing and developing bubble growth
models.

—_

The initial microlayer thickness predicted using hydrodynamic-
based models should be calculated based on the initial part of
the growth curve, i.e. before the initial slope starts to change,
especially when there is change in slope during the growth
period. This applies to both atmospheric and sub-atmospheric
pressures.

2 Microlayer evaporation contributes by about 70 % to the bub-
ble growth regardless of system pressure. However, more than
70 % of the heat was transferred from the surface to the liquid
by the mechanisms of conduction and convection. This again,
is equally true for both atmospheric and sub-atmospheric pres-
sures.

Bubble departure mechanism at atmospheric pressure is a bal-
ance between surface tension and buoyancy forces, while the
mechanism at sub-atmospheric is a balance between buoyancy
and inertia forces. At atmospheric pressure, the bubble contact
radius required for surface tension force equal about 3/7 x R,
i.e. the balance is not at the bubble departure moment as was
recommended in the past studies.

Finally, it is worth noting that more experimental research with
different fluids is needed especially with artificial cavities to cap-
ture the effect of superheat properly for the same nucleation site
and correlate and validate the existing theories.
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