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Implementation and Co-Simulation of Hybrid
Pilot-Aided Channel Estimation With

Decision Feedback Equalizer
for OFDM Systems

Wei Li, Yue Zhang, Li-Ke Huang, Carsten Maple, and John Cosmas

Abstract—This paper introduces novel hybrid pilot-aided
channel estimation with decision feedback equalizer(DFE) for
OFDM systems and its corresponding hardware co-simulation
platform. This pilot-aided channel estimation algorithm consists
of two parts: coarse estimation and fine estimation. In the coarse
estimation, the combined classical channel estimation methods
including carrier frequency offset (CFO) and channel impulse
response (CIR) estimation are used. Based on the received training
sequence and pilot tones in the frequency domain, the major CFO,
sampling clock frequency offset (SFO) and CIR effect coefficients
are derived. In the fine estimation, the pilot-aided polynomial
interpolation estimation combined with a new decision feed-
back equalizer scheme based on minimum mean squared error
(MMSE) criteria is proposed to reduce the residual effect caused
by imperfect CIR equalizer, SFO and CFO. At the same time, for
the purpose of speeding up the whole development and verification
process, a new architecture of co-simulation platform which com-
bines software and hardware is introduced. The simulation results
on the co-simulation platform indicate that the proposed hybrid
channel estimation scheme can enhance the receiver performance
by 6 dB in terms of error vector magnitude (EVM) over large
ranges of CFO and SFO and BER performance by 7 dB for SNR
range over 15 dB.

Index Terms—CFO, channel estimation, co-simulation, DFE,
EVM, FPGA, MMSE, OFDM, SFO.

I. INTRODUCTION

A S A mature and well-established technology for wire-
less communication, the Orthogonal Frequency Division

Multiplex (OFDM) scheme [1] has been adopted for various
standards, including the 802.11agn wireless LAN and digital
video broadcasting (DVB) systems. The major advantage of
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Fig. 1. System diagram for hybrid pilot-aided channel estimation.

OFDM system is that it makes efficient use of the spectrum by
allowing overlap and is more resistant to frequency selective
fading than single carrier systems. The disadvantage is that it is
more sensitive to carrier frequency offset and drift. The received
OFDM signal is sensitive the carrier frequency offset, sampling
frequency offset and frequency selective fading channel [1].
Therefore, it is necessary to develop hybrid synchronization and
channel estimation algorithm to improve the error performance
and channel capacity in the OFDM system especially for the
high order QAM modulation.
Large amount of investigation have been conducted on

OFDM systems. The compensation of CFO has been studied
in works of [2]–[4], which propose both frequency and time
domain estimation algorithms. The channel estimation algo-
rithm [5], [6] introduce blind estimation approaches which
is a relatively complex structure, while [7], [8] investigate
data-aided channel estimation methods which exhibits good
performance. Most of the algorithms on SFO estimation is
based on pilot-aid methods or training sequence [9], [10]. The
least mean-square (LMS) error adaptive equalization scheme is
presented by Widrow and Hoff [11]. Two main structures are
developed: linear equalizer and nonlinear equalizer. In [12],
[13], the zero forcing (ZF) and MMSE criteria are introduced.
In [14], the performance of matched filter (MF), least squares
(LS), and MMSE equalizer have been investigated. Further-
more, in [15]–[17], the joint estimation without DFE structure
is investigated and gives a better performance. However, it is
expected that a hybrid channel estimation algorithm with DFE
structure will enhance the EVM performance.
The objective of this paper is to develop synchronization and

hybrid pilot-aided channel estimation algorithm with decision
feedback equalizer which is easy to be implemented for OFDM
system as shown in Fig. 1 and build a hardware co-simulation
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Fig. 2. Training sequences for OFDM systems.

platform for performance verification (see Fig. 2). To achieve
high performance, the algorithm adopts the similar scheme as
[16] proposed. Due to its high complexity, the algorithm is hard
to implement in hardware such as FPGA and DSP which mostly
conduct linear mathematical operation whereas the algorithm in
[16] makes use of non-linear derivation. To reduce the compu-
tation complexity, this algorithm makes full use of some clas-
sical algorithms and combines these algorithmswith novel DFE.
Compared with the previous single types of channel estimation,
this algorithm shows high performance and low computation
complexity.
This algorithm scheme consists of coarse timing synchroniza-

tion and hybrid channel estimation based on coarse estimation
and fine estimation in both time domain and frequency domain.
Firstly, in coarse estimation, the hybrid algorithmmakes full use
of the long and short training sequences and utilizes the correla-
tion between two adjacent continuous training sequences. This
process can suppress dominant ICI effects introduced by CFO in
time domain. Then, a frequency domain least square (LS) CIR
estimation [18] is presented to compensate for the corruption
of the frequency selective channel. Afterwards, a frequency do-
main estimation based on received signal containing pilot tones
is carried out to suppress the sampling frequency offset and
residual carrier frequency offset. The polynomial interpolation
method is used to refine fine estimation for residual CFO, SFO
and CIR effect. With the previous classical hybrid methods, the
estimation results show a relatively good performance whilst
still remaining a little rotation on the constellation. Therefore,
to recover the transmitted constellation, an equalizer is essential
for the fine channel estimation to overcome the residual CFO,
SFO and CIR effect.
For the investigation of DFE, we consider an approach to

minimum mean square error (MMSE)-based equalization that
enables significant reduction in rotation of constellation without
using the training sequences or pilots. The novel scheme makes
full use of received data point by using the same approach of
averaging the received signal in linear equalizer. In other words,
this DFE scheme first assumes the equalizer is a linear estimator
which can be derived out the parameters which will be used in
the later optimization. All the parameters are optimized under
the criteria of MMSE including the forward filter and feedback
filter in the DFE structure. Without loss of generality, OFDM
system selected for simulation is based on 801.11agn wireless
LAN.
As the prototype algorithm developed in MATLAB does not

take the reliability and hardware consumption into account, it is
necessary to verify the robustness and performance in both soft-
ware and hardware environments which is known as co-simula-
tion. There exist numbers of techniques for hardware-software
co-simulation. Factors including performance, timing accuracy
and speed affect the choice for different co-simulation structures

[19]–[21]. Simulation which is created from a combined vir-
tual hardware environment that is combined with the software
provides the fastest development process and the fastest inter-
face between the hardware and software. However, this method
lacks the accuracy of the CPU instruction period [19]. Hence,
a co-simulation platform containing high performance FPGAs
and an interface communication mechanism between the soft-
ware and hardware which can verify various wireless commu-
nication algorithms is developed. The experiment and results
from this hardware co-simulation platform show that this hybrid
pilot-aided channel estimation with DFE can achieve relatively
high performance on frequency offset and channel estimation
with 6 dB enhancement in terms of EVM. The whole hybrid
algorithm is robust while evaluated on the co-simulation plat-
form.
The rest of the paper is organized as follows: The OFDM

system is described in Section II. In Section III, the coarse es-
timation algorithm is introduced. The fine estimation with DFE
scheme is described in Section IV. Section V shows the co-sim-
ulation platform and the development flow. Section VI shows
the design of co-simulation. Section VII shows the simulation
results for the hybrid channel estimation with DFE presented
and the performance of the co-simulation platform.

II. SYSTEM MODEL

This section describes the OFDM system model. The ICI ef-
fects caused by CFO and SFO will be discussed. In addition,
the signal deterioration caused by the channel distortion is also
presented.

A. OFDM System Model

OFDM is a promising technique for achieving high data rate
and combating multipath fading in wireless communication.
OFDM can be thought of as a hybrid of multi-carrier modu-
lation (MCM) and frequency shift keying (FSK) modulation.
Orthogonality among the carriers is achieved by separating the
carriers by an integer multiple of the inverse of symbol duration
of the parallel bit streams.
The system has subcarriers and therefore uses an IFFT

of size for modulation. Firstly, the input serial data, in the
form of BPSK, QPSK, or 64-QAM sub-symbols, is converted
to parallel data where
A is the M-ary modulation signaling set, and is the OFDM
symbol with representing the OFDM sub-carrier indices. Sup-
pose the sample period is T and the IFFT size is and
is the data in th sub carrier of the th symbol. In order to avoid
inter-symbol interference (ISI) due to channel delay spread, the
OFDM symbol is inserted with a guard interval of length .
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Thus, the length of one OFDM symbol is , the trans-
mitted complex signal can be described as [1]:

(1)

where is the guard interval length and is OFDM
symbol length after inserting CP.
The OFDM signal is transmitted over a frequency selective

fading channel

(2)

where is complex gain for th channel and is the delay
for th channel. We assume that the taps of channel is uncorre-
lated and is a constant. We get the sampled received signal:

(3)

where is the additive white Gaussian noise, which has
zero mean and variance of .

B. Timing Offset Model

Since the receivers are not able to know the time scale of
transmitted signal beforehand, the start position of the received
signal may deviate from ideal setting by a time . As a result,
this deviation staggers the receiver’s FFT-window away from
received OFDM symbol.
Assuming that the time deviate is and is the

number of sample point of the guard interval and is the
number of is OFDM symbol length after inserting CP, the re-
ceiver time scale in terms of sample points is:

(4)

Then the received signal can be expressed as:

(5)

Due to the time offset, some portions of the ideal channel are
shifted outside the channel estimation window. The part which
shifts outside estimation window is useless for channel estima-
tion and may cause an additional noise whose variance is
[1]:

(6)
The above formula indicates that the noise variance is sensitive
to the accuracy of channel estimation. Therefore, the time syn-
chronization must be carried out.

C. CFO and SFO System Model

However, the frequency difference between transmitter and
receiver and the Doppler shift can cause the CFO of in the

received signal. Furthermore, the sample period will be non-
ideal , which will cause SFO. The above affects will cause the
ICI and greatly degrade the Frequency Domain (FD) estimation
performance. We introduce the SFO term ,

, CFO term and
. Equation (3) is modified to [1]:

(7)

where is the th data of the th OFDM symbol and
is the length of received signal. The CFO and

SFO term introduces rotations in time domain, which will cause
inter carrier interference (ICI) in frequency domain. To suppress
ICI, the effect of CFO and SFO in both time domain (TD) and
frequency domain (FD) need to be compensated.

III. SYNCHRONIZATION AND COARSE ESTIMATION

This section introduces the timing synchronization and coarse
estimation, which can preliminary remove the time offset and
frequency offset. Firstly, the timing synchronization, which is
based on the training sequence, is carried out. Secondly, the
classical hybrid estimation of CFO, SFO and CIR based on the
continuous training sequence is proposed in the time domain.
Then, in the frequency domain, the hybrid estimation of CFO
and SFO is based on the scattered pilot tones. The synchroniza-
tion and coarse estimation algorithm is elaborated choused to
reduce the whole complexity joint algorithm. The system dia-
gram is shown in Fig. 1

A. Timing Synchronization

As described in Section I, the estimation window must be
aligned correctly with the received signal, which indicates that
time offset should be estimated accurately. Delay and correla-
tion algorithm [30] relatively has a high performance and low
computation complexity which is easy to be realized. To sim-
plify the whole structure of the joint algorithm, we adopt delay
and correlation algorithm. In this algorithm, two sliding win-
dows are constructed. The window c is a cross-correlation be-
tween the received signal and a delayed version of the received
signal, whilst window p represents the received signal energy
during the cross-correlation window [22].

(8)

Two sliding windows are constructed. The window c is a
cross-correlation between the received signal and a delayed ver-
sion of the received signal, whilst window p represents the re-
ceived signal energy during the cross-correlation window. The
cross-correlation term sharply rises when the preamble is re-
ceived thereby causing a quick jump of . This indicates the
start of the OFDM packet.
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B. Carrier Frequency Offset Estimation

Since the subcarrier spacing is narrower than single carrier
systems, the slight carrier offset can seriously affect the orthog-
onality of the subcarrier. It is crucial for OFDM systems to
estimate the CFO. The CFO introduces rotations in the time
domain, which will greatly degrade the FD estimation perfor-
mance. Therefore the CFO compensation should be conducted
before the CIR, SFO estimation and DFE equalization in fre-
quency domain.
In [24], maximum likelihood (ML) algorithm can signifi-

cantly improve the performance by exploits the full correlation
between any two repetition preamble patterns. Assume the
length of the training sequence is , and the training sequence
starts with the th index in the OFDM symbol. Let be the
corrupted signal and be ideal signal. The correlation is
formed as below [22]:

(9)

Taking the angle of , we get :

(10)

As described before, , the frequency offset will be:

(11)

As depicted in (9) and (11), this carrier frequency offset estima-
tion has every simply structure. This structure is extremely easy
to implement in the hardware which is another reason the joint
channel algorithm adopt this CFO estimation structure.

C. CIR Estimation

Because of the frequency selective and time variant prop-
erty of the channel, the CIR estimation is important. In general,
channel estimation can be classified into two categories: blind
estimation which is carried out without knowing the channel
statistics and data-aided estimation, which makes use of some
transmission signal such as the pilots or a training sequence.
This data-aided estimation is more accurate. LS and MMSE al-
gorithms are twomajor CIR estimationmethods. TheMMSE al-
gorithm has a better performance while the complexity is high.
The LS algorithm has a much lower computation complexity
and can achieve similar performance in the condition of high
SNR [24]. When the channel is slow fading and Gaussian, we
can estimate the channel by using LS estimation [15]. Let
represent training symbols on the th subcarrier of the OFDM
symbol in the frequency domain. After the FFT processing, the
received training data can be expressed as:

(12)

where is the frequency response of channel and is
additive noise. The aim of LS is to minimize the square error
of channel estimation:

(13)

In [22], the CIR estimation is calculated using this criterion:

(14)

where the amplitude of training data is normalized. The noise
samples are assumed to be statistically independent. According
to (14), the CIR estimation is the correlation of input signals
and reference signal in frequency domain, therefore the

amount of computation is quite small. This CIR estimation
method is also easy to implement on the FPGA or DSP hard-
ware.
Thus the frequency selective channel is then compensated.

Because the LS algorithm does not take in account the correla-
tion between the channel statistics and the noise, the estimation
performance will become worse in low SNR. The accurate com-
pensation is then carried out using fine estimation.

IV. FINE ESTIMATION

Though the timing synchronization and coarse estimation
eliminate most of the CFO and the corruption of channel, there
may still be a SFO, which seriously affects the performance of
systems.

A. Pilot-Aided Polynomial Interpolation Method

With the CFO and CIR compensated, the received signal is
corrupted by the SFO. The SFO can cause a rotation on the con-
stellation. As the SFO can cause a time deviation on every sam-
pling point in time domain and a phase rotation on every sam-
pling point in frequency domain, some pilot tones are inserted
to correct these phase rotations. A great many of SFO estima-
tion are presented in [25], [26]. This pilot aided fine estimation
consists of algorithms to estimate the SFO at pilot frequencies
and to linear interpolate the none-pilot tones. Moreover, with
the estimated pilot phase rotations, we can calculate out the ap-
proximate phase rotation on the other subcarriers by interpola-
tion. The post-FFT signal is [9]:

(15)
with residual frequency offset

(16)

(17)

The factor represents the attenuation as a result of
residual frequency offset, whose variation is so small that it can
be neglected. The term stands for ICI noise. The phase
rotation is shown in Fig. 3.
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Fig. 3. Phase rotation by residual CFO, SFO, and CIR effect.

Assume the pilot locates on the th subcarrier; the correlation
of two adjacent OFDM symbols yields the phase rotation:

(18)
where is the transmit power of pilot symbol located on the
th subcarrier and is a constant. According to the above for-
mula, the term is a constant. Therefore the
phase rotation can be using the following formula.
The phase rotation on the th subcarrier between two adjacent

OFDM symbols is:

(19)

The phase rotation of the pilot tones can be estimated using
the above algorithm, while the phase rotation of the data tones
is achieved via interpolation. Several approaches including of
polynomial interpolation (linear, second and cubic) have been
studied [28]. The linear interpolation has the least computation
complexity among the above interpolation methods. Consider
the rotation has a linear relationship with the index of data tones
and pilot tones. This paper adopts linear interpolation method.
Assume X to be the index of the pilot tones in one OFDM

symbol and to be the corresponding phase rotation on the pilot
tones, then the relationship between can be expressed:

(20)

This can be written in matrix form as:

(21)

Where ...
...

, and is the th pilots index in

one OFDM symbol.
The coefficient matrix is .

And ...
and is the rotation of th pilot

tones.
And the estimated coefficient is:

(22)

Accordingly, all the other phase rotations can be calculated:

(23)

Fig. 4. System diagram for the DFE scheme.

Where

...
...

...

The frequency domain aided SFO estimation algorithm can
greatly enhance the received signal’s error performance. The
phase rotation is eliminated to the great extent.

B. Decision Feedback Equalizer

This decision feedback equalizer is developed to eliminate
the residual rotation. With the preceding compensating, the
EVM performance of the received signal can be largely im-
proved. However, there are is some rotation on the constellation
mainly due to the noise and residual frequency offset. These
tiny rotations can be corrected by this proposed DFE.
Two main schemes are developed for error adaptive equal-

ization: linear equalizer and nonlinear equalizer. The linear
equalizer aims to minimize mean-square error for time-dis-
persive additive Gaussian noise channels. However, linear
equalizer performance falls over highly dispersive channels
due to the limitations of matched filter performance bound.
Decision feedback equalizer belongs to nonlinear equalization.
Since its reduction in implementation complexity, the DFE
receiver structure has drawn considerable attention from many
researchers. As shown in Fig. 4, the equalized signal is the
sum of the outputs of forward filter and outputs of feedback
filter. According to these filters’ optimization criteria, DFE is
classified into Zero Forcing (ZF) and MMSE structure. The ZF
equalizer has a simpler structure which supposes the channel
SNR be infinite. However, when the channel is severely fre-
quency selective, this simplification may cause the equalizer
not to show the expected functionality. In addition, the ZF
criterion neglects the effect of noise, thus it is not so robust to
the low SNR scenario. The MMSE-DFE structure presented in
this paper adopts a new approach to minimize the mean square
error (MSE) for the OFDM systems channel estimation. It
takes the noise into account and can enhance the performance
of OFDM systems especially when SNR is low.
Let be the output of the equalizer, be input of the equal-

izer and be the accumulated result of the feedback filter and
forward filter. The corresponding z-transforms are ,

as depicted in Fig. 4 [29]. The forward filter is and
feedback filter is . According to the minimum mean
square error criteria, the optimization problem is [12]:

(24)

which implies that to get minimumMSE, optimal feedback filter
and forward filter is essential. As all the re-
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ceived data points distribute around ideal constellation points
and there is some deviation between the received signal and the
ideal constellation points. The deviation was caused by residual
noise, CFO, SFO, CIR effects and the receiver implementation
distortion with main factors being eliminated by the preceding
estimation. The distance between received signal and the nearest
ideal constellation point is . Thus, the optimiza-
tion problem becomes , in other words the
optimization problem is to find out optimum M (z) and F (z).
Assume the probability of received data points that appears

on the constellation is a constant p, and then the term is
expressed as:

(25)

where M is the number of received data point. According to the
inequality [33]:

(26)

It reveals that if we average the past data points which are
distributed around the same constellation points then the min-
imum average can be obtained, which indicates a MMSE
signal. Therefore, consider a linear feedback filter that
averages past received points to obtain a minimum MSE:

(27)

The aim of this feedback filter is that it averages a cluster of
past data points which deviate from one of the constellation
points and output a data which contains as an average error of
these data. Then, this data is passed back to accumulate with
the output of the forward filter and shape the received signal
in order to obtain a minimum error. Since the feedback filter

is assumed to be a linear filter as described above, the
remaining part of the algorithm is to derive the forward filter

.
Definition: The received signal which is corrupted by the fre-

quency selective channel is [29]:

(28)

where is with standing for the
symbol time and standing for basis coefficient of FFT and

standing for Gaussian noise and T is the sample period.
The terms can be regarded as the basis of the signal

space, and each will be modulated by the frequency
selective channel with pulse response:

(29)

The normalized pulse response is:

Then, define the correlation of the normalized pulse response is:

(30)

Then, we get the sequence of pulse response .
By taking the z-transform, we get
The average power of received signal is .
Derivation: The main optimization target is to minimize

MSE or the error :

(31)

with the limiting condition (27) and:

(32)

Simplify (32) obtains:

(33)

In [29], it has been shown that the MMSE of can be
obtained by using orthogonality principle:

(34)

Hence,

(35)

Thus,

(36)

Hence the equalizer can be expressed as below:
The feedback filter:

(37)

The forward filter:

(38)

As described above, the decision feedback equalizer needs the
channel frequency response to shape the input signal. Therefore,
this equalizer is adaptive to the channel status. The feedback
filter is a FIR filter whose tap coefficients are changed according
to average times. The coefficient of forward filter, which can be
an IIR or FIR filter, changes according to the channel status and
the feedback filter. Obviously, it is easy to implement both filters
on the hardware platform.
As for the complexity and performance analysis, according to

(37) and (38), the feedback filter can be realized in forms of FIR
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Fig. 5. Co-simulation platform design flow.

filter, which is extremely easy to be implemented in FPGA or
DSP hardware. Similarly, the forward filter is an IIR filter with
finite length both in denominator and numerator, this kind of
structure is extremely easy to implement in the hardware. Sup-
pose the average point is M and the length of the base sequence
is L and the forward filter is implemented in forms of direct
form I and feedback filter in form of direct form, it will con-
sume about multipliers and adders.
The SNR of MMSE DFE is derived as:

(39)

where is the power spectral density (PSD) of error
sequence caused by the DFE. Accordingly, the channel status
and the average power of received signal may have a consid-
erable effect on MMSE SNR. To make full use of this DFE
structure, the preceding CIR estimation part should compensate
the fading channel well. In time domain, this MMSE DFE is
likely to pull the received signal together, and this can reduce
the EVM.

V. CO-SIMULATION PLATFORM DESIGN

This section discusses the design flow on the co-simulation
platform. The aim is to verify the algorithm and speed up the de-
velopment process. Fig. 5 displays the general design process of
this co-simulation platform. After the definition of requirements
of the communication system, the prototype algorithm is firstly
developed in MATLAB. Then, the algorithm is implemented on

a hardware platform to verify the performance in a real environ-
ment.
Co-simulation platforms such as WARP and OPENAIRIN-

TERFACE [21], allow individual algorithm components to by
FPGAs or DSPs and Matlab running simultaneously and ex-
changing information in a collaborative manner. With the fixed-
point simulation platform, this kind of simulation process can
verify realizability and evaluate complexity and performance
of a dedicated algorithm. The existing co-simulation platforms
take considerable amount of time to convert MATLAB code
to HDL code. Besides, the hardware-software interface is an-
other important part of co-simulation system. Because algo-
rithm modification may cause re-doing of data interface which
may result in data interface development being the most time-
consuming step during the whole process system algorithm ver-
ification, it is essential to reduce the workload of interface devel-
opment. Considering that there already exist some tools which
can automatically MATLAB code to HDL code, besides the im-
plementation of prototype algorithm, the hardware-software in-
terface is another important part of co-simulation system. Con-
sidering all the substructures of the hybrid estimation algorithm
such as coarse estimation module, FFT module, CIR estimation
module or the DFE module may be verified separately, which
means different types of data formats will be transmitted via
the interface between the hardware and software. Thus a uni-
versal interface that is capable of various throughput and data
widths is required. Therefore, the design requirements also in-
clude high speed, data transmission stability and compatibility
with different data formats for the requirements of different al-
gorithms.
To meet these requirements, a gigabit Ethernet platform was

chosen as the interface between MATLAB and FPGA with the
maximum data throughput of 1000 M bits/sec. Also, in order
to maximum throughput, the extended User Datagram Protocol
(UDP) communication protocol was adopted. As described in
Fig. 6, the pipeline UDP packet consists of two parts: the pay-
load and header. The header contains an essential check code
for the UDP packet and the payload part holds the data which is
specified in the header.
The hardware part is the crucial part for the verification. It

handles not only the UDP communication between FPGA and
PC but also data processing. The hardware is implemented on
Xilinx ML605 board with Xilinx Virtex6 FPGA. This co-simu-
lation platform takes advantages of rich on-chip resources of
FPGA. The high speed and high performance Digital Clock
Management, dedicated MAC Ethernet IP core, LUTs and em-
bedded high speed DSP 48E1 Slice module work collabora-
tively and provide high speed universal high speed data inter-
face and high performance algorithm realization platform. Fig. 7
form shows the whole hardware consumption, which includes
consumption of universal data interface, DFE module. And the
consumption of turbo and Viterbi decoder is also listed as a com-
parison.
The main contribution of this co-simulation is to propose a

universal interface between MATLAB and FPGA and to pro-
vide a flexible verification platform. It also makes the most
of the high speed gigabit Ethernet and the high performance
FPGA.
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Fig. 6. Transmission of UDP packets.

Fig. 7. System diagram of co-simulation platform.

TABLE I
OFDM PARAMETERS

VI. SIMULATION RESULTS

In this section, the performance of this hybrid channel esti-
mation is evaluated via computer simulations. As this hybrid
algorithm is a combination of classical algorithm and DFE,
the performance of different module is partly simulated. IEEE
802.11n uncoded OFDM system is adopted in this simulation
[27]. Table I shows the detail of OFDM symbol. One burst
format of data that contains 582 data OFDM frames is used in
this simulation. The preamble duration is shown in Fig. 2. In
the simulation, we adjust the CFO and SFO by adding an extra
carrier frequency offset on the input data to simulate CFO in the
real situation and using the FPGA based resampler to change
the sample rate of receiver which can bring about a fractional
SFO. Then, we consider Rayleigh fading channel with 9 taps
for simulation. This mobile channel model is based on an
indoor channel model and is described in Table II. In addition,
we simulate the Doppler Effect considering the mobile OFDM
system.
Fig. 8 shows the MSE curves on the output of CFO estimator

under different SNR when SFO is 80 ppm Doppler Effects are
not considered in this simulation.
The performance of the system under different carrier fre-

quency offset was compared. Normalized Mean Square Error
(NMSE) of the carrier frequency offset estimation is used as
the measurement criterion. The NMSE of the carrier frequency

TABLE II
CHANNEL MODELS USED FOR TESTING

Fig. 8. NMSE of CFO estimation under different SNRs and CFOs.

offset estimates are obtained from 100Monte Carlo trials on one
SNR value and calculated for 50 OFDM symbols.

(40)

where is the real carrier frequency offset and
is the estimated frequency offset of the kth Monte Carlo run.
During the simulations, fewer carrier frequency offsets are
chosen which range from 100 kHz to 300 kHz with 50 kHz
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Fig. 9. MSE of CIR estimation for different SFO and Doppler shifts.

step size. The SNR is defined below which varies from 5 dB to
45 dB.

(41)

where is the power of OFDM signal and is the
power of white Gaussian noise.
According to the Fig. 8 the maximum MSE is always below

even when the situation is under the worst SNR
of 5 dB, which indicates that estimation is quite accurate.
Besides, the MSE for different CFOs are similar with the
largest MSE of and smallest of except
for the curve. These curves show that this
CFO estimation algorithm is robust to different CFOs and
SNRs. The curve has a higher MSE than the
other CFO curves. This is because the subcarrier interval is
312.5 kHz in the adopted OFDM system. When CFO is closed
to this value, the value of the subcarriers will be aliased on their
adjacent subcarriers, which indicates that the CFO algorithm
becomes invalid when CFO extends beyond that value. Thus,

becomes a critical frequency, and the
estimation for becomes worse. The MSE
keeps relatively low and decreases as SNR increases from 5 dB
to 45 dB, which indicates that a higher SNR helps to enhance
the estimation performance.
Fig. 9 shows the performance of the CIR estimationmethod in

the indoor channel. This simulation is carried out under different
SNR, SFO, Doppler spread scenarios. The NMSE is calculated
as depicted in previous simulation. Assume CFO estimation has
good performance and the main CFO is eliminated in the CFO
estimator with CFO approximately equals 0.MaximumDoppler
shifts are set to and which respectively
correspond tomotionlessmobile receivers and amobile receiver
with the speed of 2.5 m/s in the indoor environment. Besides,
two SFOs are selected to investigate the impact on CIR esti-
mation. As can be seen, the NMSE curves for the two different
Doppler frequencies against different SNR are plotted. Gener-
ally, the NMSE achieves a good performance with NMSE con-
stantly below 0.3185%, but a higher SNR will lead to a smaller
NMSE. There is still fluctuation on the NMSE curve. This is be-
cause the square error of CIR estimation
in (13) is no longer a least square error under the condition of
Rayleigh fading channel which means the LS algorithm is not
the optimal for Rayleigh fading channel.

Fig. 10. EVM performance comparison for SFO estimator and preceding parts.

Because the SFO is not compensated in the preceding esti-
mator, SFO has a influence on the CIR estimation. The curves
for are at least higher than the
50 ppm situation in terms of NMSE. As can be seen from Fig. 9,
the CIR estimation performance suffers from a slight degrada-
tion of 0.01% when Maximum Doppler shift changes from 0
Hz to 20 Hz. This is because Doppler spread inevitably leads to
non-constant frequency offset, which can not be compensated
in CFO estimator.
Fig. 10 shows the SFO estimation performance for different

SFOs and SNRs. The EVM data is calculated from the output
signal of SFO estimator as depicted in Fig. 1. As a comparison,
the EVMof the received signal before the SFO estimation is also
presented. In this simulation, the CFO is still set to 0 kHz and
we chose and to obtain brief
knowledge of the effects of different SFOs. As a reference, the
ideal case with perfect synchronization is
also included in this simulation as Curve 1 depicted. As shown
in Fig. 10, Curve 3 and Curve 5 represent the EVM performance
before SFO estimation, with a minimum EVM of 4% higher
than SFO of estimator processed signal, which shows that SFO
has a considerable impact on the preceding estimators. Besides,
by comparing Curve 2 with Curve 3, Curve 4 with Curve 5,
we can find that the post-SFO-estimation EVM is reduced by as
much as 13.3%when SNR equals 60 dBwhich indicates that the
SFO estimator can largely enhance the EVM performance of re-
ceived signal largely. Though the estimator can improve EVM
performance a lot, the residual SFO still have a bit effects on
the EVM curve: the EVM for is about 0.4%
higher than that of after the SFO estimation
when SNR is higher than 30 dB as curve 2 and 4 depict. The
EVM under lower SNR is still high and needs a further equal-
ization.
Fig. 11 shows the EVM-versus-SNR performance curves

under the condition of different SFO which mainly depicts the
enhancement brought by DFE. The EVM data are calculated
from the output signal of DFE and the pre-DFE part as depicted
in Fig. 1. The green curve represents the ideal situation with

as a reference. Comparing with the
output of pre-DFE part, these EVM values of DFE output are
quite low. Comparing the curve 2 and 3, the EVM performance
is obviously improved about 1% by DFE when SNR is below
15 dB, and this is mainly due to the average and feedback
scheme which use the previous and current received signal to
make a prediction. The curve 2 and 4 are close to the ideal
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Fig. 11. EVM comparison between DFE and pre-DFE parts.

curve 1 which confirms that this proposed DFE scheme can
enhance the performance for different SFOs especially at low
SNR. Under the SNR of 25 dB, we find that the EVM can
be improved by 6dB at most for the and
150 ppm after comparing the curve 2 with curve 3; curve 4
with curve 5. As SNR increases, all the curves go remarkably
close to the ideal curve and there is still enhancement brought
by DFE. This is because the preceding DFE estimators have
good performance and the DFE scheme mainly aims to cancel
the effect of the noise and residual CFO, SFO and CIR effects
by averaging the received signal points.
Fig. 12 shows the EVM-versus-SNR under different word-

lengths. The proposed DFE is verified on the FPGA platform
with different word-lengths in this simulation In this simulation,
50 data points are averaged in the feedback filter of DFE, that
is, as depicted in equation (28). The solid Curve 2, 4
and 6 represent the signal EVM after DFE. As a comparison,
the EVM before DFE are also plotted in the figure, as depicted
by the dotted lines. The blue, red and green lines represent 16,
14 and 12 bits of resolution. Comparing Curve 2, 4 and 6 which
represent different resolution, the word length mainly makes a
difference when SNR is high. It agrees with the Finite Word-
Length Effects theory. Therefore, its effects must be taken into
account during implementation. According to Curve 1 and 2,
the EVM can be improved by 6 dB at the SNR of 25 dB for the

. The highest EVM degradation observed from
curve 2 and 6, as a result of the insufficient size of word length
after DFE is 3.00% when SNR is 45 dB. Besides, the DFE is
more likely to have effects on the short word length and low
SNR scenarios. For example, there is an EVM enhancement of
2.05% when and word-length is 10 bits compared
with the EVM before DFE. In other word, the DFE can save two
bits word–length to achieve same EVM at 4.1% when SNR is
16 dB. In this case, because of DFE, 10bits-ADC will have the
similar EVM performance with 12bits-ADC.
Fig. 13 shows the EVM enhancement versus the number of

average points under the different conditions of SNR. The SFO
and CFO are set to 80 ppm and 1 kHz. In the lower SNR case,
the EVM enhancement is much larger. At the SNR of 5 dB, the
DFE gives an enhancement of 2.25% after averaging 100 times
while the DFE only gives less than 0.5% enhancement for SNR
equals 35 dB. As average numbers grow larger, the enhance-
ment of EVM becomes better and has a linear growth. This is
because the DFE structure can make use of more received data

Fig. 12. EVM performance for different data-length on hardware platform.

Fig. 13. EVM for different average points.

points to calculate out the constellation rotation. From Fig. 13, it
can be seen that there is a linear relationship between the EVM
enhancement versus and the number of average points. Thus, a
linear model can be derived out to describe this relation of the
performance between the EVM performance and number of av-
erage points.
Fig. 14 shows the BER-versus-SNR performance curves

in Rayleigh fading channels with sample clock frequency
offset 50 ppm, carrier frequency 1 KHz and Doppler frequency

. As a comparison, the classical frequency domain
LS channel estimation approach [33] is simulated. To study the
BER performance of DFE, the DFE which is regarded as indi-
vidual module is embedded in the LS and proposed schemes.
18 received data points are averaged in DFE as described in
(28). By comparing the curves 1, 2 with curves 3 and 4, we find
that the proposed approach achieves much better BER perfor-
mance than the LS algorithm. The improvement is more than 7
dB when SNR is higher than 15 dB. This is because proposed
algorithm contains the fine estimation methods than can correct
the phase rotation brought by the sample clock frequency offset
and this can not be solved by the LS algorithm. In addition,
the DFE also achieves 1 dB enhancement compared with the
non-DFE structure according to the comparison between curve
pairs curve 1–2 and curve 3–4.
Generally, compared with the frequency LS algorithm, the

proposed algorithm can totally achievemore than 9 dB enhance-
ment when SNR is higher than 15 dB.
Fig. 15 gives the decision-point SNR of the MMSE DFE in

the condition of Rayleigh fading channel. For comparison, the
SNR of Zero-forcing is derived as [29]:

(43)
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Fig. 14. BER vs. SNR for different algorithms in Rayleigh fading channel.

Fig. 15. Decision-point SNR of MMSE and ZF.

TABLE III
HARDWARE CONSUMPTION

The SNR of ZF-DFE is also plotted. As expected, the proposed
MMSE criterion results in a higher decision-point SNR than the
ZF-DFE. It is 1 dB higher especially at low input SNR input
SNR. This is because the average mechanism in the feedback
filter can make use of the statistical information and eliminate
the noise ingredients of input signal.
Table III shows the whole hardware consumption, which in-

cludes consumption of universal data interface, DFE module.
And the consumption of turbo and viterbi decoder is also listed
as a comparison. As can be seen from the table, the proposed
MMSE DFE structure is easy to implement and consumes small
hardware resources. The hardware interface consumes small
part of the total hardware resource. And the rest of the hard-
ware has plenty of resource provide powerful signal processing
ability.
Table IV shows the general time consumptions for different

average points. This simulation is carried out on the condition of
and and all the algorithms are

running on the MATLAB environment. As can be seen from the

TABLE IV
TIME CONSUMPTION FOR DIFFERENT AVERAGE POINTS

table, the preceding part of joint estimation algorithm which ex-
cludingDFE algorithm consume less than 10minutes. However,
the DFE consumes as much as 100 minutes when the average
points are large. The DFE structure need more time to process
more data points which indicates that it also consumemore mul-
tiply-accumulate structure and RAM to store the data points. It
reality, compromise between the estimation performance and re-
source consumption must be made.

VII. CONCLUSION

In this paper, a high-performance hybrid pilot-aided channel
estimation scheme is proposed. This estimation algorithm first
carries out a coarse frequency offset in time domain (TD) using
training sequence to eliminate the dominant ICI caused by CFO.
Furthermore, a low-complexity LS-based channel estimator is
adopted to compensate for the imperfections of the channel.
Then, frequency domain fine estimation with pilot-aided poly-
nomial interpolation is formulated which reduce the residual
CFO, SFO and CIR offset. In addition, a novel MMSE-based
DFE scheme is introduced to enhance the EVM performance
and this shows good performance at low SNR. The algorithm is
verified via the FPGA-based co-simulation platform. The main
contribution of this co-simulation is to propose a universal in-
terface between MATLAB and FPGA which makes the most
of high speed gigabit Ethernet and high performance FPGA to
evaluate the proposed hybrid pilot-aided channel estimation for
OFDM system. With little need for consideration of data trans-
mission and hardware limitations, the developers can concen-
trate on the implementation, performance analysis and algo-
rithm optimization. The simulation results based on this co-sim-
ulation platform has proven that the significant EVM perfor-
mance improvement can be obtained by the proposed hybrid
pilot-aided channel estimation in the large range of CFO, SFO
and CIR, which is effective for OFDM systems.
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