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Protocol-Based Particle Filtering for Nonlinear
Complex Networks: Handling Non-Gaussian Noises

and Measurement Censoring
Weihao Song, Zidong Wang, Zhongkui Li, Hongli Dong, and Qing-Long Han

Abstract—In this paper, the particle filtering problem is inves-
tigated for a class of discrete-time nonlinear complex networks
with stochastic perturbations under the scheduling of random
access protocol. The stochastic perturbations stem from the on-
off stochastic coupling, non-Gaussian noises and measurement
censoring. The random occurrence of the on-off node coupling
is governed by a set of Bernoulli distributed white sequences,
and two kinds of measurement censoring models (i.e. dead-
band-like model and saturation-like model) are characterized by
the predetermined left- and right-end censoring thresholds. To
alleviate data collision over the networks, the so-called random
access protocol is elaborately exploited to orchestrate the process
of measurement transmission. Moreover, two expressions of
the modified likelihood function are established to weaken the
adverse effects from the measurement censoring. Accordingly, a
protocol-based filter is designed in the auxiliary particlefiltering
framework, where the new particles are generated from a mixture
distribution and the associated weights are assigned basedon
the derived likelihood function. Finally, a multi-target t racking
application is taken into account to demonstrate the practicability
and effectiveness of the developed filtering scheme.

Index Terms—Nonlinear/non-Gaussian complex network, par-
ticle filtering, random access protocol, on-off stochasticcoupling,
measurement censoring

I. I NTRODUCTION

Owing to its distinctive capability of characterizing different
kinds of real-world systems, the complex network (CN) has
recently aroused a surge of research interests from several
branches of science and engineering such as sociology, e-
conomics, computer science, and electrical engineering [5],
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[12], [43]. Generally speaking, a typical CN is composed of a
bulk of coupled and interacted nodes, and each node possesses
its own practical characteristics and dynamical behaviors. To
ascertain the collective behaviors of dynamical CNs, a great
deal of attention has been devoted to the analysis and synthesis
issues on various CNs in recent years, and a large number
of results have sprung up from a variety of perspectives
such as structure identification [56], stability analysis [52],
synchronization [7], and so forth. In particular, despite its great
significance in practical applications, the complete information
about network states isunlikely to be fully accessible because
of the complicated structures and constrained resources, and
therefore the filtering (or state estimation) problem has grad-
ually become an active research topic in the realm of CNs.

In the context of filtering or state estimation over CN-
s, most of the existing results have been concerned with
network structures/topologies, security issues and network-
induced phenomena, see e.g. [8], [35] on switching topology,
[20], [46] on deception attacks, [39] on gain variations, and
[55] on packet dropouts. It is worth mentioning that the filter
design is largely dependent on the system model and noise
types. So far, the majority of published literature has been
concentrated on linear systems or systems undergoing some
specific nonlinearities such as sector-bounded nonlinearity
[41], randomly occurring nonlinearity [33] and differentiable
nonlinearity [21], [34], [36]. Also, the system noises have
been typically assumed to be of Gaussian type [35] or norm-
bounded [18], and such assumptions might be unrealistic in
many real-world applications. As such, it makes practical
sense to investigate the filtering issues for CNs with general
nonlinearities and non-Gaussian noises, which remain open
yet challenging, especially when the on-off stochastic coupling
[27], [34] is taken into consideration as well.

With the ever-growing popularity of networked control
systems, more and more system components (e.g., sensors,
actuators and controllers) have now had their communications
over shared communication networks [23], [42], [57]. Clearly,
the inherently limited bandwidth of communication networks
would lead to traffic congestions and, furthermore, certain
network-induced phenomena (see [4], [6], [9], [28], [32], [49]
and the references therein). Such kind of phenomena, if not
properly refrained, would result in severe deterioration of
system performance. In this regard, the so-called communi-
cation scheduling protocols have been exploited with aim to
schedule the transmission process of massive data, and some
representative protocols include event-triggered protocol [24],
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[38], Round-Robin protocol [15], [22], weighted try-once-
discard protocol [47] and random access protocol [14], [48],
[60]. Among others, the random access protocol has stood
out as an extensively utilized one that attracts an ongoing
research interest in the past decade [19], [50]. For example,
the protocol-based resilient state estimation issue has been
considered in [54] for a kind of time-delayed CNs with sector-
bounded nonlinearities.

It should be pointed out that, in the most existing litera-
ture, an underlying assumption is that the sensor is able to
produce ideal measurements at all times. Unfortunately, such
an assumption might be restrictive in engineering practice
because of intrinsic physical limitations (e.g. sensor resolution
and range) and complicated external environments, and thisis
especially true for low-cost commercial sensors. To be more
specific, the sensor outputs are continuous functions of system
states within a prescribed dynamic range but are constant
outside such a range, and this phenomenon is customarily
referred to as the measurement censoring [2], [31], [59].

In the context of measurement censoring, there have been
mainly two kinds of censoring models reported in the liter-
ature, namely, the dead-band-like censoring [30], [51] and
the saturation-like censoring [1]. In order to attenuate the
effect from censored measurements on system performance,
some elegant results have been obtained on the filtering
issues subject to measurement censoring, see [16], [25] and
the references therein. For example, the multi-sensor fusion
problem has been addressed in [51] for a class of linear sys-
tems with dead-band-like measurements and event-triggered
mechanism. Nevertheless, when it comes to general nonlinear
CNs, the relevant results have been very few on the censoring-
measurement-based filtering problem despite its conspicuous
engineering significance.

Motivated by the above discussions, the main purpose of
this paper is to deal with the protocol-based particle filtering
problem for a general class of nonlinear CNs with simulta-
neous consideration of non-Gaussian noises, on-off stochas-
tic coupling and measurement censoring. In doing so, three
foreseeable challenges emerge as follows: 1) how to establish
a suitable model that concurrently characterizes the non-
Gaussian noise, measurement censoring and the scheduling
of random access protocol? 2) how to propagate the new
particles in the presence of on-off stochastic coupling? and
3) how to mitigate the impacts from censored and scheduled
measurements on the filtering performance by updating the
importance weights? It is, therefore, our interest in overcoming
the above identified challenges by developing an appropriate
particle filtering algorithm.

The main contributions of this paper can be highlighted as
follows: 1) the addressed filtering problem is fairly compre-
hensive that not only focuses on a general class of nonlin-
ear CN but also covers the on-off stochastic coupling, non-
Gaussian noises, measurement censoring and random access
protocol; 2) two explicit expressions of likelihood function are
constructed by taking into account the effect of random access
protocol and dead-band-like/saturation-like measurement cen-
soring; and 3) an easy-to-implement protocol-based auxiliary
particle filtering algorithm is developed by resorting to the

modified particle propagation and the compensated weight
update.

The remainder of this paper is arranged as follows. Sec-
tion II formulates the problem under investigation and pro-
vides some preliminaries about the auxiliary particle filtering
scheme. The protocol-based particle filtering algorithm is
proposed and discussed in Section III. In Section IV, a multi-
target tracking application is considered and the simulation
results are presented to illustrate the effectiveness of the
developed particle filter. Some concluding remarks are given
in Section V.
Notation. Throughout this paper, the notation used is fair-

ly standard.Rn represents then-dimensional Euclidean vector
space.px(·) characterizes the probability density function of a
stochastic variablex, namely,x ∼ px(·), andp(x|y) stands for
the probability density function ofx conditional ony. Pr{A}
denotes the occurrence probability of the discrete eventA. ‖·‖
represents the Euclidean norm. The superscriptT denotes the
matrix operation of transpose.xi:j denotes the trajectory ofx
from time instanti to time instantj. Other notations will be
given if necessary.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Problem formulation

Consider the following discrete-time CN consisting ofN
coupled nodes

xi
k+1 = f i

k(x
i
k) + αi

k

N
∑

j=1

cijgijk (xj
k) + ωi

k (1)

where, fori = 1, 2, . . . , N , xi
k ∈ R

n is the local state of theith
node at time instantk; f i

k(·) : R
n 7→ R

n andgijk (·) : Rn 7→ R
n

are both known nonlinear functions;ωi
k ∈ R

n represents the
process noise satisfyingpωi

k
(·); cij ≥ 0 denotes the coupling

strength between nodei and nodej; and αi
k is introduced

to characterize the on-off random coupling property of the
considered CN, which is modeled as a Bernoulli distributed
random variable with the following probability distribution

{

Pr{αi
k = 1} = ᾱi

Pr{αi
k = 0} = 1− ᾱi (2)

whereᾱi ∈ [0, 1] stands for the random coupling rate.
For each nodei, the measurements are taken byS sensors,

and the measurement output of thesth sensor is established
as

ȳi,sk = hi,s
k (xi

k) + νi,sk (3)

where, for s = 1, 2, . . . , S, ȳi,sk ∈ R denotes the measure-
ment output of thesth sensor for nodei at time instantk,
hi,s
k (·) : Rn 7→ R represents the known nonlinear measure-

ment function, andνi,sk ∈ R denotes the measurement noise
on thesth sensor, which has the probability density function
p
ν
i,s

k

(·).
To better formulate the problem to be investigated, we make

three common assumptions as follows.
Assumption 1:The prior knowledge of the initial statexi

0

is included in the known probability density functionpxi
0
(·).
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Assumption 2:The process noiseωi
k, the measurement noise

νi,sk and the random variableαi
k are mutually independent, and

they are also independent of the initial statexi
0.

Assumption 3:The probability density functionspωi
k
(·)

and p
ν
i,s

k

(·) of the process noise and measurement noise are
known.

Due to physical/hardware limitations of deployed sensors
and the complicated working environment, the sensors might
be prone to the phenomenon of measurement censoring. In this
paper, to cater for the practical engineering in a comprehensive
way, we consider the following two kinds of censoring model
[1], [51]:

ŷi,sk =







ȳi,sk , ȳi,sk ≥ yi,sr ,
yi,sconst, yi,sl < ȳi,sk < yi,sr ,
ȳi,sk , ȳi,sk ≤ yi,sl ,

(4)

and

ŷi,sk =







yi,sr , ȳi,sk ≥ yi,sr ,
ȳi,sk , yi,sl < ȳi,sk < yi,sr ,
yi,sl , ȳi,sk ≤ yi,sl ,

(5)

whereyi,sr andyi,sl denote, respectively, the right- and left-end
censoring thresholds of thesth sensor for nodei, andyi,sconst

stands for the constant output (usually given by(yi,sr +yi,sl )/2)
when the sensor is trapped in the dead zone. A schematic dia-
gram comparing the considered censoring models (4) (purple
solid line) and (5) (blue dotted line) is illustrated in Fig.1.
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Fig. 1: A schematic diagram for the considered two
censoring models.

Remark 1:As a matter of fact, the model (4), which is
usually referred to as the dead-band-like censoring model in
the literature, describes common engineering practice. For
example, it is often the case in practical implementations
that a ring laser gyro sensor suffers from the dead-band-like
censoring due primarily to the inherent lock-in characteristic
and mechanical stiction [17]. A similar phenomenon called
voltage dead band also exists in the application of power
transmitters [40]. On the other hand, the model (5), named
as the saturation-like censoring model, stems mainly from the

physical constraints of the sensors themselves with examples
including insufficient range of sensor instrumentation andthe
saturation of amplifier in circuits [53]. In real-world imple-
mentations, the right- and left-end censoring thresholds can
be obtained from the manufacturers in advance or determined
by experimental measurements.

It is clear that simultaneous transmission of massive sensor
measurements would inevitably lead to the phenomenon of da-
ta collision. For the purpose of alleviating such a phenomenon
and reducing the network resource consumption, the so-called
random access protocol is employed in this paper to schedule
the order of the measurement transmission. Without loss of
generality, let us evenly classify the sensors for nodei into
M sensor groups (i.e.,S = bM , whereb is a positive integer)
according to the spatial distribution or specific task allocation.
Then, only one sensor group can be granted the access
opportunity to the corresponding communication network at
each time instant. For each nodei, let ρik ∈ {1, 2, . . . ,M} be
the chosen sensor group that has the access to transmit the
current measurements to the remote filter at time instantk.

To characterize the random nature of the scheduling pro-
tocol, {ρik}k≥0 is modeled as an independent and identically
distributed stochastic process with probability distribution giv-
en as follows:

Pr{ρik = m} = pim, m = 1, 2, . . . ,M (6)

where pim (0 ≤ pim ≤ 1), which satisfies
∑M

m=1 p
i
m = 1,

denotes the occurrence probability for themth sensor group
to gain the privilege to communicate with the remote filter
corresponding to nodei.

Denote by

ỹi,mk = [ŷi,m1

k , ŷi,m2

k , . . . , ŷi,mb

k ]T

the measurements collected by themth sensor group for
nodei. Then, under the random access protocol, the available
measurements for the remote filter associated with nodei can
be described by

yik =

M
∑

m=1

δ(ρik −m)ỹi,mk (7)

where δ(·) represents the Kronecker delta function, which
equals one ifρik = m and equals zero otherwise.

B. Preliminary knowledge

For the sequential Bayesian filtering problem, the core task
is to derive the posterior probability density function of state
of interest. For example, consider the target plant and sensors
with the following dynamics:

{

xk+1 = fk(xk, uk, ωk)
yk = hk(xk, νk)

(8)

whereuk is the known input vector, and the definitions of
other variables are similar to those in Section II-A except for
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the superscripts. Then, the posterior probability densityfunc-
tion p(xk+1|y1:k+1, u0:k+1) can be obtained in the following
recursive form [26]:


































p(xk+1|y1:k, u0:k)

=

∫

p(xk+1|xk, uk)p(xk|y1:k, u0:k)dxk,

p(xk+1|y1:k+1, u0:k+1)

=
p(yk+1|xk+1)p(xk+1|y1:k, u0:k)

∫

p(yk+1|xk+1)p(xk+1|y1:k, u0:k)dxk+1
.

(9)

For clarity, in the subsequent analysis of this paper, we de-
note p(xk+1|y1:k+1, u0:k+1) as p(xk+1|y1:k+1, u0:k) by con-
sidering that the state at time instantk + 1 (i.e., xk+1) is
independent ofuk+1.

Note that the multidimensional integrals involved in (9)
render it difficult to derive the analytical expression of
p(xk+1|y1:k+1, u0:k) in most cases. As an alternative, we
resort to the Monte Carlo numerical approximation and the
importance sampling technique. Then, the minimum mean-
square error estimate can be acquired as [3]

x̂k+1 =

∫

xk+1p(xk+1|y1:k+1, u0:k)dxk+1 ≈
D
∑

d=1

w
{d}
k+1x

{d}
k+1

(10)
whereD denotes the total number of sampled particles and
x
{d}
k+1 represents thedth particle sampled from a proposal

distribution with associated weightw{d}
k+1.

In most practical implementations, the state transition den-
sity p(xk+1|x

{d}
k , uk) is chosen as the proposal distribution

due to its easy operation and simplicity. Nevertheless, the
neglection of current measurement information during the
particle update might decrease the efficiency of importance
sampling and give rise to unbearable performance decrements.
To this end, the auxiliary particle filtering scheme [45] emerges
as an effective way of getting round the problem, which aims
to improve the compatibility between new measurements and
updated particles. In this case, a set of intermediate particles
{η

{d}
k+1}d=1,2,...,D is first drawn fromp(xk+1|x

{d}
k , uk), and

the corresponding indicesǫd are generated based on the
probabilities proportional tow{d}

k p(yk+1|η
{d}
k+1). Then, the new

particles can be updated as

x
{d}
k+1 ∼ p(xk+1|x

{ǫd}
k , uk),

and the update rule of the associated weights is

w
{d}
k+1 =

p(yk+1|x
{d}
k+1)

p(yk+1|η
{ǫd}
k+1 )

. (11)

The aim of this paper is to propose a protocol-based aux-
iliary particle filtering algorithm for a kind of nonlinear/non-
Gaussian CNs with on-off stochastic coupling such that the
minimum mean-square error estimation can be ensured based
on the censored and scheduled measurements.

III. D ESIGN OFTHE PARTICLE FILTER

In this section, we set about designing the auxiliary particle
filtering algorithm based on the censored measurements and

the scheduling of random access protocol. As with the standard
particle filtering framework, the foremost procedures in the
filter design include the two stages of particle propagationand
importance weight update, which will be discussed in detail
in the subsequent analysis.

Recalling the dynamics of target plant described in (1), it is
clear that the state propagation of the nodei is dependent on
the state of nodej due to the complex coupling characteristics
between nodes, which renders additional difficulties to the
design of particle filter. To deal with such an issue, similarto
the description of (8), the statesxj

k are collectively regarded
as the inputui

k of the dynamics of nodei at the current
stage. However, it is still difficult to directly draw samples
from p(xi

k+1|x
i,{d}
k , ui

k) due to the fact that the inputui
k

(actually the statesxj
k of other nodes) is unknown and the

CN is subject to the on-off coupling. To this end, we utilize
the estimateŝxj

k (which are available at time instantk) to
approximate the unknownui

k. Furthermore, based on the law
of total probability as well as the probability distribution given
in (2), one has

p(xi
k+1|x

i,{d}
k , ui

k)

= p(xi
k+1, α

i
k = 1|x

i,{d}
k , ui

k)

+ p(xi
k+1, α

i
k = 0|x

i,{d}
k , ui

k)

= Pr{αi
k = 1}p(xi

k+1|α
i
k = 1, x

i,{d}
k , ui

k)

+ Pr{αi
k = 0}p(xi

k+1|α
i
k = 0, x

i,{d}
k , ui

k)

= ᾱip(xi
k+1|α

i
k = 1, x

i,{d}
k , ui

k)

+ (1− ᾱi)p(xi
k+1|α

i
k = 0, x

i,{d}
k , ui

k)

≈ ᾱip(xi
k+1|α

i
k = 1, x

i,{d}
k , x̂j

k)

+ (1− ᾱi)p(xi
k+1|α

i
k = 0, x

i,{d}
k ).

(12)

Remark 2:It should be emphasized that, due to the complex
on-off coupling characteristics between nodes, the new particle
x
i,{d}
k+1 (or the intermediate oneηi,{d}k+1 ) is drawn from a mixture

distribution characterized by (12) and the state estimatesx̂j
k

of other nodes are utilized. Meanwhile, the mixing probability
is dependent on the random coupling rate.

In what follows, for each nodei, we aim to derive an
update rule for the importance weightswi,{d}

k+1 by establishing

an explicit expression of the likelihood functionp(yik+1|x
i,{d}
k+1 )

under the consideration of censored and scheduled measure-
ments.

To facilitate the subsequent analysis, let us define an indi-
cator function as

1Ξ(x) =

{

1, if x ∈ Ξ,
0, otherwise.

(13)

Proposition 1:For each nodei, consider the measurement
model (3), dead-band-like censoring model (4) as well as the
random access protocol described by (6) and (7). At time
instantk+1, the full likelihood function associated with node
i and thedth particle can be expressed as

p(yik+1|x
i,{d}
k+1 ) =

M
∑

m=1

pim

b
∏

j=1

p(ŷ
i,mj

k+1 |x
i,{d}
k+1 ) (14)
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where

p(ŷ
i,mj

k+1 |x
i,{d}
k+1 )

= 1
Ξ

i,mj
1

(yi,jk+1)pνi,mj

k+1

(yi,jk+1 − h
i,mj

k+1 (x
i,{d}
k+1 ))

+ 1
{y

i,mj
const}

(yi,jk+1)
[

cdf
ν
i,mj

k+1

(yi,mj

r − h
i,mj

k+1 (x
i,{d}
k+1 ))

− cdf
ν
i,mj

k+1

(y
i,mj

l − h
i,mj

k+1 (x
i,{d}
k+1 ))

]

,

Ξ
i,mj

1 = (−∞, y
i,mj

l ] ∪ [yi,mj

r ,∞),

andcdf
ν
i,mj

k+1

(·) denotes the cumulative distribution function of

the stochastic noiseνi,mj

k+1 .

Proof: According to the law of total probability, it is clear
that

p(yik+1|x
i,{d}
k+1 )

=

M
∑

m=1

p(yik+1, ρ
i
k+1 = m|x

i,{d}
k+1 )

=

M
∑

m=1

p(yik+1|ρ
i
k+1 = m,x

i,{d}
k+1 )Pr{ρik+1 = m|x

i,{d}
k+1 }.

(15)
Then, substituting (6) and (7) into (15) yields

p(yik+1|x
i,{d}
k+1 )

=

M
∑

m=1

pimp(

M
∑

j=1

δ(ρik+1 − j)ỹi,jk+1|ρ
i
k+1 = m,x

i,{d}
k+1 )

=

M
∑

m=1

pimp(ỹi,mk+1|x
i,{d}
k+1 ).

(16)

On the other hand, it follows from Assumption 3 that

p(ỹi,mk+1|x
i,{d}
k+1 ) =

b
∏

j=1

p(ŷ
i,mj

k+1 |x
i,{d}
k+1 ). (17)

Recall the censoring model (4) and note thatyi,jk+1 = ŷ
i,mj

k+1

whenρik+1 = m. It follows that, if yi,jk+1 ≥ y
i,mj

r or yi,jk+1 ≤

y
i,mj

l , one has

p(ŷ
i,mj

k+1 |x
i,{d}
k+1 ) = p(ȳ

i,mj

k+1 |x
i,{d}
k+1 )

= p
ν
i,mj

k+1

(yi,jk+1 − h
i,mj

k+1 (x
i,{d}
k+1 )).

(18)

In addition, if yi,jk+1 = y
i,mj

const, we have

p(ŷ
i,mj

k+1 |x
i,{d}
k+1 ) = p(y

i,mj

l < ȳ
i,mj

k+1 < yi,mj

r |x
i,{d}
k+1 )

= cdf
ν
i,mj

k+1

(yi,mj
r − h

i,mj

k+1 (x
i,{d}
k+1 ))

− cdf
ν
i,mj

k+1

(y
i,mj

l − h
i,mj

k+1 (x
i,{d}
k+1 )).

(19)

Similar to the expression in [2], we can rewrite (18) and
(19) as follows:

p(ŷ
i,mj

k+1 |x
i,{d}
k+1 )

= 1
(−∞,y

i,mj

l
]∪[y

i,mj
r ,∞)

(yi,jk+1)pν
i,mj

k+1

(yi,jk+1 − h
i,mj

k+1 (x
i,{d}
k+1 ))

+ 1
{y

i,mj
const}

(yi,jk+1)
[

cdf
ν
i,mj

k+1

(yi,mj

r − h
i,mj

k+1 (x
i,{d}
k+1 ))

− cdf
ν
i,mj

k+1

(y
i,mj

l − h
i,mj

k+1 (x
i,{d}
k+1 ))

]

.

(20)
Together with (16), (17) and (20), we can readily arrive at

(14), which completes the proof.
Next, we are going to present the results with respect to

the saturation-like censoring model and the random access
protocol.

Proposition 2:For each nodei, consider the measurement
model (3), saturation-like censoring model (5) as well as the
random access protocol described by (6) and (7). At time
instantk+1, the full likelihood function associated with node
i and thedth particle can be expressed as

p(yik+1|x
i,{d}
k+1 ) =

M
∑

m=1

pim

b
∏

j=1

p(ŷ
i,mj

k+1 |x
i,{d}
k+1 ) (21)

where

p(ŷ
i,mj

k+1 |x
i,{d}
k+1 )

= 1
Ξ

i,mj
2

(yi,jk+1)pνi,mj

k+1

(yi,jk+1 − h
i,mj

k+1 (x
i,{d}
k+1 ))

+ 1
{y

i,mj
r }

(yi,jk+1)
[

1− cdf
ν
i,mj

k+1

(yi,mj

r − h
i,mj

k+1 (x
i,{d}
k+1 ))

]

+ 1
{y

i,mj

l
}
(yi,jk+1)cdfνi,mj

k+1

(y
i,mj

l − h
i,mj

k+1 (x
i,{d}
k+1 ))

]

,

andΞi,mj

2 = (y
i,mj

l , y
i,mj

r ).
Proof: The proof can be carried out by following the

similar line of Proposition 1, and is therefore omitted herefor
conciseness.

Now, based on the established expressions of the full
likelihood function in Propositions 1 and 2, the importance
weight in regard to nodei and thedth particle can be updated
as

w
i,{d}
k+1 =

p(yik+1|x
i,{d}
k+1 )

p(yik+1|η
i,{ǫi,d}
k+1 )

(22)

whereηi,{ǫi,d}k+1 denotes the corresponding intermediate particle
before particle update.

For ease of illustration, the overall structure of the proposed
protocol-based particle filtering algorithm is summarizedin
Algorithm 1.

Remark 3: It is worth noting that, compared with the
existing results concerning the state estimation problem of
nonlinear CN (e.g. [34], [36]), the main advantages of the
proposed filtering algorithm lie in that it does not impose strict
requirement (e.g. differentiability and continuity) on the type
of nonlinear function and, more importantly, is not restricted
to the case of Gaussian noises. On the other hand, when the
random coupling rate becomes̄α = 0, the considered target
plant (1) will degrade to the standard nonlinear system (with-
out node coupling behaviors), and the mixture distribution(12)
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Algorithm 1 Protocol-based auxiliary particle filtering al-
gorithm for CN with nonlinear coupling and measurement
censoring (executed on target nodei)

1: Initialization : For target nodei, draw D particles with
equal weights from the prior density, i.e.,x

i,{d}
0 ∼ pxi

0
(·),

d = 1, 2, . . . , D, and set the maximum recursive step as
K.

2: for k = 0, 2, . . . ,K − 1 do
3: Step 1: Measurement collection
4: Under the scheduling of random access protocol (6)

and (7), receive the censored measurementsyik+1 with
the censoring model (4) or (5).

5: Step 2: Intermediate particle generation
6: Sample intermediate particles{ηi,{d}k+1 }d=1,2,...,D from

p(xi
k+1|x

i,{d}
k , ui

k) according to (12), and generate the
particle indices{ǫi,d}d=1,2,...,D based on probabilities
proportional towi,{d}

k p(yik+1|η
i,{d}
k+1 ), where the term

p(yik+1|η
i,{d}
k+1 ) is calculated by (14) or (21).

7: Step 3: Particle propagation
8: Based on indices{ǫi,d}d=1,2,...,D and (12), draw the

particles{xi,{d}
k+1 }d=1,2,...,D as

x
i,{d}
k+1 ∼ p(xi

k+1|x
i,{ǫi,d}
k , ui

k).

9: Step 4: Weight update
10: Update the unnormalized importance weightw̄

i,{d}
k+1

according to (22).
11: Step 5: Weight normalization
12: Normalize the weights according to

w
i,{d}
k+1 =

w̄
i,{d}
k+1

∑D

j=1 w̄
i,{j}
k+1

.

13: Step 6: State estimation
14: Update the state estimate as

x̂i
k+1 =

D
∑

d=1

w
i,{d}
k+1 x

i,{d}
k+1

15: end for

will boil down to the common prior densityp(xi
k+1|x

i,{d}
k ).

In addition, it can be seen from the dead-band-like censoring
model (4) as well as the likelihood function (14) that, if the
right- and left-end censoring thresholdsyi,sr andyi,sl are equal,
then the modified particle filtering algorithm developed in
this paper will reduce to the case where only the random
access protocol is considered. Similar results can also be
obtained for the case of saturation-like censoring (5) and (21)
if we set yi,sr = +∞ and yi,sl = −∞. As such, the system
under consideration is fairly general and the proposed particle
filtering algorithm exhibits great application potentials.

Remark 4:It should be pointed out that for the standard
particle filter, there have been some theoretical analysis results
available in the literature [10], [11]. In fact, the particle
approximation will approach the true probability density func-
tion, as the number of particles tends to infinity [3]. More

importantly, it has been revealed in [11] that the convergence
of the mean square error toward zero can be guaranteed with
the convergence rate proportional to1/D provided that the
importance weights are upper bounded and the standard resam-
pling scheme is utilized. Based on these facts, the convergency
analysis of a modified particle filter has been briefly conducted
in [58] by assuming that the involved probability densities(e.g.
the established likelihood function) are bounded. In addition,
the auxiliary particle filter has been reinterpreted as a standard
particle filter in [29] and the corresponding convergence results
have been adapted from those of the standard one. As such, the
simple convergence of the proposed algorithm can be analyzed
by following the similar line. Nevertheless, it is really a tough
task to conduct a rigorous analysis on the convergence of the
proposed algorithm with mild assumptions due to the involved
system complexities, which deserves further investigation in
our future research.

Remark 5:Up to now, the protocol-based filtering problem
has been addressed for a class of nonlinearly coupled CN
in the simultaneous presence of on-off coupling behaviors,
non-Gaussian noises and measurement censoring. To be more
specific, the random coupling rate has been employed in the
procedure of selecting and propagating particles through a
mixture distribution. The effects of the two-side measurement
censoring models (i.e., dead-band-like model and saturation-
like model) and the random access protocol have been fully
taken into consideration during the establishment of the likeli-
hood functions. The addressed filtering problem in this paper is
new and comprehensive, which can well reflect the engineering
reality. Meanwhile, the proposed filtering algorithm with new-
ly established sampling distribution and likelihood functions
allows to attenuate the impacts of the complex factors involved
in this paper.

IV. SIMULATION EXPERIMENTS

In this section, a practical application regarding the tracking
of multiple interacting targets is provided to illustrate the ef-
fectiveness and practical applicability of the proposed particle
filtering algorithm.

Consider a scenario where three targets are tracked in a two-
dimensional plane and the motions of each target are mutually
interacted in an on-off fashion due primarily to the behaviors
of collision avoidance or other specified mission requirements.

Denote by[pix,k+1, p
i
y,k+1, φ

i
k+1]

T the state vector of target
nodei (i = 1, 2, 3) at time instantk+1, where(pix,k+1, p

i
y,k+1)

denotes the target position andφi
k+1 stands for the target

orientation. Then, the motion model of target nodei, adopted
from [34], [37], can be described as





pix,k+1

piy,k+1

φi
k+1



 =





pix,k
piy,k
φi
k



+





vik cosφ
i
k

vik sinφ
i
k

Ωi
k





+ αi
k

3
∑

j=1

cij







sin pjx,k
sin pjy,k
sinφj

k






+ ωi

k

(23)

wherevik andΩi
k denote, respectively, the velocity and angular

velocity of target nodei.
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In order to track the considered three targets, the passive
received-signal strength sensors are deployed/distributed in
the surveillance region of interest. For each target nodei, S
sensors are utilized and the measurement model of thesth
received-signal strength sensor can be established as [13], [44]

ȳi,sk+1 = Φ0 − 10η log10
(

(‖[pix,k+1, p
i
y,k+1]

T

− [xi,s, yi,s]T ‖)/r0
)

+ νi,sk+1

(24)

where Φ0 stands for the received strength at the reference
distancer0, η denotes the path loss exponent,(xi,s, yi,s)
represents the position of thesth sensor for nodei, andνi,sk+1

denotes the measurement noise, which is a two-component
Gaussian mixture with the following probability density func-
tion

p(νi,sk+1) = (1 − κi,s)N (νi,sk+1;µ
i,s
1 , (σi,s

1 )2)

+ κi,sN (νi,sk+1;µ
i,s
2 , (σi,s

2 )2)
(25)

where the notationN (ν;µ, σ2) represents the Gaussian prob-
ability density function with meanµ and varianceσ, andκi,s

denotes the glint probability associated with thesth sensor for
nodei.

Taking into account the scheduling of random access pro-
tocol, theS sensors for target nodei are evenly divided into
M groups, and at each time instant, only one group is granted
the access to transmit the censored measurements (see (4) or
(5)) to the remote particle filter.

To evaluate the tracking performance of the proposed fil-
tering algorithm, a celebrated metric named root mean-square
error (RMSE) is defined with respect to the position estimates
overQ independent Monte Carlo runs, i.e.,

RMSEi,k =

√

√

√

√

1

Q

Q
∑

q=1

[

(pi,qx,k − p̂i,qx,k)
2 + (pi,qy,k − p̂i,qy,k)

2
]

(26)
where (pi,qx,k, p

i,q
y,k) stands for a specific realization of the

position of target nodei at time instantk during theqth Monte
Carlo run, and(p̂i,qx,k, p̂

i,q
y,k) denotes the corresponding estimate.

In the simulation, the number of sensors for each target
node is set to beS = 6 and each sensor group is composed of
three sensors (i.e.,M = 2 and b = 3). The true initial states
for three targets are, respectively, set asx1

0 = [16, 14, 0.2]T ,
x2
0 = [14, 20, 0.3]T andx3

0 = [20, 26, 0.4]T . The process nois-
es are Gaussian white noises with mean zero and covariance
matrix diag{[0.032, 0.032, 0.012]}. The initial 1000 particles
are sampled from the Gaussian distribution with meanxi

0 and
covariance matrixdiag{[32, 32, 0.22]}. In addition, the random
coupling rate isᾱi = 0.2 for i = 1, 2, 3, and the coupling
strengthcij is selected to be0.01 if i 6= j. For the received-
signal strength sensors, the parameters are chosen asΦ0 = 10,
η = 2, r0 = 1, µi,s

1 = µi,s
2 = 0, σi,s

1 = 1, σi,s
2 = 6 and

κi,s = 0.2. The thresholds in the dead-band-like censoring
model (4) are selected asyi,sr = 10 andyi,sl = −10. Moreover,
we havepi1 = 0.2 andpi2 = 0.8 for i = 1, 2, 3.

For one Monte Carlo run, based on Proposition 1 and
Algorithm 1, the simulation results with respect to the dead-
band-like censoring model (4) are depicted in Figs. 2-5. It
can be observed from Figs. 2-4 that the proposed particle
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Fig. 2: True and estimated trajectories of target node1.
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Fig. 3: True and estimated trajectories of target node2.

filtering scheme is capable of tracking the trajectories of the
interacted three targets with satisfactory performance. Fig. 5
displays the behaviors of the scheduling protocol as well as
the censored and scheduled measurement information for the
first measurement component related to target node1.

In what follows, we are going to further show the effec-
tiveness and performance superiority of the proposed filtering
algorithm in the case of dead-band-like measurement censor-
ing. To this end, the newly modified auxiliary particle filter
(abbreviated as MAPF-DBLMC) is compared with other three
filtering algorithms, namely, the modified auxiliary particle
filter without considering the coupled target dynamics during
particle generation (abbreviated as MAPF-DBLMC-NC), the
auxiliary particle filter without considering the compensation
of measurement censoring (abbreviated as MAPF-DBLMC-
NMC), and the similarly modified particle filter in the stan-
dard sequential importance resampling framework (abbreviat-
ed as MPF-DBLMC). The corresponding simulation results, in
terms of position RMSE over300 independent Monte Carlo
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Fig. 4: True and estimated trajectories of target node3.
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Fig. 5: The first measurement component associated with
target node1.

runs, are plotted in Figs. 6-8, and the average RMSEs are
listed in TABLE I. As expected, the proposed filtering scheme
performs satisfactorily due to the devoted effort during the
design process of particle generation and weight update.

TABLE I: Average RMSEs of different algorithms with
respect to dead-band-like censoring.

Target1 Target2 Target3 Average

MAPF-DBLMC 1.3662 1.5237 1.5254 1.4718
MAPF-DBLMC-NC 1.8053 1.6523 1.6285 1.6954

MAPF-DBLMC-NMC 2.4031 2.1876 2.5077 2.3661
MPF-DBLMC 1.4181 1.5274 1.5490 1.4982

Similarly, choose the right- and left-end thresholds as
yi,sr = 12 and yi,sl = −12 and keep other parameters
unchanged. Based on Proposition 2 and Algorithm 1, the
simulation results in relation to the saturation-like censoring
model (5) are summarized in Figs. 9-15 and TABLE II, which
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Fig. 6: RMSEs of different algorithms for target node1.
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Fig. 7: RMSEs of different algorithms for target node2.
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Fig. 9: True and estimated trajectories of target node1.
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Fig. 10: True and estimated trajectories of target node2.

demonstrate the effectiveness and usefulness of the proposed
auxiliary particle filtering algorithm in the case of random
access protocol and saturation-like measurement censoring
(denoted as SLMC).

TABLE II: Average RMSEs of different algorithms with
respect to saturation-like censoring.

Target1 Target2 Target3 Average

MAPF-SLMC 1.0308 1.1739 1.0746 1.0931
MAPF-SLMC-NC 1.1889 1.3841 1.5005 1.3578

MAPF-SLMC-NMC 7.7112 5.5404 5.9013 6.3843
MPF-SLMC 1.1966 1.1611 1.0942 1.1506

V. CONCLUSIONS

In this paper, the particle filtering problem has been dis-
cussed for a class of nonlinear/non-Gaussian CNs with on-
off stochastic coupling and measurement censoring under
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Fig. 11: True and estimated trajectories of target node3.
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Fig. 12: The first measurement component associated with
target node1.
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Fig. 13: RMSEs of different algorithms for target node1.
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Fig. 14: RMSEs of different algorithms for target node2.
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Fig. 15: RMSEs of different algorithms for target node3.

the scheduling of random access protocol. A Bernoulli dis-
tributed random variable has been introduced to characterize
the stochastic behaviors of on-off coupling, and the known
statistical property has been utilized in the process of particle
propagations. To model the scheduling rule of the random
access protocol, an independent and identically distributed
stochastic process has been adopted with known probability
distribution. In addition, both the dead-band-like measurement
censoring and saturation-like measurement censoring have
been taken into consideration to flexibly reflect the differ-
ent circumstances in practical engineering. Accordingly,two
modified expressions of the likelihood function have been
established to compensate the effects of protocol scheduling
and measurement censoring in weight update. Finally, a multi-
target tracking scenario with three interacted targets hasbeen
considered and the corresponding simulation results have been
presented to elucidate the practical applicability and usefulness
of the developed filtering scheme. An interesting yet challeng-
ing direction for future work would be establishing a rigorous

theoretical framework for performance analysis.
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worked fusion estimation with multiple uncertainties and time-correlated
channel noise,Information Fusion, vol. 54, pp. 161–171, 2020.

[7] H. Chen and J. Liang, Local synchronization of interconnected Boolean
networks with stochastic disturbances,IEEE Transactions on Neural
Networks and Learning Systems, vol. 31, no. 2, pp. 452–463, Feb. 2020.

[8] Y. Chen, Z. Wang, J. Hu and Q.-L. Han, Synchronization control
for discrete-time-delayed dynamical networks with switching topology
under actuator saturations,IEEE Transactions on Neural Networks and
Learning Systems, vol. 32, no. 5, pp. 2040–2053, 2021.

[9] D. Ciuonzo, P. S. Rossi and P. K. Varshney, Distributed detection in
wireless sensor networks under multiplicative fading via generalized
score tests,IEEE Internet of Things Journal, vol. 8, no. 11, pp. 9059–
9071, 2021.

[10] D. Crisan, Particle filters–A theoretical perspective, in Sequential Monte
Carlo Methods in Practice, A. Doucet, N. de Freitas, and N. J. Gordon
(Eds). New York: Springer-Verlag, 2001.

[11] D. Crisan and A. Doucet, A survey of convergence resultson particle
filtering methods for practitioners,IEEE Transactions on Signal Pro-
cessing, vol. 50, no. 3, pp. 736–746, 2002.

[12] L. da Fontoura Costa, O. N. Oliveira Jr., G. Travieso, F.A. Rodrigues,
P. R. Villas Boas, L. Antiqueira, M. P. Viana and L. E. Correa Rocha,
Analyzing and modeling real-world phenomena with complex networks:
a survey of applications,Advances in Physics, vol. 60, no. 3, pp. 329–
412, 2011.

[13] S. S. Dias and M. G. S. Bruno, Cooperative target tracking using
decentralized particle filtering and RSS sensors,IEEE Transactions on
Signal Processing, vol. 61, no. 14, pp. 3632–3646, 2013.

[14] Y. Dong, Y. Song and G. Wei, Efficient model-predictive control for
networked interval type-2 T-S fuzzy system with stochasticcommuni-
cation protocol,IEEE Transactions on Fuzzy Systems, vol. 29, no. 2,
pp. 286–297, Feb. 2021.

[15] H. Geng, H. Liu, L. Ma and X. Yi, Multi-sensor filtering fusion
meets censored measurements under a constrained network environment:
advances, challenges and prospects,International Journal of Systems
Science, vol. 52, no. 16, pp. 3410–3436, 2021.

[16] H. Geng, Z. Wang, F. E. Alsaadi, K. H. Alharbi and Y. Cheng,
Federated Tobit Kalman filtering fusion with dead-zone-like censoring
and dynamical bias under the Round-Robin protocol,IEEE Transactions
on Signal and Information Processing over Networks, vol. 7, pp. 1–16,
2021.

[17] M. Grewal and A. Andrews, How good is your gyro [Ask the experts],
IEEE Control Systems Magazine, vol. 30, no. 1, pp. 12–86, 2010.

[18] F. Han, G. Wei, D. Ding and Y. Song, Finite-horizon bounded H∞

synchronisation and state estimation for discrete-time complex networks:
local performance analysis,IET Control Theory & Applications, vol. 11,
no. 6, pp. 827–837, 2017.

[19] N. Hou, H. Dong, Z. Wang and H. Liu, A partial-nodes-based approach
to state estimation for complex networks with sensor saturations under
random access protocol,IEEE Transactions on Neural Networks and
Learning Systems, vol. 32, no. 11, pp. 5167–5178, 2021.

[20] N. Hou, Z. Wang, D. W. C. Ho and H. Dong, Robust partial-nodes-based
state estimation for complex networks under deception attacks, IEEE
Transactions on Cybernetics, vol. 50, no. 6, pp. 2793–2802, 2020.



FINAL VERSION 11

[21] J. Hu, Z. Wang, G.-P. Liu, C. Jia and J. Williams, Event-triggered recur-
sive state estimation for dynamical networks under randomly switching
topologies and multiple missing measurements,Automatica, vol. 115,
art. no. 108908, 2020.

[22] J. Hu, H. Zhang, H. Liu and X. Yu, A survey on sliding mode control
for networked control systems,International Journal of Systems Science,
vol. 52, no. 6, pp. 1129–1147, 2021.

[23] J. Hu, C. Jia, H. Liu, X. Yi and Y. Liu, A survey on state estimation of
complex dynamical networks,International Journal of Systems Science,
vol. 52, no. 16, pp. 3351–3367, 2021.

[24] S. Hu, D. Yue, X. Yin, X. Xie and Y. Ma, Adaptive event-triggered
control for nonlinear discrete-time systems,International Journal of
Robust and Nonlinear Control, vol. 26, no. 18, pp. 4104–4125, 2016.

[25] C. Huang, B. Shen, H. Chen and H. Shu, A dynamically event-
triggered approach to recursive filtering with censored measurements
and parameter uncertainties,Journal of the Franklin Institute, vol. 356,
no. 15, pp. 8870–8889, 2019.

[26] A. H. Jazwinski,Stochastic processes and filtering theory, New York,
NY, USA: Academic Press, 1970.

[27] R. Jeter and I. Belykh, Synchronization in on-off stochastic networks:
Windows of opportunity,IEEE Transactions on Circuits and Systems I:
Regular Papers, vol. 62, no. 5, pp. 1260-1269, 2015.

[28] X.-C. Jia, Resource-efficient and secure distributed state estimation over
wireless sensor networks: A survey,International Journal of Systems
Science, vol. 52, no. 16, pp. 3368–3389, 2021.

[29] A. M. Johansen and A. Doucet, A note on auxiliary particle filters,
Statistics & Probability Letters, vol. 78, no. 12, pp. 1498–1504, 2008.

[30] S. Li, X. Feng, Z. Deng and F. Pan, Tobit Kalman filter withchannel
fading and dead-zone-like censoring,International Journal of Systems
Science, vol. 52, no. 11, pp. 2183–2200, 2021.

[31] J. Li, G. Wei, D. Ding and Y. Li, Finite-time control in probability
for time-varying systems with measurement censoring,Journal of the
Franklin Institute, vol. 356, no. 4, pp. 1677–1694, 2019.

[32] J. Li, G. Wei, D. Ding and E. Tian, Protocol-basedH∞ filtering for
piecewise linear systems: A measurement-dependent equivalent reduc-
tion approach,International Journal of Robust and Nonlinear Control,
vol. 31, no. 8, pp. 3163–3178, Mar. 2021.

[33] N. Li, Q. Li and J. Suo, Dynamic event-triggeredH∞ state estimation
for delayed complex networks with randomly occurring nonlinearities,
Neurocomputing, vol. 421, pp. 97–104, Jan. 2021.

[34] W. Li, Y. Jia and J. Du, State estimation for on-off nonlinear stochastic
coupling networks with time delay,Neurocomputing, vol. 219, pp. 68–
75, 2017.

[35] W. Li, Y. Jia and J. Du, State estimation for stochastic complex networks
with switching topology, IEEE Transactions on Automatic Control,
vol. 62, no. 12, pp. 6377–6384, 2017.

[36] W. Li, Y. Jia, J. Du and X. Fu, State estimation for nonlinearly
coupled complex networks with application to multi-targettracking,
Neurocomputing, vol. 275, pp. 1884–1892, 2018.

[37] W. Li, C. Meng, Y. Jia and J. Du, Recursive filtering for complex
networks using non-linearly coupled UKF,IET Control Theory &
Applications, vo. 12, no. 4, pp. 549–555, 2018.

[38] Z. Li, J. Hu and J. Li, Distributed filtering for delayed nonlinear system
with random sensor saturation: a dynamic event-triggered approach,
Systems Science & Control Engineering, vol. 9, no. 1, pp. 440-454,
Jan. 2021.

[39] L. Liu, L. Ma, J. Zhang and Y. Bo, Distributed non-fragile set-
membership filtering for nonlinear systems under fading channels and
bias injection attacks,International Journal of Systems Science, vol. 52,
no. 6, pp. 1192–1205, 2021.

[40] J. M. Lopera, H. del Arco Rodrı́guez, J. Marı́a Pérez Pereira,
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