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Abstract—In this paper, a novel UAV-aided vehicular edge
computing (VEC) network is proposed, where the vehicle and on-
board UAV provide multi-access edge computing (MEC) service
for the roadside Internet of Things (IoT) devices. In this system,
considering the time-varying channel, we derive the lower bound
of signal-to-noise ratio (SNR) based on the first-order Gauss-
Markov process. Then, with the short-packet transmission, we
maximize the total amount of computation by jointly optimizing
the communication scheduling, the trajectories of the vehicle
and on-board UAV, and the computing resource, subject to the
mobility, connection and computation constraints. The formu-
lated optimization problem is a mix-integer non-convex problem.
To efficiently solve it, we propose an alternative algorithm
based on the Lagrangian dual decomposition and successive
convex approximation technique. Extensive simulation results
are provided to show the performance gain of the proposed
algorithm.

Index Terms—Multi-access edge computing, vehicular net-
work, unmanned aerial vehicle, time-varying channel, short-
packet communication.

I. INTRODUCTION
A. Background and Motivation

HE explosive increase in the number of devices results in

massive communication traffic and computation-intensive
applications in the Internet of Things (IoT) network [1]. Multi-
access edge computing (MEC) has been proposed to relieve
the backhaul load for the network and reduce the round-trip
latency for the resource-constrained devices [2]. Moreover,
vehicles now are able to communicate with the roadside units
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and exploit their resource to enhance the conventional MEC
networks [3]. The system where vehicles participate in MEC
is called vehicular edge computing (VEC) system, which has
been widely investigated recently.

Although the VEC system can mitigate the load of the
edge access point, the shortage of spectrum and computing
resource still exists. This is caused by the nature of vehicle.
First, since the roads are fixed, the routes of the vehicle are
limited. As a result, it is difficult to provide high-quality
service for the IoT devices far from the road. Second, restricted
by the size of vehicle, its computing and storage resources are
limited. Fortunately, unmanned aerial vehicles (UAV), as the
mobile and flexible equipment, can effectively overcome these
shortages. They can fly close to the devices to provide high-
quality service, and supplement the computing resource for
the VEC system.

As a hot research direction, the UAV has been widely
exploited in MEC systems [4]-[6]. However, the research on
the UAV-aided VEC system is still in its infancy. In most exist-
ing literature, the UAVs only execute the computational tasks
offloaded from the vehicles. There is no cooperation between
the vehicles and UAVs. How to exploit the communication
and computing resource of the vehicles and UAVs to process
the data offloaded from the roadside IoT devices still needs
efforts.

Due to the mobility of the vehicle and UAV, the latency
and reliability of data transmission are of great importance.
Untimely data uploading may lead to the expiration or even
loss of the information, thus causing serious consequences.
To meet the latency and reliability requirements, short-packet
communication is applied in vehicle and UAV systems, which
focuses on conveying sensing information, control command,
and feedback information in short packets [7]. It can support
high reliability with a packet error rate (PER) around 10~
and very low latency less than 1 ms [8]. Due to the excellent
advantages, plenty of literature has studied the application of
short-packet communication in MEC systems. Moreover, it has
been shown that the UAV-mounted base station (BS) is more
feasible than the fixed terrestrial BS to realize short-packet
communication by exploiting spatial diversity [7]. Therefore,
short-packet communication is now a prevalent direction in
UAV-assisted communication network.

Moreover, in most of the recent work, the channel state
information (CSI) of the vehicle and UAV is assumed to be
perfectly known, which is impractical for the vehicle and UAV
communication systems. In practical applications, the mobility
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of the vehicle and UAV generates the dynamic environment
and leads to time-varying channels [9] [10]. While the vehicle
and the UAV move, the channels change rapidly. To achieve
the accurate channel estimation, the CSI has to be updated
quite often, which is challenging to realize [11]. In addition,
CSI acquisition generally requires downlink pilot transmission
followed by uplink feedback. As a result, the excessive use
of downlink pilots entails a large communication overhead
to feed back the estimated CSI from the devices to the
vehicle and the UAV [12]. In summary, the frequent channel
estimation is difficult a nd c ostly i nt he v ehicle a nd UAV
communication systems. Therefore, to study the UAV-aided
vehicle communication system more practically, the time-
varying channel needs to be considered.

B. Our Contribution

Different from the above work assuming perfect channel
estimation and infinite packet length, this paper investigates
the UAV-aided vehicular short-packet communication and edge
computing system in time-varying channel, which imposes the
following new challenges.

1) The vehicle-mounted UAV is released by the vehicle,
and flies back eventually. They cooperate in processing
the computational data offloaded from the roadside IoT
devices. Therefore, the collaboration between the vehicle
and the on-board UAV needs to be considered.

2) In the time-varying channel caused by the mobility of
the vehicle and the UAV, the channels vary rapidly. The
accurate CSI needs frequent channel detection, which is
infeasible. Thus, the signal-to-noise (SNR) is difficult to
obtain.

3) The non-convexity of the achievable rate in the short-
packet communication is challenging to address. The
time-varying channel further increases the difficulty.

We aim to address these challenges in this paper. Our goal
is to maximize the total amount of computation by jointly
optimizing the communication scheduling, the trajectories
of the vehicle and the on-board UAV, and the computing
resource, subject to the mobility, connection and computation
constraints. To solve this mix-integer non-convex optimization
problem, we propose an alternative algorithm to obtain a high-
quality solution. The main contributions of this paper are
summarized as follows.

1) We propose a novel UAV-aided VEC system architecture,
in which the vehicle releases the on-board UAV to pro-
vide MEC service for the roadside IoT devices. The UAV
can process the computational data offloaded from the
devices that can not achieve high-quality service from the
vehicle, thus improving the total amount of computation.
Eventually, the UAV needs to return to the vehicle.

2) We consider the practical time-varying channel, in which
the subsequent CSI can be estimated by that of the
previous moment through the first-order Gauss-Markov
process. Then, we derive the lower bound of SNR in time-
varying Rician fading channel. To guarantee the amount
of computation, we investigate the optimization problem
based on the derived lower bound of SNR.
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Fig. 1. UAV-aided VEC network.

3) We formulate the computation maximization problem
based on short-packet communication. This is a mix-
integer non-convex optimization problem, which is dif-
ficult to solve directly. To efficiently obtain the high-
quality solution, we decompose the optimization problem
into two subproblems: the communication scheduling,
and the trajectory and computing resource optimization
problems. The first subproblem is an integer program-
ming problem. To solve it efficiently, we propose a
low-complex algorithm based on the Lagrangian dual
decomposition method. The second subproblem is also
a non-convex problem due to the property of short-
packet communication. We first transform it into a more
tractable one, and then solve it through successive convex
approximation (SCA) technique. Finally, by combining
the solutions of these two subproblems, we propose an
alternative algorithm.

The reminder of this paper is organized as follows. Section
II introduces the related work. In Section III, the UAV-aided
VEC system is proposed and the optimization problem is for-
mulated. The proposed algorithms are presented in Section IV.
Section V provides numerical results to verify the performance
of the proposed algorithm, and analyze the features of the
system. The conclusion is drawn in Section VI. The main
notations used in this paper are summarized in Table 1.

II. RELATED WORK

To meet the rising demand for intelligent applications, such
as autonomous driving, current vehicles are endowed with
powerful computing capacity [13]. This prompts vehicles to
be the computing service providers in VEC systems, similar
to the edge servers in MEC systems. Although the mobility of
vehicle improves the experience of the devices, it also results
in the fast varying network topology, wireless channel state
and computing workload. Focusing on the dynamic vehicular
tasks offloading environment, Sun et al. proposed an adaptive
learning based task offloading algorithm through the multi-
armed bandit theory [13]. Moreover, for the dynamic vehicular
environment, the reliable communication and computation is
of great importance. To improve the cooperative vehicle-to-
vehicle communication and computation reliability, Han et
al. established an optimal partition model and proposed a
coupling-oriented reliability calculation by dynamic program-
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TABLE I
SUMMARY OF NOTATIONS

Parameter | Description

K Number of IoT devices

T Vehicle travel time duration

N Number of time slots

[ Time slot length

0 Channel power gain

at the reference distance of 1m

Channel bandwidth

B

a Temporal fading coefficient
; Rician factor

€

Decoding error probability

U'%L Variance of channel estimation error
o2 Noise power at the receiver

w; Location of the i-th IoT device

P; Transmit power of the i-th IoT device

Required CPU cycles for

Ci computing 1 bit data of the ¢-th IoT device
ar Initial location of the vehicle
qar Final location of the vehicle
Horizontal coordinates of
kY the vehicle (j = 0) and the UAV (j = 1)
H; Height of the vehicle or the UAV
f}”‘“” Maximum CPU frequency of the vehicle or the UAV
ij‘“: Maximum speed of the vehicle or the UAV
di;[n] Distance between the i-th IoT device
*J and the vehicle or the UAV in the n-th time slot
Large-scale fading coefficient between the i-th IoT device
gijn] and the vehicle or the UAV in the n-th time slot
Small-scale fading coefficient between the i-th IoT device
Gij [] and the vehicle or the UAV in the n-th time slot
Communication scheduling variable for
aij[n] the i-th IoT device in the n-th time slot
CPU frequency allocated to the i-th IoT
fijln]

by the vehicle or the UAV in the n-th time slot

ming methods [14]. According to the cooperation between ve-
hicles as well as between vehicles and roadside units, Xu et al.
studied the joint communication, caching and computing re-
source allocation of the content sharing problem and proposed
a caching strategy based on the popularity and social simi-
larity [15]. Similarly, in collaborative VEC systems, Huang
et al. investigated the contact based incentive mechanism to
utilize the computing resource of parked vehicles to serve the
offloading user [16]. However, aside from the efficiency, the
cooperation also introduces the security and privacy issues into
VEC systems. To address these problems, Cui et al. proposed
a security and privacy-preserving cooperative downloading
scheme based on the edge computing [17].

Since the roads are fixed and the computing resource of the
vehicles is limited, they may not provide high-quality service
for every device. Owing to the flexibility, the UAV becomes
a solution to this issue. However, there are few researches on
the UAV-aided VEC systems at present. In [18], Cheng et al.
showed the advantages of employing UAV in the VEC system
and proposed a novel aerial-ground integrated MEC architec-
ture. To reduce the task execution time and system energy con-
sumption, Zhao et al. proposed an SDN-enabled UAV-assisted
vehicular computation offloading framework and designed a
computation cost optimization algorithm [19]. Moreover, Zhao
et al. also investigated the UAV-aided VEC system in industrial
IoT networks, considering the execution time, the energy
consumption and the computing resource rental price [20].

With regard to the resource allocation problem, Peng et al.
studied a distributive multi-dimensional resource management
scheme and proposed a multi-agent deep deterministic policy
gradient based method to maximize the number of offloaded
tasks from the vehicles while meeting their heterogeneous
quality-of-service (QoS) requirements [21].

Due to the low latency and high reliability of short-packet
communication, it has received much attention in MEC field
[22]-[24]. In a multi-user MEC architecture where multiple
servers have heterogeneous computing resources, Liu et al.
proposed a short-packet communication based task offloading
and resource allocation framework considering the statistics
of extreme queue length events [22]. Through establishing the
digital twin of the real MEC system, Dong et al. proposed a
deep learning framework to reduce the energy consumption of
short-packet communication and delay tolerant services [23].
By leveraging Lyapunov optimization, Zhou et al. proposed a
learning-based task offloading approach for the MEC system
with short-packet communication constraints [24]. Different
from the conventional systems, the UAV-aided communication
systems can provide mobile and flexible services. In this case,
short-packet communication is more necessary and suitable.
In [25], Wang et al. investigated the average packet error
probability and effective throughput of the UAV short-packet
communication system. She et al. established a framework for
enabling the short-packet communication in the control and
non-payload communication links of the UAV communication
system [26]. Chen et al. investigated the resource allocation
and the UAV deployment in the UAV-assisted short-packet
communication service system [27]. To improve the transmis-
sion rate of backward link, Cai et al. also studied the resource
allocation in a short-packet communication enabled two-way
UAV relaying system [28].

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first propose a time-varying UAV-aided
VEC system architecture and introduce the system model.
Then, the computation maximization problem is formulated.

A. UAV-Aided VEC System

As shown in Fig. 1, in the time-varying UAV-aided VEC
network, the vehicle, carrying a MEC server and an on-board
UAV, provides MEC service for the roadside IoT devices.
When the computing resource of the vehicle is insufficient or
the devices are far from the vehicle, the QoS will deteriorate.
To address this issue, the vehicle releases the on-board UAYV,
which also carries a MEC server, to improve the service
experience of the devices. Since the mobility of the vehicle
and UAV results in the time-varying channel, the CSI of
every moment can not be perfectly known. To acquire the
accurate CSI, the vehicle needs to transmit pilot signals to the
devices. Then, the devices transmit the received information
back to the vehicle, which thus obtains the CSI. In this system,
the vehicle transmits pilot signals to obtain the accurate CSI
before releasing the UAV. Then, the subsequent CSI needs to
be estimated through the first-order Gauss-Markov process.
After the channel estimation, the trajectories of the vehicle
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and the UAV, the communication scheduling and the resource
allocation are jointly designed in the vehicle according to the
estimated CSI. Then, the vehicle transmits the results to the
on-board UAV and the IoT devices through dedicated control
channels. The devices and the UAV execute the offloading
and computing tasks according to the received results. To
support the latency-critical tasks, such as emergency rescue,
target tracking and perception, short-packet communication is
adopted in this system. The IoT devices offload t he compu-
tational data in short packet size to guarantee the low-latency
transmission.

B. System Model

In this paper, we focus on the single vehicle system!, where
a vehicle and its on-board UAV provide MEC service for K
IoT devices within a given time duration of 7", as shown in Fig
1. The set of the IoT devices is denoted as K, and thus we have
the cardinality |[/C| = K. It is assumed that the vehicle obtains
the accurate CSI of the network at the initial point through
pilot transmission. Without loss of generality, the locations
of the IoT devices are represented by the three-dimensional
(3D) Cartesian coordinates (w7 ,0), Vi € K, where w; =
[z;,y:]T € R?*! denotes the horizontal coordinate of the i-th
IoT device. It is assumed that the initial and final locations
of the vehicle are predetermined, denoted as (qF,0) and
(gL, 0), respectively, where q; = [zr,y1]T € R**! and
ar = [rr,yr|T € R?*! are the corresponding horizontal
coordinates.

For ease of analysis, the time horizon 7' is discretized
into N equal time slots, indexed by N' = {1,...,N}. The
slot length § = % is chosen sufficiently small such that the
locations of the vehicle and the UAV can be approximated
as unchanged within each time slot. It is also assumed that
the vehicle-mounted UAV is released at the initial location,
flies at a fixed altitude H; above ground, and return to
the vehicle at the final location. As such, the trajectories
of the vehicle and the UAV can be approximated by the
(N + 1)-length 3D sequence (qi[n], Hy) and (qf[n], Hy),
respectively, where qo[n] = [zo[n],y0[n]]T € R2*! and
qi[n] = [z1[n],y1[n]]T € R**! denote the corresponding
horizontal coordinates, and H represents the height of the
vehicle. Moreover, the maximum speeds of the vehicle (5 = 0)
and UAV (j = 1) are denoted as V"%, j € {0,1}, in
meter/second (m/s), and their maximum CPU frequencies are
denoted as f/"** in Hertz (Hz).

Generally, there are five main differences between the
vehicle and the UAV:

1) The vehicle can only travel on the fixed route, but the
UAV can fly anywhere.

2) The height of the vehicle is less than that of the UAV,
ie., Hy < Hy.

3) To guarantee that the UAV can return to the vehicle at
the final location, the vehicle can not move too fast.

! Although this paper only focuses on the single-vehicle and single-UAV
system, the considered model is practical and general. Therefore, the proposed
algorithm can also be applied in the multi-vehicle and multi-UAV system
through expanding the communication scheduling variables.

Therefore, its maximum speed is less than that of the
UAV, ie., Vjno* < Ve,
4) Restricted by the size of UAV, its maximum CPU fre-
quency is less than that of the vehicle, i.e., f5*** > f{"**.
5) Due to the difference between the aerial and the ground
environments, the LoS channel component of the vehicle-
device link is less than that of the UAV-device links, i.e.
Bo < B1.
For the purpose of exposition, we assume that the vehicle
moves along a straight line from the initial location to the final
location, as shown in Fig 1. Therefore, we have

voln] = =YL (woln] — 1) +yr,n €N, (2)
Tp — Xy

Then, the maximum moving distances of the vehicle and
the UAV within each time slot are given by S; = V/™%%4,
j € {0,1}. As a result, the speed constraints of the vehicle
and the UAV can be expressed as

lla;[n+1] —q;[n]]| < S;,¥j € {0,1},neN. (3)

C. Time-varying Channel Model

Based on the above coordinates, the distances between the
i-th ToT device and the vehicle (; = 0) as well as the UAV
(7 = 1) in the n-th time slot can be expressed as

n] = /llayln]

Therefore, the large-scale fading coefficients of the vehicle-
device and UAV-device links are given by

gz \/Podl
s J \/QJ

where po denotes the channel power gain at the reference
distance of dy = 1 m.

Besides the large-scale fading, we also consider the small-
scale fading in the vehicle-device and UAV-device links, which
are assumed to be time-varying channels. As mentioned above,
based on the first-order Gauss-Markov process, the vehicle
predicts the subsequent CSI by that of the previous moment.
Therefore, the small-scale fading coefficients can be expressed
as [29]

Gijln] = Vadijln = 1]+ V1 = agi;[n]
=i+ VI—a) o T oylkl, (6

k=1

— wil]2 + H?. (4)

S

WZ”Q + H?

where o characterizes the temporal fading coefficient with
the range of [0, 1], and ¢;;[n] follows the independent and
identically distributed (i.i.d.) circularly symmetric complex
Gaussian (CSCG) distribution with zero mean and O'}QL variance,
ie., ¢ij[n] ~ CN(0,03).

Due to the existence of the LoS path, the accurate small-
scale fading at the first moment can be modeled by the Rician

) ifj ] ZJ i;] ] 137
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where &;; ~ CN(0,1) denotes the random scattered compo-
nent which is i.i.d. CSCG random variables with zero mean
and unit variance, &, ; represents the deterministic LoS channel
component with |¢,;;| =1, and 3; is the Rician factor.

Therefore, the Channel coefficients of the vehicle-device and
UAV-device links are given by

hijn] = gi;[n]Cisln] = hizln] + hij[n], ®)
where
Buln] =a® (525 ) bay e ©
~ n 1
hij[n] =z (

m) %gij [n]gz‘j
J

Z "2 gy [k]

+(1-a) gm (10)

Since ¢;;(t) ~ CN(O o7) and §7j ~ CN(0,1), one can have
hi;[n] ~ CN(0, (/3j+1 2(1 - ))gu[ n]), i.e., the variance

of hyln)is 02 = (5 +0F(1—a")g? [n).

It can be seen from equation (6) that the subsequent CSI
is estimated according to the accurate CSI obtained before
the vehicle releases the on-board UAV. In order to guarantee
the amount of computation, we formulate the optimization
problem based on the worst case of prediction. Assume that
the i-th IoT device offloads computational data with a constant
transmit power P; when it is scheduled for communication.
Then, we have the following lemma.

Lemma I: The lower bound of signal-to-noise ratio (SNR)
in time-varying Rician fading channel between the ¢-th IoT
device and the vehicle as well as the UAV in the n-th time
slot is expressed as

72

.72 2
PZUEU ] + 02
- — 73] . , (11)

o2lla;[n] — will* + i [n]

where aﬁ is the additive white Gaussian noise (AWGN)
Pipo€;;a” B

Bi+1

Lijln] =

power at the receiver, v;;[n] =
Papo( 7 + o (1~ am) + 02 H2.
Proof Please refer to Appendix A. ]
It is noted that in the worst case, the estimation error is
regarded as noise, which is increasing with respect to time.
Therefore, given the locations q;[n], the lower bound of SNR
decreases with time.

and n;;[n] =

D. Short-Packet Communication Model

To support the latency-sensitive tasks, short-packet commu-
nication is adopted. However, Shannon’s capacity is applied
under the assumption that the packet length is infinity and
the decoding error probability equals zero. Therefore, it can
not accurately capture the achievable data rate in short-packet
communication. Moreover, it is assumed that the IoT devices
transmit data at non-overlapping frequency channels with
identical bandwidth B through frequency division multiple
access (FDMA). Therefore, the achievable rate, in bits/second

(bps), at the vehicle (j = 0) and the UAV (5 = 1) from the
i-th ToT device during the n-th time slot is given by [26] [30]

Ry ln] =Bllogy(1+ Tyfn]) — 721 €19,
=Blog,(1 + Ty;[n]) — ¢1/Vijnl, (12)

where V;;[n] is the channel dispersion given by Vj;[n] =
1 — (1 +Ty[n])=2, Q7(-) is the inverse of the Gaussian
Q-function, € is the decoding error probability, and ¢ =

Q') /B
In2 o
We assume that the computational data offloaded from a

single IoT device can be partitioned into multiple smaller-
size data which can be separately offloaded to the vehicle and
the UAV, and executed in parallel [31]. It is also assumed
that the IoT devices upload data only when being waken up
by the vehicle or the UAV and scheduled for transmission,
otherwise they remain in the silent mode for energy saving.
The communication scheduling variable for the i-th IoT device
in the n-th time slot is denoted as a;;[n]. The i-th IoT device
transmits data to the vehicle (5 = 0) or the UAV (j = 1) in
the n-th time slot if a;;[n] = 1 and keeps silent otherwise.
Since each data bit can be executed independently, the
received data at the vehicle and the UAV in each time slot are
immediately executable in the next slot. Therefore, the vehicle
and the UAV only receive but do not process the computational
data in the first time slot. In order to successfully execute
all the offloaded data before the vehicle reaches the final
location, the IoT devices do not offload in the last time
slot. Furthermore, we also assume that each IoT device can
communicate with at most one of the vehicle and the UAV in
each time slot. Thus, we have the following constraints,

a;j[n] € {0,1},Vi e K,j € {0,1},n € N/N,
Z aij[n] < I,VZ G]C,TLGN/N.

je{o,1}

13)
(14)

E. Computation Model

For each IoT device, denote the number of required CPU
cycles for computing 1 bit data as C; in cycles/bits, and the
CPU frequency allocated by the vehicle (5 = 0) and the UAV
(j = 1) in the n-th time slot as f;;[n] in Hz. Then, the CPU
frequency constraint can be expressed as

> filn

e

] < f, 5 €{0,1},n e N/1. (15)

Due to the limited computation capacity of the vehicle and
the UAYV, the accumulative data from the n-th to the (N —1)-
th time slots should not be larger than the accumulative CPU
frequency from the (n + 1)-th to the N-th time slots. Hence,
the computation constraint is expressed as

N-1 N
> Ciaij[lR;[1 < D fill]
l=n l=n+1

Vie K,j€4{0,1},n e N/N. (16)
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More intuitively, the constraint can be interpreted as that the
data received in the current time slot should be executed before
the vehicle reaches the final location.

FE. Problem Formulation

We aim to maximize the total amount of computation
by jointly optimizing the communication scheduling A =
{aij[n],Vi e K,j € {0,1},n € N//N}, the trajectories of the
vehicle and the UAV Q = {q;[n],j € {0,1},n=1,...,N +
1}, and the computing resource F = {f;;[n],Vi € K,j €
{0,1},n € N/1}, subject to the mobility, connection and
computation constraints. Therefore, the optimization problem
is formulated as

o> Y 3 aslin

=1 j€{0,1} n=1

s.t. (1),(2), (3), (13), (14), (15), (16).

a7

Note that problem (17) is a mix-integer non-convex optimiza-
tion problem, which is difficult to obtain the optimal solution
efficiently due to the following two reasons. First, the variables
a;j[n] are binary. Second, even without a;;[n], R;;[n] in the
objective function and constraint (16) are non-convex with
respect to ¢;[n]. To tackle these difficulties, in the following,
we propose an alternative algorithm to obtain a high-quality
solution.

IV. PROPOSED SOLUTION TO PROBLEM (17)

In this section, we decompose problem (17) into two sub-
problems: communication scheduling as well as trajectory and
computing resource optimization problems. With any given
trajectory Q and computing resource F, the communication
scheduling A is optimized in the first subproblem through
Lagrangian dual decomposition method. For any given com-
munication scheduling A, the trajectory Q and computing
resource F are jointly optimized in the second subproblem by
the SCA technique. Then, an alternative algorithm is proposed
to solve the original problem (17).

A. Communication Scheduling Optimization

Given any trajectory Q and computing resource F, problem
(17) is transformed into the following problem,

K N-1
mﬁxz Z Z a;j[n|R
i=1j5€{0,1} n=1
s.t. (13), (14), (16).

(18)

It is noted that problem (18) is an integer programming, which
can be solved by Branch and Bound algorithm. Although this
method can obtain the optimal solution, it has high complexity.
In order to solve this problem by a low-complex algorithm,
we apply the Lagrangian dual decomposition method [32].

First, we relax the binary variables a;;[n| to continuous
variables, i.e., 0 < a;;[n] < 1. Therefore, problem (18) is
simplified to a linear programming problem as follows,

mgxz Z iaij[n]R][n]

19)
i=1 je{0,1} n=1
s.t. (14), (16),
0<an] <1L,VieK,je{0,1},ne N/N. (192)
Then, the Lagrangian function is given by
K N-1
A) =" > H{ailnlRin] — Aijln]
i=1je{0,1} n=1
N-1 N
(Y Ciag [R5 — > fi;l)} (20)
l=n l=n+1

where A = {\;;[I] >0,Vie K,j € {0,1},l € N/N} are the
nonnegative dual variables. Since problem (19) is convex and
satisfies the Slater’s condition, strong duality holds between
problem (19) and its dual problem, which is given by

minmax L(A,A) (21
s.t. (14),(19a).

Therefore, solving problem (19) is equivalent to solving prob-
lem (21).

Note that the inner maximization problem in (21) can be
reformulated as

K N—1
mﬁxz Z Zaij[n]Q

(22)
=1 _je{O,l} n=1
s.t. (14), (192),
where Q;;[n] = R;;[n](1 — C; >0 _, \ijm]) is constant.

To maximize the objective function in problem (22) while
satisfying the constraints (14) and (19a), the a;;[n], Vi €
K,n € N/N, with the largest coefficient £2;;[n] should be 1
and the others be 0. For any given i € K and m € N'/N, we
can obtain the optimal j;[n] by solving the following problem,

i¥[n] = Q; 23
jiln] = arg max Qijln]. (23)
Then, the optimal a;;[n] is given by
1, if j =j¥[n],
wn] = ! 24
%ij i {0, otherwise. 24

It can be seen that the solution to problem (22) also satisfies
the integer constraint (13) in problem (18). Therefore, the
solution to problem (18) is obtained by (24).

Next, for the outer minimization problem in (21), we adopt
the subgradient-based method to update the dual variable as

ZCaw[n ijln]+ Z fig[n))*

n=Il+1
(25)
where ;") is the step size in the 7-th iteration and [-]* denotes
the projection on positive orthant. The dual variable A and the

0 = O = (=
Mgl =1
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communication scheduling variable A are updated iteratively
until the objective function in problem (21) converges. The
details of the algorithm are summarized in Algorithm 1.

Algorithm 1 Iterative algorithm for problem (21)

r+0

2: Initialize the dual variables /\E;) [].

3. repeat

4:  Update the dual variables Al
gradient update in formula (25).

5: Obtain the solution of communication scheduling a;;[n]
by formulas (23) and (24).

6:  Update the local points a§;+1)

7. ré—r+1.

8: until The objective value converges.

H_l)[ ] by performing the

[n] < aj;[n].

B. Trajectory and Computation Resource Optimization

With any given communication scheduling A, problem (17)
is transformed into

ma}gcz Z i:aij[n]R

" i=1je{0,1} n=1
s.t. (1),(2),(3), (15), (16).

Note that in the objective function and constraint (16), R;;[n]
is neither convex nor concave with respective to q;[n|. There-
fore, problem (26) is still non-convex, which is difficult to
be directly solved in general. To tackle such challenge, we
first introduce the slack variables ® = {6;,[n],Vi € K,j €
{0,1},n € N//N}, and thus problem (26) is transformed into

(26)

K
Jws 2 2 ol @

i=15€{0,1} n=1

s.t. (1),(2),(3), (15),

N—-1 N

> Ciay;ln] ! > fuln)

n=I n=Il+1

Vie K,5€{0,1},1 € N/N, (27a)

0:5[n] < Tis[n],

VieK,j€{0,1},n € N/N, (27b)

where Rfj[ n] = Blog,(1+ 0;5[n]) — /1 — (1 + 6;5[n]) 2

Then, we prove that solving problem (27) is equivalent to
solv1ng problem (26). Define f(z) = b[z3(1—z)~ 2 +322(1—
;c)*’] — cx, where b and c are positive constants.

Lemma 2: For 0 < x < 1, f(z) < 0.

Proof: Please refer to Appendix B. |

Based on Lemma 2, we have the following Proposition.

Proposition I: RY;[n] is a monotonically increasing concave
function with respect to 6;;[n].

Proof: Please refer to Appendix C. |

Based on Proposition 1, it can be verified that at the
optimal solution to problem (27), the constraint (27b) can
be satisfied with equality, otherwise the objective value of
problem (27) can always be increased by increasing 6;;[n].
Therefore, problem (26) is equivalent to problem (27).

As can be seen, constraints (27a) and (27b) are still non-
convex. To tackle such issue, the SCA technique is adopted,
where the original function is approximated by a more
tractable function at a given local point in each iteration.
Denote ®" = {0];[n],¥i € K,j € {0,1},n € N/N} and

= {dj[n],j € {0,1},n = 1,..., N + 1} as the given
slack variables and trajectories of the vehicle and the UAV,
respectively, in the r-th iteration. According to Proposition 1,
Rfj [n] is concave with respect to 6;;[n]. Since any concave
function is globally upper-bounded by its first-order Taylor
expansion at any given local point. Therefore, the upper bound
of RY,[n] at the given local point ©" in the r-th iteration can
be expressed as

R[] < Af[n] + Ij;[n)(635[n] — 67;1n])

A pb,ub . .
= R[], Vie K,j€{0,1},n e N/N,  (28)

where A7j{n] = Blogy(1 + 0}3[n]) = <\/1— (1+ 0} [n]) -2
and Ij;[n ]— 25 (1407 [n]) ™ =<1 = (146}, [n]) 2] 72 (1 +
0;;[n])~? are positive constants. Therefore, Rg “"In] is affine

W1th respect to 0;;[n].

Although T';;[n] is neither concave nor convex with respect
to q;[n], it is convex with respect to ||q;[n] — w;||?. Since
any convex function is globally lower-bounded by its first-
order Taylor expansion at any given local point. Therefore,
the lower bound of I';;[n] at the given local point Q" in the
r-th iteration can be expressed as

Lij[n] > @
— Winl(lla;[n] — — llaj[n] — wl|*)

A lb . .
2T%n],Vi€ K,j € {0,1},n € N/N,

n]

|2

(29)

where Qf;[n] = —

o2llajn]—will>+n4;[n] if
Yij ["}‘75
(o2llaf [n]—w.ill24+n:;[n])?
I'%[n] is concave function with respect to q;[n].

With any given local points ®" = {0;:[n],Vi € K,j €
{0,1},n € N/N} and Q" = {qj[n].j € {0,1},n =
1,..., N+1}, according to the upper- and lower-bound expres-
sions in formulas (28) and (29), problem (27) is approximated
as

are positive constants. Therefore,

K N-—1 .
D
s.t. (1) (2),(3),(15),
N
ZC% Rl < > fiiln]
n=I[+1
VZ eK,j€{0,1},1 € N/N, (30a)
0ij[n] < T35 [n],
VieK,j€{0,1},n € N/N. (30b)

In this problem, the objective function is concave, constraints
(1), (15) and (30a) are linear, and the other constraints are
all convex. Therefore, problem (30) is a convex optimiza-
tion problem, which can be solved by standard optimization
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method, such as interior-point method. Hence, problem (26)
can be solved by alternatively optimizing problem (30) with
local points ®" and Q" in each iteration. The details are
summarized in Algorithm 2.

Algorithm 2 SCA-based algorithm for problem (30)
:r<+0
2: Initialize the slack variables 6;[n] and the trajectories of
the vehicle and the UAV q[n].
3: repeat
4. Solve problem (30) with local points 6;;[n] and q[n],
and obtain the solution qj[n], 6;[n] and f};[n].
5:  Update the local points q§+ [n] <« qj[n] and
9;}“ [n] < 07;[n].
6: r<1r+1
7. until The objective value converges.

C. Overall algorithm

Based on Algorithm 1 and Algorithm 2, which solve the
communication scheduling optimization as well as trajectory
and computing resource optimization problems, respectively,
an alternative algorithm is proposed to solve the original
problem (17). First, in the (r + 1)-th iteration, given the
trajectory Q" and the computing resource F”, problem (21)
is solved to obtain the communication scheduling A"*! by
Algorithm 1. Then, with A™*!, problem (30) is solved to
obtain Q"' and F"*+! by Algorithm 2. The iteration continues
until the objective value of problem (17) converges. The details
of the overall algorithm are summarized in Algorithm 3.

Algorithm 3 Overall algorithm for problem (17)
1:r<+0
2: Initialize the trajectories of the vehicle and the UAV qjj[n]
and the computing resource f];[n].
3: repeat
4:  Solve problem (21) with the local points q"[n] and
1;[n] by Algorithm 1, and obtain the solution aj;[n].
5:  Update the local point a’{f '] « aj;[n].
6:  Solve problem (30) with the local point afj-* '[n] by
Algorithm 2, and obtain the solution qj[n] and f};[n].
7. Update the local points q"*'[n] <« qj[n] and
R )
8 rr+1
9: until The objective value converges.

D. Convergence and Complexity Analysis

It can be verified that the objective value of problem
(17) is non-decreasing after each iteration of Algorithm 3.
Moreover, the objective function of problem (17) is upper-
bounded by a finite value. Thus, the convergence of Algorithm
3 is guaranteed.

Note that the complexity of Algorithm 3 lies in solving
problems (21) and (30). The former one is solved by dual
decomposition method in Algorithm 1. Its complexity is
O(2I4K (N — 1)), where I; denotes the number of iterations

8

required by the dual method. The later one is solved by
interior-point method in Algorithm 2. Therefore, the complex-
ity is roughly given by O(L;(2(N + 1) + 4K (N — 1))3?),
where I; represents the number of iterations required by
Algorithm 2. Hence, the complexity of the overall algorithm
is O(2I4K(N — 1)+ L;(2(N + 1) + 4K (N — 1))35).

V. SIMULATION RESULTS

In this section, numerical results are provided to verify
the effectiveness of the proposed algorithm. According to the
practical vehicle, the height of the vehicle is set as Hy = 1.5
m. Considering the channel quality and energy consumption
of the UAYV, the altitude of the vehicle-mounted UAV is set as
H,; = 40 m [21]. The vehicle is assumed to travel along the
straight line between the initial location q; = [0, 0]7 m and the
final location q = [0, 1000]7 m. In order to guarantee that the
UAV can fly back to the vehicle at the final location, the maxi-
mum speeds of the vehicle and the UAV are set as Vj** = 20
m/s [33] and V™** = 30 m/s [34], respectively. We consider
the UAV-aided vehicular short-packet communication and edge
computing system with K = 20 IoT devices that are randomly
and uniformly distributed within a square area of 1 x 1 km?.
For ease of analysis, it is assumed that all the IoT devices have
identical property, i.e., they transmit data at the same power
P; =0.01 W and have the same computation requirement for
1 bit data C; = 1000 cycles/bit [13]. The other parameters are
set as follows: the channel power gain py = —60 dB at the
reference distance of dy = 1 m, the temporal fading coefficient
a = 0.98 [29], the Rician factors Sy = 1 and 8; = 2 [35],
the variance of channel estimation error O'%L =1, the received
noise power o2 = —80 dBm, the decoding error probability
e = 1079, and the channel bandwidth B = 5 MHz. Unless
otherwise stated, the simulation parameters are summarized in
Table II.

For comparison, we consider two benchmark algorithms,
namely, 1) particle swarm optimization (PSO) based algorithm,
in which each particle represents the communication schedul-
ing of all the IoT devices in every time slot; 2) greedy-based
algorithm, in which the IoT devices are assigned to the one
with the highest throughput among the vehicle and the UAV
in current time slot, if both the vehicle and the UAV satisfy
the constraints.

First, we study the convergence of the proposed algorithm
in Fig. 2. It shows that the objective value increases quickly
and the proposed algorithm converges in a few iterations. This
demonstrates the convergence analysis in Section IV-D. As a
comparison, the convergence of the greedy-based algorithm
can not be guaranteed. That is because it only makes the
best offloading decision for the devices in current time slot,
but not the whole procedure, which results in a local optimal
communication scheduling. Therefore, the convergence of the
proposed algorithm is better than that of the greedy-based
algorithm.

To validate the proposed algorithm, Fig. 3 shows the opti-
mized trajectories under different computing resource of UAV
fi*. It can be seen that the UAV first serves the IoT devices
above the road, and then serves those below the road. The
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TABLE II
SIMULATION PARAMETERS 500 T T T T
Parameter Description Value
K Number of IoT devices 4
1 Time slot length 1s
Channel power gain
po at the reference distance of Im -60 dB 2
B Channel bandwidth 5 MHz ¢ K
eadi i 00 s 3 & 1
« _ Temporal fading co.efﬁment 0.98 " 89@ SR COeO00000 )
Bo Rician factor of the vehicle’s channel 1 -200 | 1
B1 Rician factor of the UAV’s channel 2 300 x x % Location of loT device| |
B - —9 —¥—Trajectory of vehicle
62 . Decoding error pr(?babl.hty 10 200k _ 6 ~Trajectory of UAV }
oy Variance of channel estimation error 1 N
o? Noise power at the receiver -80 dBm '5000 2(')0 4(')0 6(I)0 8(I)0 1000
P Transmit power of the i-th IoT device 0.01 W x-axis
} Required CPU cycles .
Ci for computing 1 bit data 1000 cycle/bit (a)
qr Initial location of the vehicle [0,0]T m
ar Final location of the vehicle [0,1000]T m 500 i i i i
Hyp Height of the vehicle 1.5m
Hy Altitude of the UAV 40 m
Ve Maximum speed of the vehicle 20 m/s
Ve Maximum speed of the UAV 30 m/s
i)
7 3
5. x10 i i i i i g

»
o o

»
o

»
(M)

Total number of computation
(equivalent to bits)
N =

@
©

36 1 1 1 1 1
1 5 10 15 20 25 30

Number of iterations

Fig. 2. Convergence of Algorithm 3.

reason is that there are more near devices below the road
when x > 500 m, which can offload more computational data.
Furthermore, by comparing Fig. 3(a) and Fig. 3(b), we can
see that the UAV prefers to fly close to the near devices when
its computing resource is sufficient, otherwise it trends to be
close to the far ones. That is because when the computing
resource of the UAV is inadequate, the vehicle can execute
more data offloaded from the near IoT devices than the UAV,
and the UAV can increase the total amount of computation
by processing the data offloaded from the far devices. On the
contrary, when the computing resource of UAV is sufficient,
it can fly close to the devices to achieve more data than the
vehicle. Therefore, the UAV would like to execute the data
offloaded from the near devices to save the flight time for
the computation. In addition, as observed from Fig. 3(b), the
UAV with sufficient computing resource would like to serve

300} x x % Location of loT device| |
—¥— Trajectory of vehicle
-400 F —© -Trajectory of UAV _
x
-500 L L L L
0 200 400 600 800 1000
X-axis
(b)

Fig. 3. Trajectories of the vehicle and the UAV in the network with 20 IoT
devices. (a) T' = 50 s, fi*** = 2 GHz, f{"** = 10 MHz. (b) T' = 50 s,
f5re® = 2 GHg, f{*** =1 GHz.

more devices above the road even though the devices below
the road are closer. That is because the optimization problem
is formulated based on the lower bound of SNR under the
time-varying channel. The channel estimation becomes less
accurate over time, and thus the lower bound of SNR decreases
with respect to time. Therefore, the IoT devices that the UAV
encounters first (the devices above the road) can transmit more
computational data.

In order to further investigate the impact of the vehicle
travel time and the computing resource on the total amount
of computation, we simulate the proposed algorithm under
different vehicle travel time and computing resource of UAV,
respectively, as shown in Fig. 4. Since the distances between
the curves in bits are too close to observe, we plot the total
amount of computation in dB on the following figures. As
can be seen from Fig. 4(a), the total amount of computation
increases with the vehicle travel time, since the vehicle and
the UAV have more time to execute more data. However, the
increase rate generally slows down over the vehicle travel
time. It is because the UAV is able to fly close enough to
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Fig. 4. Total amount of computation under different conditions. (a) vehicle
travel time. (b) computing resource of UAV.

the served devices in less time. More time can only increase
the hovering time, which yields a limited improvement in
the amount of computation. From Fig. 4(b), one can observe
that the total amount of computation first increases with the
computing resource of UAV, and then stays unchanged when
the computing resource of UAV reaches a certain level. That
is because the UAV can execute more computational data
with the increase of its computing resource. However, when it
comes to a certain level, the computing resource of the vehicle
and UAV exceeds the maximum computation requirement of
the IoT devices.

Then, we plot the system computation efficiency under
different vehicle travel time and computing resource of UAV,
respectively, in Fig. 5, to further illustrate the analysis of Fig.
4. As observed from Fig. 5 (a), due to the increase of the total
amount of computation, the system computation efficiency
also increases with respect to the vehicle travel time. This
is consistent with the above analysis of Fig. 4(a). Besides,
one can also see that when the computing resource of UAV
is 10GHz, the system computation efficiency is less than that
when the computing resource of UAV is smaller. Moreover,
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Fig. 5. System computation efficiency under different conditions. (a) vehicle
travel time. (b) computing resource of UAV.

from Fig. 5(b), it can be observed that the system computation
efficiency first increases and then decreases with the comput-
ing resource of UAV. These verify the above analysis that as
the computing resource of UAV increases, the system comput-
ing resource exceeds the maximum computation requirement
of the IoT devices.

For showing the impact of the time-varying channel and the
short-packet communication on the system, we compare three
schemes in Fig. 6, namely, 1) Scheme I: both the time-varying
channel and the short-packet communication are considered
as in this paper; 2) Scheme II: the channel dispersion V;;[n]
in the achievable rate of the short-packet communication is
approximated as 1 [36]; 3) Scheme III: the time-varying
channel is not considered [37]. It can be observed that Scheme
IIT can achieve the most amount of computation, and Scheme
II achieves the least. The reasons are as follows. First, the
achievable rate of the approximation method in Scheme 1II is
lower than that in the other two schemes. Therefore, when the
computing resource is sufficient, the amount of computation
in Scheme II is lower. Second, the Scheme III only considers
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Fig. 7. Algorithm comparison under different conditions.

the large-scale fading, and thus the CSI is assumed to be
accurate. Hence, compared with Scheme I and Scheme II,
the IoT devices in Scheme III achieve the largest transmit
rate. As a result, the system in Scheme III can process more
computational data when the computing resource is sufficient.
Although the system in Scheme I processes less data than
that in Scheme III, Scheme I is more practical and can
guarantee that the system at least completes this amount of
computation. In addition, one can see that the performance gap
between Scheme I and Scheme II increases with respect to the
vehicle travel time. That is because the discrepancy between
the achievable rates of Scheme I and Scheme II accumulates
over the vehicle travel time. Moreover, since Scheme II adopts
approximation method, the optimization results in Scheme I
are more accurate than that in Scheme II.

To demonstrate the effectiveness of the proposed algorithm,
we compare it with PSO-based algorithm and greedy-based
algorithm in Fig. 7. It can be seen that the proposed algo-
rithm performs better than its counterparts. It achieves more
amount of computation under different vehicle travel time and

computing resource of UAV. Moreover, since the PSO and
the greedy algorithms are heuristic, the performances of the
PSO-based and the greedy-based algorithms are not stable.
Due to the heuristics, they fluctuate in Fig. 7, especially the
greedy-based algorithm. Therefore, compared with the other
two algorithms, the proposed algorithm is more stable.

VI. CONCLUSION

In this paper, we have proposed a novel UAV-aided VEC
system architecture, where the on-board UAV assists the
vehicle in executing the computational data offloaded from
the roadside IoT devices. Through the first-order Gauss-
Markov process, we have derived the lower bound of SNR
under the time-varying Rician fading channel. Moreover, short
packet communication has been applied to guarantee the low
latency of the system. Based on these settings, we have
formulated an optimization problem to maximize the total
amount of computation by jointly optimizing the communi-
cation scheduling, the trajectories of the vehicle and on-board
UAV, and the computing resource. This optimization problem
is a mix-integer non-convex problem, which is challenging
to solve. As such, we have decomposed the problem into
two subproblems: communication scheduling, and trajectory
and computing resource optimization problems. To solve these
subproblems efficiently, we have proposed two algorithms
by applying the Lagrangian dual decomposition method and
SCA technique, respectively. Then an alternative algorithm
has been proposed based on these two algorithms. Numerical
results have shown that the on-board UAV prefers to fly
close to the IoT devices it encounters first, since the lower
bound of SNR decreases with respect to time in the time-
varying fading channel. Furthermore, we have also illustrated
that the proposed algorithm can improve the total amount of
computation as compared to other benchmark algorithms.

APPENDIX A
PROOF OF THE LEMMA 1

For ease of exposition, we omit the indices of time slot, IoT
device, vehicle and UAV in this proof. Denote S as the signal
transmitted by the IoT device, and thus the received signal at
the vehicle or UAV is given by

U=PHS+Z=P(H+H)S+ Z, (31)

where E[S?] = 1, Z is the AWGN following the complex
Gaussian distribution with zero mean and o2 variance.
The mutual information between U and S is given by

1(8;Y) = h(S) = h(S|U), (32)

where n(S) = 1log(2meP) is a fixed value. Therefore, in
order to obtain the lower bound of I(S;Y"), we need to find
an upper bound of h(S|U).

For any real number w, the conditional entropy h(S|U) =
h(S—=wU|U), and h(S—wU|U) < h(S—wU) [38]. Therefore,
we have

Rh(S|U) < h(S —wlU) <

log(2meVar(S —wl)). (33)

N | =
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To minimize the RHS of the second inequality, w is properly
chosen such that wU is the linear minimum mean-square error
(LMMSE) estimate of S in terms of U, which is given by

_E[SU] PH

= = — . 34
“TEU? T P+ Po% +o? (34)
By substituting (34) into (33), one can have
1 PH
h(S|U) < = log(2 ____ " . 35
( | )—QOg( TrePiH2+PO'12»EI—|—O'§) ( )

Hence, the lower bound of the mutual information between S
and U can be expressed as

I(S;Y) = h(S) — h(S|U)
1 1 PH
> - _z _
23 log(2mweP) 5 10g(27rePH2 n PO’% m 03)
1 PH?
= 5 log(1+ PoZ 12 ). (36)

Therefore, the lower bound of SNR in time-varying Rician
fading channel between the i-th IoT device and the vehicle as
well as the UAV in the n-th time slot is given by

P 2h12_] [n]

) 2"
Plazz‘j [n] +o

Thus, we complete the proof.

APPENDIX B
PROOF OF THE LEMMA 2

The first-order and second-order derivatives of f(x) are
given by

3 5 9 3
il =b[§a:3(1 —x)7 2+ §x2(1 —x)"2

[SIE

+62(1 —xz)"2] — ¢, (38)
wo_gdd g 1 4D o s
ffb[4x(1 x) +4z(1 x)

+122(1—2)"% +6(1—2)" 2] (39)

It is noted that f” > 0 for 0 < x < 1. Therefore, [’ is a
monotonically increasing function for 0 < = < 1. Moreover,
911311 f' = —c < 0. Hence, f is a monotonically decreasing
function for 0 < = < 1. Since iii%f =0, one can have f <0
for 0 < z < 1. The proof is completed.

APPENDIX C
PROOF OF THE PROPOSITION 1

For ease of exposition, we simplify the notations Rfj [n] and
6;;[n] to R and 6, respectively, in this proof. The first-order
and second-order derivatives of R are given by

B
R =2 (1467 1= (1+6)7%) 21 +6)7% (0
R =o{[L—(1+6) ) 5(1+0)°
F31-(1+0)7272(1+6)7")
B

—— 1+

In2 @D

Letz = (1+ 9)_2, b=g¢,and c = %, then one can have

R"” = f. Since § > 0, we have 0 < z < 1. According to
Lemma 2, owing to R’ < 0 for 0 < x < 1, R is a concave
function and R’ is a monotonically decreasing function with
respect to 6. Furthermore, we have lim R’ = 0, and thus

60— 00
R’ > 0. Therefore, R is a monotonically increasing concave

function, which completes the proof.
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