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     ABSTRACT 

 
Abstract 

 
 
Content-based image classification and retrieval are the automatic processes of taking 

an unseen image input and extracting its features representing the input image. Then, 

for the classification task, this mathematically measured input is categorized according 

to established criteria in the server and consequently shows the output as a result. On 

the other hand, for the retrieval task, the extracted features of an unseen query image 

are sent to the server to search for the most visually similar images to a given image 

and retrieve these images as a result. Despite image features could be represented 

by classical features, artificial intelligence-based features, Convolutional Neural 

Networks (CNN) to be precise, have become powerful tools in the field. Nonetheless, 

the high dimensional CNN features have been a challenge in particular for applications 

on mobile or Internet of Things devices. Therefore, in this thesis, several fast 

embeddings are explored and proposed to overcome the constraints of low memory, 

bandwidth, and power. Furthermore, the first hostel image database is created with 

three datasets, hostel image dataset containing 13,908 interior and exterior images of 

hostels across the world, and Hostels-900 dataset and Hostels-2K dataset containing 

972 images and 2,380 images, respectively, of 20 London hostel buildings. The results 

demonstrate that the proposed fast embeddings such as the application of GHM-Rand 

operator, GHM-Fix operator, and binary feature vectors are able to outperform or give 

competitive results to those state-of-the-art methods with a lot less computational 

resource. Additionally, the findings from a ten-year literature review of CBIR study in 

the tourism industry could picturize the relevant research activities in the past decade 

which are not only beneficial to the hostel industry or tourism sector but also to the 

computer science and engineering research communities for the potential real-life 

applications of the existing and developing technologies in the field. 
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     CHAPTER 1: INTRODUCTION 

 

Chapter 1: Introduction 
 

1.1 Content-Based Image Classification and Retrieval 

 

Looking at content-based image classification, it is the process of taking an unseen 

input which is the image contents rather than the metadata such as keywords, tags, 

or other ways of image descriptions and extracting its features representing the input 

image which could be an object or type of land. Then, this mathematically measured 

input is categorized according to established criteria in the server and consequently 

shows the output as a result. Furthermore, the image classification is often found as a 

supervised learning problem in which a set of target classes are firstly defined and the 

model is then trained to recognize them using labelled images. The classification 

process is illustrated in figure 1.1 below. 

Figure 1.1: The process of content-based image classification 

 

Moving to content-based image retrieval (CBIR), it is also known as query by image 

content which is the process of taking image contents as the unseen query image, 

extracting its features, and sending it to the server which contains a large database of 

digital images. Then, search for the most visually similar images to a given image and 

retrieve these images as a result. Moreover, in many cases, the image retrieval is an 

unsupervised learning problem meaning the model analyses the unseen images in the 
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database and discovers the patterns on its own. Then, comparing these patterns to 

the patterns of the given query image in order to match and retrieve the closest 

images. The retrieval process is shown in figure 1.2 below. 

 

Figure 1.2: The process of content-based image retrieval 

 

In addition, an image query/input could be in the form of sketch or colour map, 

however, image example would be the most appropriate image type for content-based 

image classification and retrieval as it has well-represented attributes of an image such 

as the presence of a particular combination of colour, shape, and/or texture, the 

presence or arrangement of the object(s) in an image, and the presence of location(s), 

event(s), or individual(s). It can be seen that the content-based technique could be a 

more challenging technique compared to the semantic-based technique and text-

based technique which use words as tools of communication and are logically 

structured by a human [1]. However, by using the content-based technique, an image 

classification could achieve high accuracy and the closest image(s) could be retrieved 

for image retrieval with less human errors and less labour cost in these image indexing 

and organization. 
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1.2 Hostel Search and the Application of CBIR & Classification Systems  

 

The tourism industry has been one of the driving forces of the economy for many 

countries around the world [2]. In 2019, the industry contributed 8.9 trillion US Dollars 

to the world’s gross domestic product (GDP), accounted for 10.3 per cent of global 

GDP, and provided 330 million jobs, one in ten jobs, around the world. Moreover, 948 

billion US Dollars in capital investment was allocated to the industry. Additionally, 

despite the service nature of tourism, it can be seen as a tourism product which 

consists of five elements including attractions, access, accommodation, amenities, 

and activities [3] [4] [5].  As a consequence, accommodation as a major part of the 

tourism product had also increased in number. Particularly, accommodations targeting 

on millennial generation became a focus for world-dominant hoteliers such as 

AccorHotels, Hilton, and Marriott [6] [7] [8] [9]. On top of this, major hostel chains such 

as A&O, Generator, Meininger, and St Christopher’s Inns had expanded their business 

while there was an increasing number of independent hostels in different parts of the 

world [10] [11]. 

 

In terms of sources for accommodation search, online travel agencies have played 

major roles as a fare aggregator and a reservation portal as they facilitate and provide 

decision-making information about a number of major hostel chains such as A&O, 

Generator, Meininger, and St Christopher’s Inns and countless of the independent 

hostels. Some of the key players are  www.hostelz.com, providing a list of almost 

50,000 hostels in over 7,000 cities, www.hostelworld.com, containing a database of 

over 36,000 properties, www.hostels.com and www.booking.com, listing over 30,000 

hostels on their sites. Despite the fact that the hostel market considers its images as 

a critical factor as images portrayed its facilities and unique atmosphere which highly 

influence the decision-making process of potential guests when choosing an 

accommodation [12] and the fact that digital image sharing on social media via 

smartphone has become a phenomenon in today’s society, 350 million images are 

uploaded every day on Facebook, more than 50 billion images so far have been 

uploaded to Instagram, and over 1.2 billion images and videos are uploaded on 

Google Photos [13] [14] [15] [16], these e-intermediaries mainly rely on the text-based 
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method by using keywords to retrieve the results of each search and has no sign of 

CBIR application onto their search systems. Furthermore, their additional and crucial 

challenge is the management of the vast and growing collections of digital images. For 

example, on booking.com,  travellers upload more than 150 million images onto the 

system in order to share their experiences during their stay [17]. Therefore, to 

manually or automatically classify this enormous amount of images in their database 

and systematically organize them for future use such as image retrieval or image 

analysis could be costly and time-consuming, let alone correctly classify these images. 

In addition, by considering a hostel image, a hostel interior image tends to have more 

complex clusters of image contents and a hostel building image could be less visible 

when compared to a hotel image. This leads to more difficulty in image 

classification/organization. Having said that, an image would be the appropriate tool 

for accommodation search as ‘a picture is worth a thousand words’.  
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1.3 Existing CBIR Systems, Promises, and Challenges 

 

There is evidence that CBIR has been applied to many industries such as for crime 

prevention purposes by the Federal Bureau of Investigation (FBI) [18] and immigration 

offices in many countries using this image retrieval technique for automatic fingerprint 

matching, and the Los Angeles police department [19] and immigration control across 

the world use software designed for face recognition.  

 

As for museum management purposes, IBM (International Business Machines 

Corporation)’s QBIC (Query By Image Content) system was applied to the website of 

the Hermitage Museum in Russia [20]. Therefore, people are able to search and 

appreciate the precious artworks without being at the museum. 

 

Additionally, the application of CBIR can be found for medical diagnosis purposes in 

healthcare, intellectual property protection for trademark owners, architectural or 

engineering design for related companies, fashion or interior design for relevant 

enterprise, image library in journalism and advertising, cultural heritage documentation 

for museums and art galleries, and self-study courses of academia and training 

providers [18]. 

 

Furthermore, three of the key developers have launched the search by image 

constructs, Search By Image by Google, TinEye by Idee, and Yandex by Yandex, for 

the general public. On top of these, mobile phone giants adopt an Artificial Intelligence-

powered technology that uses a smartphone camera and deep machine learning for 

object recognition and image retrieval using only visual content on their mobile apps 

such as Bixby by Samsung which allows mobile users to point their cameras at an 

object in order to retrieve similar items with additional information such as shops that 

sell these items, product features, and online deals [21]. Similarly, HiVision by Huawei, 

and Google Lens by Google which is now compatible with many iPhones operating 

systems (iOS) and Android devices are also available [22] [23]. Having said this, 

retrieval accuracy and computational cost remain major challenges as object 

recognition and retrieval require more in-depth studies on smaller-scale datasets and 
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in return contribute to more effective image search using visual features in response 

to a user-specified query. Therefore, there is a large room for improvement in this field 

within academic research communities, as well as commercial research, and its real-

life applications in our society. 

 

To briefly test existing CBIR systems on hostel images, simulation results from two 

systems, Google’s Search By Image and Mitro’s system [251], are illustrated below. 

 

To begin with Google’s Search By Image, the system is primarily based on colour 

and shape features. Additionally, it makes a text-based guess on the image query as 

a part of image identification which results in returned images. 

 

Image 

Query 
Visually Similar Images 

      

Away Hostel, Lyon, France 

      

Y’s Cabin Hostel, Yokohama, Japan 

      

A&O Hostel, Leipzig, Germany 

 
Figure 1.3: The example of Google’s Search By Image for hostel search 

 

Concerning colour features, most of the returned images are visually similar to each 

hostel image query. However, when it comes to the shape features, in spite of similar 
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shapes, some objects in each image are different from each other. For instance, in the 

case of Away hostel image, instead of retrieving images with a two-layer bunk bed, 

the results show images of cupboards or chests of drawers. On top of these, despite 

the fact that the system has a text-based guess for image identification, two of three 

hostel image queries, Y’s Cabin and A&O which both are chain hostels, are retrieved 

as ones of the returned images and the system is not able to retrieve the same image 

as the image query for Away hostel which is an independent hostel. Moreover, some 

of the images retrieved are not the bedroom images of hostels but the toilet or living 

room or possibly other types of accommodation instead. 

 

Therefore, according to the results in Figure 1.3, Google’s Search By Image is not yet 

applicable for a hostel search due to its image database that contains a variety of 

image categories which is not specifically designed for a unique purpose like a hostel 

search. Additionally, there is room to improve the system especially on its shape 

features extraction, image retrieval techniques used, and Google’s hostel image 

database. Nevertheless, the retrieval speed could be considered acceptable quick for 

a large image database. 

 

Mitro’s CBIR system focuses on two classical features, colour and texture features. 

By using a subset of this PhD project’s image dataset as a database, 500 hostel 

interior images, as well as comparing cosine similarity of the hostel image query and 

the hostel images in the database, the results of hostel search are shown as follow. 
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Image 

Query 
Retrieved Images 

      

Away Hostel, Lyon, France 

      

Y’s Cabin Hostel, Yokohama, Japan 

      

A&O Hostel, Leipzig, Germany 

 

Figure 1.4: The example of Mitro's system for hostel search after cosine similarity comparison 

 

Based on colour features, it can be seen that despite using classical and basic features 

like colour features, the retrieved images contain a variety of colours some of which 

do not appear on the image query. Moving to the texture features, Mitro’s system could 

be considered quite an effective system in terms of performance as the floor textures 

on most retrieved images are similar to the floor textures on the image query. 

Moreover, the wall textures on most retrieved images are as plain as the image query 

which has no pattern on the wall. 

 

Consequently, according to the results in Figure 1.4, Mitro’s system has a potential for 

hostel search as it has strengths in the techniques used for its texture features 

extraction and the image queries are retrieved as ones of the returned images after 

comparing cosine similarity. Having said this, colour features extraction needs to be 

improved as colours in a hostel image reflect different moods and tones of hostel 

interior designs which result in different preferences of each potential hostel guest. 

Additionally, bunk bed images are retrieved instead of single/double bed images. 
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Therefore, shape features could be considered for the purpose of improving the 

system in particular for hostel images. 

 

Despite the strengths of Google’s Search By Image and Mitro’s system and their 

potential for hostel search, it is undeniable that the databases remain a critical 

challenge, especially Google’s. As it is not only about the size of the database or the 

types of images in the database but each image in the database also could be labelled 

in order to potentially increase retrieval accuracy. 
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1.4 Motivations and Research Question 

 

The inspiration of this research project initiates from the researcher’s observation on 

available online travel agencies for hostel search on smartphone and their lack of 

CBIR technique used which is considered state-of-the-art knowledge. It is a surprising 

result of observation, in spite of the importance of the accommodation sector for the 

tourism industry, especially in the age of the digital image. Furthermore, to the best of 

my knowledge, the CBIR technique study or application, or even text-based image 

retrieval (TBIR) and semantic-based image retrieval (SBIR) techniques [24] in relation 

to accommodation, in general, are rarely found and there is none of the hostel market, 

let alone content-based image classification. For these reasons, the researcher wants 

to pursue research that transfers the knowledge in the computer science and 

engineering discipline to the tourism discipline by developing the first hostel-oriented 

algorithm using fast computable and memory-efficient embeddings with novel 

techniques for content-based image classification and retrieval on low-computational 

devices such as mobile phone and Internet of things (IoT). On top of this, personal 

interest in the hostel market also contributes to the inspiration for this project.  

 

As a result, a research question of this project is Which fast embeddings are state-

of-the-art and applied in content-based image classification and retrieval for the 

hostel search on low-computational devices? 
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1.5 Aim and Objectives 

 

According to the research gap and personal interest aforementioned, the aim of this 

work is to develop fast computable and memory-efficient embeddings for content-

based image classification and retrieval on low-computational devices such as mobile 

phones and the Internet of things (IoT) and pioneeringly apply these novel techniques 

to the hostel industry. 

 

In addition, the researcher has addressed six research objectives as follows. 

 

• To carry out relevant literature review including types of features representing image 
content, the quantization of image features, the state-of-the-art dimensionality 

reduction operators, the existing CBIR and classification approaches in computer 

science and engineering discipline and tourism discipline, and similarity measures 

and performance measurement. 

• To familiarize with relevant programming languages such as MATLAB and Python, 
as well as interactive environments such as MATLAB and Google Colab. 

• To gather the first hostel image datasets, hostel image dataset containing 13,908 

interior and exterior images of hostels across the world, and Hostels-900 dataset 

and Hostels-2K dataset containing 972 images and 2,380 images, respectively, of 

20 London hostel buildings. 

• To implement and evaluate available algorithms in relation to dimensionality 

reduction and quantization. 

• To develop and evaluate the fast computable and memory-efficient operators for 

content-based image classification and retrieval. 

• To apply and evaluate the developed techniques on the collected hostel image 

datasets. 

 

By fulfilling the above objectives, the researcher hopes to achieve the aim of this 

research project and simplify our way of hostel search in the future.  
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1.6 Contributions of This Thesis 

 

In response to the objectives aforementioned, the contributions of this thesis are 

addressed below. 

 

• Creating the first hostel image database which contains three datasets of hostel 

images. The first dataset, the hostel image dataset, consists of hostel interiors, such 

as images of a bedroom, kitchen, and laundry room, and exterior, such as garden 

and facade, for image classification experiments. The other two datasets, Hostels-

900 dataset and Hostels-2K dataset consisting of 20 London hostel buildings for 

image retrieval experiments. These images represent independent hostels which are 

usually privately owned and have unique designs and chain hostels which are 

corporately owned and usually have similar designs. 

 

• Conducting and presenting a systematic evaluation of the quantization effect using 
uniform scalar quantizer on content-based image classification and retrieval. 

 

• Conducting and presenting a systematic evaluation of the fast dimensionality 

reduction operators using Hadamard Projection and Discrete Cosine Transform, 

against Random Projection, Principal Component Analysis, and Circular Binary 

Embedding. 

 

• Applying and evaluating the developed techniques on the collected hostel image 
datasets for image classification and retrieval. 

 

The overall intention is to develop fast computable and memory-efficient embeddings 

for content-based image classification and retrieval on devices with low memory, 

bandwidth, and power such as mobile phones and the Internet of things (IoT) and 

pioneeringly apply these novel techniques to the hostel industry. 
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1.7 Thesis Outline 

  
Chapter Two: This chapter presents a literature review conducted in relevant areas 

including existing approaches for CBIR and classification, features representing image 

content, dimensionality reduction and quantization of image features, similarity 

measures, and performance measurement. 

 

Chapter Three: This chapter studies the quantization effect using uniform scalar 

quantizer and dithering-based scalar uniform quantizer on general image classification 

and retrieval. 

 

Chapter Four: This chapter addresses the state-of-the-art techniques of fast 

dimensionality reduction including Random Projection, Principal Component Analysis, 

Circular Binary Embedding, Hadamard Projections, and Discrete Cosine Transforms. 

The performance comparison between the proposed approaches and the existing 

methods for general image retrieval and classification is demonstrated. 

 

Chapter Five: This chapter is devoted to the first hostel database, consisting of hostel 

image dataset and London hostel building datasets, which is newly collected for this 

research project. Data collection including data sources, data selection, and data pre-

processing are illustrated. 

 

Chapter Six: This chapter presents the application of the proposed fast embeddings 

on hostel image classification task using hostel image dataset. 

 

Chapter Seven: This chapter applies the proposed fast embeddings on hostel image 

retrieval task using Hostels-900 dataset and Hostels-2K dataset. 

 

Chapter Eight: This chapter summarizes the main findings of this research, draws 

conclusions, and highlights the potential future work
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Chapter 2: Literature Review 
 

2.1 Existing Approaches for CBIR and Classification 

 

Due to being interdisciplinary research of this study, this literature review section has 

addressed relevant literature in both computer science and engineering discipline and 

the tourism discipline.  

 

 I. Approaches for CBIR and classification in Computer Science and 

Engineering Discipline 

 

To begin with the existing approaches for CBIR, as a nature of computer science and 

engineering discipline mainly focuses on understanding, designing, and developing 

programmes in relation to computer-oriented subjects, therefore the available 

literature in CBIR topic is dominantly on advancing the existing feature extraction 

techniques and the existing image retrieval techniques in order to create more efficient 

tools rather than apply the techniques to particular fields of study or particular 

industries [25]. 

 

For instance, the studies that propose novel methods for feature extraction 

[26][27][28][29], the study that propose improved method for feature extraction [30], 

the study that propose novel method for image retrieval [28], and the studies that 

propose improved methods for image retrieval [25][31][32][33][34][35][36][37][38][39]. 

 

In addition, the studies that compare the CBIR technique to the text-based or 

semantic-based image retrieval techniques [24][40][41][42][43] are also often found. 

 

Nevertheless, to emphasize the validity of suggested approaches, the transparency of 

research experiments and the improvement on performance measurements are the 

crucial elements which should not be neglected. 
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Moving to the content-based image classification literature in the discipline, the 

significant contribution in this area is from ImageNet Large Scale Visual Recognition 

Challenge (ILSVRC) which is a competition for object detection and image 

classification at a large scale since 2012. Many winners developed novel CNN 

architectures which are widely used these days including AlexNet [44], GoogLeNet 

[45], and ResNet [46]. In addition, several CNN models newly developed by the 

runners up are also popular, particularly VGG [47]. Outside the competition, novel 

CNN models are created such as SqueezeNet [48] and DenseNet [49]. These models 

were trained on an ImageNet dataset containing over 14 million images with 1,000 

object classes. To provide alternative pretrained CNN models on other large scale 

image datasets for image classification, Zhou et al. [50] created Places356 dataset 

containing 1.8 million images with 356 scene categories which is a scene-centric 

dataset, unlike ImageNet which is an object-centric dataset. Then, off-the-shelf 

AlexNet, off-the-shelf GoogLeNet, and off-the-shelf VGG were trained from the scratch 

on Place356 dataset. Furthermore, the transfer learning technique was explored by 

Shaha and Pawar [51] in order to make the most of transferable parameters of the 

pretrained CNNs. Moreover, various experiments in the computer science and 

engineering discipline have been focusing on improving the accuracy of image 

classification through improved methods for feature extraction. For example, the 

evaluation of Individual units in CNN via Ablation [52], the evaluation of invariance 

properties and distinctiveness of colour descriptors [53], the application of OverFeat 

image features extractor [54], the application of Scale-Invariant Feature Transform 

[55][56], the use of K-nearest Neighbours(NN) [39][55], the implementation of Co-

Occurrence Matrix [30][37][57], Edge Histogram Descriptor (EHD) and Color Layout 

Descriptor (CLD) [58], and Deep CNN with Max-Pooling [59]. 

 

On top of this, an additional literature review for specific experiments is addressed in 

Chapter 3, Chapter 4, Chapter 6, and Chapter 7.  

 

 

 

 



 
 

Student ID 1731130 Page 31 of 194 Chanattra Ammatmanee 

     CHAPTER 2: LITERATURE REVIEW 

 II. Approaches for CBIR and classification in Tourism Discipline  

(The majority of content in this section is a peer-reviewed manuscript which is 
published in the Electronic Library journal) 

 

One of the earliest studies was conducted by Kato and Kurita in 1990 [60]. They 

studied visual interaction by using a visual example, a sketch, as a query in order to 

retrieve similar paintings in an electronic art gallery. However, their approach 

integrated a personal index with a pictorial index which is rather considered as 

semantic-based image retrieval.  

 

In 1994 Holt and Hartwick [61] collaborated with IBM in a joint research project with 

the purpose of evaluating the effectiveness of QBIC (Query By Image Content), a 

visual query software developed by IBM. Though having a vast image database of fine 

art from the Art and Art History Department Slide Library and the latest knowledge at 

the time, many results showed inaccuracy especially when shape features were 

involved. 

 

Another example of previous studies is Jain et al.’s work [62]. They applied the CBIR 

technique to access image contents of Brihadisvara temple’s heritage such as 

scriptures, architectural drawings, and publications. However, due to the low quality of 

the image database as many of these materials were old and difficult to read, the data 

preparation process was a crucial hindrance for their image retrieval.    

 

By considering the aforementioned projects within the tourism industry context, it can 

be seen that there were room for improvement in terms of the techniques used for 

feature extraction as well as the limited storage capacity. On top of these, the 

clarification of the experiments could also be available such as the technical details on 

feature extraction techniques and image retrieval techniques, the size and the source 

of image database, the comparison of different techniques used or different sets of the 

database used, and the performance measurement in order to assure their validity. 

Despite the limitations mentioned, the approaches of using a combination of features, 

colour and shape features, and using a combination of techniques contributed better 
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results in CBIR. Furthermore, the attempts to develop a real-life application of CBIR 

for public and academic domains, under limited knowledge and conditions during that 

time, led to more advanced attempts in following generations. 

 

Furthermore, by focusing on the relevant literature between the year 2010 and the 

year 2019, a comparative study of key elements and results from each experiment are 

highlighted in table II.I below with critical analysis. 

 

Author 
(s) 

Countr
y(s) & 
Public
ation 

Image 
Databas
e(s) & 
Format 

(s) 

No. of 
Images 

& 
Classes 

Extrac
ted 

Featur
e(s) 

Performanc
e 

Measureme
nt 

(s) & 
Result(s) 

Summary of 
Findings 

Premc
haiswa
det al. 
(2010) 
[63] 

Thaila
nd 
(IEEE) 

Tourist 
attractio
ns 
(JPEG, 
BMP & 
GIF) 

3,600 
(n/a) 

colour 
correlo
gram 

Precision 
(89%), 
recall (227),  
mean 
average 
precision 
(86%) &  
mean 
average 
recall (2) 

The ACCC 
(Auto Colour 
Correlogram 
and 
Correlation) 
algorithm 
outperforms 
the ACC 
(Auto Colour 
Correlogram) 
algorithm for 
CBIR 

Wenge
rt et al. 
(2011) 
[64] 

Switze
rland 
& 
Franc
e 
(Proce
edings 
of the 
19th 
ACM 
interna
tional 
confer
ence 
on 
Multim
edia) 

INRIA 
holidays 
(JPEG) 

1,491(5
00) 

colour 
& 
SIFT 

Mean 
average 
precision 
(65.3%) 

The colour 
SIFT 
descriptor 
outperforms 
the SIFT 
descriptor for 
CBIR 
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Raisi 
et al. 
(2011) 
[65] 

Iran 
(IEEE) 

own 
tourism 
databas
e 
(attractio
ns of 
Zaheda
n city 
and 
Universit
y of 
Sistan 
and 
Baluche
stan) 
(n/a) 

1,021 
(n/a) 

colour, 
texture
, & 
edge 

Average 
Normalized 
Modified 
Retrieval 
Rate 
(0.3444 for 
EHD) & 
running 
time (0.06s 
for SCD) 

The EHD 
(Edge 
Histogram 
Descriptor) 
and the SCD 
(Scale Colour 
Descriptor) 
methods 
outperform 
the others for 
CBIR 

Abdull
ahzade
h & 
Mohan
na 
(2013) 
[66] 

Iran 
(Intern
ational 
Resea
rch 
journal 
of 
Applie
d and 
Basic 
Scienc
es) 

Building 
category 
of Corel 
(JPEG) 

100 
(n/a) 

colour Average 
Normalized 
Modified 
Retrieval 
Rate 
(0.0759) 

The 
combined 
grey and HSV 
colour ANIRs 
(Affine Noisy 
Invariant 
Region) 
algorithm 
outperforms 
the others for 
CBIR 

Raisi 
et al. 
(2014) 
[58] 

Iran 
(Intern
ational 
Journa
l of 
Advan
ced 
Netwo
rking 
and 
Applic
ations) 

own 
tourism 
databas
e 
(attractio
ns of 
Zaheda
n city 
and 
Universit
y of 
Sistan 
and 
Baluche
stan) & 
Corel_1
k (n/a) 

1,000 
(17) & 
1,000 
(20) 

colour, 
texture
, & 
shape 

average 
normalized 
modified 
retrieval 
rate (0.2751 
for 
EHD&CLD) 
& query 
running 
time 
(0.050s for 
SCD) 

The 
combined 
EHD (Edge 
Histogram 
Descriptor) 
with CLD 
(Colour 
Layout 
Descriptor) 
and the SCD 
(Scale Colour 
Descriptor) 
method 
outperforms 
the others for 
CBIR 

Zheng 
et al. 
(2014) 
[67] 

China 
(IEEE 
Trans
action
s on 
Image 
Proce
ssing) 

INRIA 
holidays
, 
Ukbenc
h,DuIma
ge & 
MIR 
Flickr 
1M 
(JPEG) 

1,491 
(500), 
10,200 
(2,250), 
1,104 
(33) & 
1M (n/a) 

colour 
& 
SIFT 

Mean 
average 
precision 
(85.2%) 

The 
combined 
SIFT & colour 
algorithm 
outperforms 
the others for 
CBIR 



 
 

Student ID 1731130 Page 34 of 194 Chanattra Ammatmanee 

     CHAPTER 2: LITERATURE REVIEW 

Zhu et 
al. 
(2015) 
[68] 

China 
(IEEE 
Trans
action
s on 
Cyber
netics) 

Landma
rks from 
Flickr 
(n/a) 

5,000 
(25) 

colour 
mome
nt, 
texture
, 
shape, 
SIFT, 
& 
GIST 

Precision 
(29.77%) 

The MMHG 
(Multimodal 
Hypergraph) 
algorithm 
outperforms 
the others for 
CBIR 

Amato 
et al. 
(2015) 
[69] 

Italy 
(ACM 
Journa
l on 
Comp
uting 
and 
Cultur
al 
Herita
ge) 

Pisa 
monume
nts & 
landmar
ks from 
Flickr 
(n/a) 

1,227 
(12) 

SIFT, 
SURF, 
ORB 
& 
BRISK 

F1 macro 
(0.95) 

The kNN(K-
Nearest 
Neighbour) 
with SIFT 
algorithm 
outperforms 
the others for 
CBIR 

Wang 
et al. 
(2015) 
[70] 

Austra
lia 
(Proce
edings 
of the 
23rd 
ACM 
Intern
ational 
Confer
ence 
on 
Multim
edia) 

Landma
rks from 
Flickr, 
Picasa 
web 
album & 
Oxford 
building 
(n/a) 

49,840 
(55), 
4,100 
(16) & 
5,062 
(12) 

shape 
& 
SIFT 

Mean 
average 
precision 
(59.94%) 

The novel 
method 
based on a 
multi-query 
expansion 
paradigm 
outperforms 
the others for 
CBIR 

Makant
asis et 
al. 
(2016) 
[71] 

Greec
e & 
Cypru
s 
(Multi
med 
Tools 
Applic
ation) 

Cultural 
heritage 
from 
Flickr 
(n/a) 

31,000 
(n/a) 

ORB Precision 
(78%),  
recall (92%) 
&  
F1 Score 
(84%) 

The DBSCAN 
(Density-
Based Spatial 
Clustering of 
Applications 
with Noise) 
algorithm 
outperforms 
the others for 
CBIR 

Lacheh
eb & 
Aouat 
(2016) 
[72] 

Algeri
a 
(Multi
med 
Tools 
Applic
ation) 

ZuBuD 
(PNG), 
WANG 
& Coil-
100 
(n/a) 

1,120 
(201), 
1,000 
(10) & 
7,200 
(n/a) 

colour 
& 
SIFT 

Precision 
(56%),  
recall 
(100%),  
F-measure 
(70%) &  
error rate 
(0.01) 

The 
combined 
SIFT & HSV 
algorithm 
outperforms 
the others for 
CBIR 
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Elleuch 
& 
Marzo
uki 
(2017) 
[73] 

Tunisi
a 
(Multi
med 
Tools 
Applic
ation) 

INRIA 
holidays 
(JPEG),
Ukbenc
h,MIR 
Flickr 
1M & 
Flickr60
K (n/a) 

1,491 
(500), 
10,200 
(2,250), 
1M (n/a) 
& 
67,714 
(n/a) 

colour 
& 
SIFT 

Mean 
average 
precision 
(59.4%) 

The novel 
multi-IDF 
(Inverse 
Document 
Frequency) 
design 
algorithm 
outperforms 
the others for 
CBIR 

Lonark
ar & 
Rao 
(2017) 
[74] 

India 
(Proce
edings 
of the 
Intern
ational 
Confer
ence 
on 
Inventi
ve 
Comp
uting 
and 
Inform
atics) 

INRIA 
holidays 
(JPEG) 

1,000 
(500) 

colour 
histogr
am 

Precision 
(100%) & 
recall 
(33.6%) 

The 
combined 
automated 
segmentation 
& region-
based feature 
extraction 
algorithm 
outperforms 
the others for 
CBIR 

Wang 
et al. 
(2017) 
[75] 

Austra
lia 
(IEEE 
Trans
action
s on 
Image 
Proce
ssing) 

Landma
rks from 
Flickr & 
Picasa 
Web 
Albums 
(n/a) 

49,840 
(55) & 
4,100 
(16) 

colour, 
SIFT 
& 
CNN 

Mean 
average 
precision 
(63.62%) 

The novel 
method 
based on a 
multi-query 
expansion 
paradigm 
outperforms 
the others for 
CBIR 

Hung 
(2018) 
[76] 

Taiwa
n (The 
Electr
onic 
Library
) 

Chinese 
painting
s (n/a) 

1,200 
(3) 

colour 
histogr
am & 
texture 

Mean 
average 
precision 
(92%) 

The 
combined 
colour & 
texture 
algorithm 
performs well 
for CBIR 

Arun et 
al. 
(2019) 
[77] 

India 
(Artifici
al 
Intellig
ence 
Revie
w) 

INRIA 
holidays 
(JPEG), 
Oxford 
building
s, 
Scene-
15, 
GHIM-
10K 
(JPEG), 
IAPR 
TC-12 
(JPEG) 
& SUN-
397 

1,491 
(500), 
5,062 
(11), 
4,485 
(15), 
10,000 
(20), 
20,000 
(n/a) & 
108,754 
(397) 

SIFT Mean 
average 
precision 
(83.6%), 
average R-
Precision 
(86.7%) & 
discounted 
cumulative 
gain 
(89.9%) 

The BoVP 
(Bag of Visual 
Phrases) 
algorithm 
outperforms 
the others for 
CBIR 
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Basak 
et al. 
(2019) 
[78] 

India 
(Intern
ational 
Resea
rch 
Journa
l of 
Engin
eering 
and 
Techn
ology) 

Monume
nts (n/a) 

4 (2) shape Edge 
magnitude 
value (1.61 
for 1st  
image & 
1.65 for 2nd 
image) 

The shape 
feature 
algorithm 
performs well 
for CBIR 

 
Table II.I: The comparative study of CBIR in the tourism discipline 

 

Looking at the recent decade, it can be seen that the trend of CBIR study in the 

tourism discipline is to improve existing feature extraction techniques (47%) to 

better represent image information and eventually accelerate the image retrieval 

performance with high efficiency and effectiveness. Nevertheless, some studies 

attempted to contribute novel techniques in the feature extraction process by fine-

tuning fusion features (41%) and some attempted to improve the input of the CBIR 

system, image query (12%). 

 

As for the research author(s), the majority of CBIR studies are collaborative works 

of two authors (24%), three authors (40%), four authors (24%), and five authors 

(6%). Only 6% of the CBIR study is conducted by one author. Additionally, 62% of 

the study is the collaboration between institutions, whereas 38% is done within an 

institution or most authors are from the same institution. Despite the fact that it is 

an interdisciplinary subject, all authors chose to publish their academic papers in 

journals/conferences in relation to the STEM (Science, Technology, Engineering, 

and Math) subjects instead of the humanities subjects such as leisure and tourism, 

social science, and business study. As for the origin country(s) of authors, Asia 

(65%) is the most active continent for tourism-related CBIR study, particularly 

conducted in India (17%), Iran (17%), and China (17%), Taiwan (7%), and Thailand 

(7%). Nonetheless, European scholars (17%), African scholars (12%), and 

Australian scholars (6%) also have an interest in the topic. Furthermore, even 

though the CBIR study in tourism has been published almost every year and there 

is a consistent number of published papers each year, more intensive study in the 
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field could have been conducted in response to the ongoing challenges in image 

data management/organization in the tourism industry. 

 

Moving to the database(s) used in each experiment. Although there are five basic 

elements of tourism product which are attractions, accommodation, access, 

amenities, and activities, the tourist attraction element has been in the authors ’

focus, particularly in art and cultural heritage domains which are understandable as 

art and cultural heritage are considered the priceless treasures of humankind from 

generations to generations. These databases include landmark images, monument 

images, historical building images, beach images, mountain images, and/or 

painting/object images in the museum. There are fewer images of access element, 

bus images, amenities element, food images at restaurants, and activities element, 

traditional/special event images. However, images of the accommodation element 

were not included in these studies. On top of these, many experiments used existing 

tourism-related databases in which not all of them contain meaningful image labels 

such as INRIA holidays, Oxford buildings, and ZuBuD Zurich buildings and some 

experiments considered other existing databases which contain tourism-related 

images such as Flickr and Picasa Web Albums. Only 17% of these few experiments 

created their own databases by browsing images from available search engines or 

taking photographs at the premises. 

 
Figure 2.1: Image samples of INRIA holidays database [79] 
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Furthermore, it seems there is no academic scholar who suggests a number of 

reliable data sizes or how to calculate the appropriate data size for research in 

relation to image retrieval. Therefore, the choice of data size in each experiment is 

subjective based on the limitations of each research, between 100 images to 1M 

images per existing database and between 1,000 images to 49,840 images per 

newly created database with various sizes of image category. Nevertheless, there 

is still a lack of images of accommodation element in these databases and the 

update of the database used is not mentioned in any study which could result in 

dated information when applying these studies in real-life applications. 

 

In terms of image features which contain information of an image, as a part of 

metadata, it can be seen the classical features were mainly extracted and the colour 

and/or Scale-Invariant Feature Transform (SIFT) features were the most popular 

choices (53%) to represent images in the tourism context. Moreover, the approach 

of using a combination of features was a trend as these fusion features include 

significant image information on a larger scale when compared to a single feature 

used. Additionally, though Artificial Intelligence-based features are state-of-the-art 

features which are advanced and closer to human’s cognitive process, their 

computational complexity and cost, as well as time-consuming, could be the major 

hindrances to apply these types of features on a small-scale study with resource 

and financial limitations. Having said this, there is an attempt of using Convolutional 

Neural Network (CNN) features to represent images. 

 

As for the performance measurement used in the CBIR study, even though there is 

no single rule to evaluate the CBIR system as it depends on the user requirement 

for that specific task, it is undoubtedly that a combination of measures, especially 

precision and recall, is common in these studies. On top of this, processing time in 

image retrieval should not be a neglected criterion in experiments. 

 

Considering the relevant CBIR studies above, it can be seen that there is no existing 

CBIR study for hostel search on a smartphone, let alone the study in hostel image 

classification, which reassures the research gap mentioned in the previous section.  
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Additionally, even though there is no evidence on content-based image 

classification and retrieval study for the hostel sector, to the best of my knowledge, 

some studies in hotel image retrieval and classification are found. For example,  

Stylianou et al. [80] suggest an end-to-end system including metric learning for hotel 

matching, visualization tools, and automatic report generation for sex trafficking 

investigation. Stylianou et al. [81] further conduct hotel instance recognition and 

hotel chain recognition experiments for human trafficking investigation which are 

the instance-level retrieval task but with supervised learning. ResNet (Residual 

Neural Network) model was implemented for hotel instance recognition which is 

CBIR, whereas the hotel chain recognition used VGG (Visual Geometry Group) 

model for content-based image classification. This work well illustrates the attempt 

to improve existing image retrieval and classification techniques and apply them to 

a real-life problem. Xuan et al. [82] propose an “Easy Positive” approach to create 

more flexible and generalizable embeddings to new unseen data. Kamath et al. [83] 

provide a new “Cross-Entropy” approach to hotel recognition for human trafficking 

investigation, as well as create a new hotel dataset. Tseytlin and Makarov [84] use 

Latent Image Embeddings on the hotel chain recognition tasks which is also an 

instance-level retrieval experiment with supervised learning. Another example is 

Kanchinadam [85] who publishes the hotel image classification results from the 

Kaggle InClass competition [86]. A CNN model, GoogLeNet, was implemented with 

transfer learning in order to classify hotel images into eight classes, bathroom, guest 

room, pool, gym, restaurant, lobby, aerial view, and business centre. Utilization and 

improvement of an existing image feature extraction technique are well-addressed 

in this work, though the further peer-reviewed processes could be undertaken. 

Furthermore, Ren et al. [87] conduct the hotel photo content analysis, Rath [88] 

investigates Kayak’s hotel image categorization with deep learning, and Tasli [17] 

explores the automated hotel image tagging. These studies show that machine 

learning with hotel image queries could be applied to real-world problems and 

provide meaningful results. Therefore, there is potential for its application to the 

hostel domain which has similar elements but greater complex clusters of image 

content as it is more likely that there are more than two beds in the same room in a 

hostel bedroom, there are more than one washing machine/dryer in a hostel laundry 
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room, there are more than one shower/toilet in a hostel bathroom, and there are 

more objects in a hostel kitchen/living room. Therefore, it is possible that hostel 

image features consist of vaster feature types and levels such as many colours, 

many textures, and many shapes which account for the higher number of features 

to consider when performing classification and retrieval tasks. 

 

On top of this, in the wider tourism context, the image datasets of Oxford buildings, 

Paris buildings, and holidays are wildly used in pretrained CNN experiments with 

transfer learning. For instance, Mei et al. [89] investigate instance-level object retrieval 

via the deep region CNN method in which the VGG16 model and Oxford105k dataset 

are tested. Alzu’bi et al. [90] use compact deep convolutional features on the CBIR 

task involving VGG models and Oxford5k, Oxford105k and holidays datasets. Tzelepi 

and Tefas [91] exploit supervised learning of deep features in CBIR using the CaffeNet 

model with Oxford5k and Paris6k datasets. Sun et al. [92] explore similarity metrics of 

CNN features on image retrieval tasks via SiameseNet on Oxford5k, Paris6k, and 

holidays datasets. Gordo et al. [93] recommend an end-to-end learning approach on 

image retrieval tasks using Siamese, VGG16, ResNet101 models on Oxford5k, 

Oxford105k, Paris6k, Paris106k, and holidays datasets. Radenovic et al. [94] conduct 

unsupervised fine-tuning CNN image retrieval using VGG, AlexNet, ResNet models 

on Oxford5k, Oxford105k, Paris6k, Paris106k, holidays, and holidays101k datasets. 

Tzelepi and Tefas [59] offer three approaches to produce compact image descriptors 

of CNNs for CBIR through the CaffeNet model on the Paris6k dataset. It is worth noting 

that each CNN model has its own advantages and disadvantages. For example, the 

small-size CNN models require less storage and less computational time, whereas the 

bigger-size CNN models could contain more deep layers or parameters which could 

lead to higher accuracy. 

 

To summarize, the utilization of CBIR and image classification demonstrates that 

content-based systems can be specifically applied or in synchronization for diverse 

areas of research. 
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2.2 Features Representing Image Content and Example Hostel Images  

 

Prior to the retrieval or classification process, the extraction of features within an image 

is a crucial step as these features which represent the image would be mathematical 

measured.  

 

Image features could be broadly categorized into two types of features, classical 

features and Artificial Intelligence-based features. 

 

 I. Classical features 

 

Traditionally, image features can be represented in colours, textures, shapes, spatial 

positions, or in the form of Scale-Invariant Feature Transform (SIFT), for example, as 

described below. 

 

A. Colour features 
 

Colour has been one of the most active features used in content-based image 

classification and retrieval as it is a vital element when it comes to human’s visual 

perception. There are four colour systems can be used which are RGB (red, green, 

and blue), CMY (cyan, magenta, and yellow) or CMYK (cyan, magenta, yellow, and 

black), HSV (hue, saturation, and value), and Lab (lightness, a, and b). Having said 

this, it seems RGB is the most widely mentioned and used colour system 

[59][38][61][95][96] even though it is not the most corresponding colour system to the 

human’s colour perception [97]. 
 

Next, colour features can be represented in various ways such as colour histograms 

where the proportion of each colour in an image is illustrated 

[30][61][98][57][99][100][101][102][103][104], colour moments where the probability 

distribution of each colour in an image is demonstrated [105][100], and colour block-

based where each colour in an image is divided into blocks, according to the given 

block size in pixels [98][105][106]. Based on the relevant literature retrieved, it is 

clearly shown that colour histogram is the most-cited method of colour representation. 
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Figure 2.2: An example of colour histogram in the RGB colour system [107] 

 

Furthermore, as shown in figure 2.3, the dominant colour in the image query is white 

along with the brown colour of the floor. Therefore, based on the colour features, the 

images with similar colours in similar proportions are expected to be retrieved. 
 

Image Query Expected Retrieved Images Based on Similar Colour Features 

      

 
 

Figure 2.3: The example of hostel search after colour feature comparison 

 

B. Texture features 

 

Similar to colour features, human’s visual perception tends to consider the textures of 

objects in an image. In order to extract texture features, several texture analysis tools 

are available. For example, co-occurrence matrix, one of the earliest techniques 

proposed by Haralick et al. in 1973 [108], which show the frequency of pairs of the 

pixel with specific values located with respect to one another in a certain way in an 

image [38][95][98][96][104][109], Tamura features, proposed by Tamura et al. in 1978 

[110], which group the brightness of pixels into six parameters in order to explain six 

texture properties, coarseness, contrast, directionality, line-likeness, regularity, and 
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roughness [98][104], and wavelets which analyze signal frequency in order to 

compute wavelet transform coefficients and are translated to the meaning of textures  

[35][96][97][98][104]. Although a selection of texture analysis techniques is introduced 

over the years, the co-occurrence matrix seems to remain one of the most popular 

techniques used for texture features extraction. 

Figure 2.4: An example of co-occurrence matrices [111] 

 

In the case of hostel images, objects in an image are likely to have different textures 

such as the floor texture, the patterns of wallpaper, and the bed sheet texture as seen 

in figure 2.5. These texture features of each hostel image would be compared in order 

to find hostel images with similar textures of objects. 

 

Image Query Expected Retrieved Images Based on Similar Texture Features 

      

 
Figure 2.5: The example of hostel search after texture feature comparison 

 

C. Shape features 

 

Two widely used features of shape are global features and local features. Global 

features such as circularity, aspect ratio, and moment invariants [112] are universal 

standards that can be used in order to represent the boundary of the shapes in an 

image. Following this, local features can be applied for the purpose of illustrating sets 

of consecutive boundary segments [113] in order to show the structure of objects in 
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an image. Therefore, particular objects in an image could be identified which contribute 

to a closer result of content-based image retrieval.  

 

Looking at commonly used techniques for shape features extraction, it can be seen 

that three techniques receive more interest than the others. Firstly, the Fourier 

transform is a useful tool to decompose a complicated signal into simple waves which 

represent geometric structures in an image [97][98][104][114][115][116][117]. 

Secondly, invariant moments which illustrate the stabilization of image pixels’ 

intensities in weighted average in order to describe objects in an image 

[96][97][104][118][119][120][121]. Lastly, geometrical parameters such as the centre 

of gravity, perimeter, eccentricity, rectangularity, and circularity ratio are used for the 

purpose of describing shapes [104][122]. Despite the fact that geometrical 

characteristics are the simplest technique, the Fourier transform seems to be the most 

popular one. 

 

 

 

 

 

 

 
 
 

Figure 2.6: An example of a Fourier transform [123] 
 

For hostel search, the shapes of objects in hostel images could be considered such 

as shapes of beds which could represent single beds, double beds, two-layer bunk 

beds, or capsule beds, for example, shapes of heaters, and shapes of toilet bowls. In 

figure 2.7, the image query represents rectangular shapes of the front entry to the 

capsule bed, as well as the single bed in the capsule. By comparing these shape 

features, the most similar hostel images could be retrieved. 
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Image Query Expected Retrieved Images Based on Similar Shape Features 

      

 
Figure 2.7: The example of hostel search after shape feature comparison 

 

D. Spatial features 

 

The spatial position of an object within an image is one of the most basic and sensible 

features for image search as a geographical aspect can be seen in real-life examples. 

For instance, as shown in Figure 2.8, the window location of the hostel image query is 

in the middle and the two-layer bunk beds are on the left and the right. Therefore, the 

expected retrieved images should have a window and two-layer bunk beds in the same 

spatial positions as in the hostel image query. This useful feature helps the process of 

image search be more accurate. However, image rotation is a challenge for this type 

of feature. 
 

Image Query Expected Retrieved Images Based on Similar Spatial Features 

      

 
 

Figure 2.8: The example of hostel search after spatial feature comparison 

 

E. Scale-Invariant Feature Transform (SIFT) features 

 

The SIFT feature, which is also considered a classical or handcrafted feature, was 

introduced by Lowe in 2004 [64] has been studied in numerous works as it focuses on 

the key point(s) of interest in an image and this key point is invariant to scale, rotation, 
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location, and illumination, unlike the spatial features. There are four stages of 

computation used to generate SIFT features. 

 

Stage one: Scale-space extrema extraction which is to identify potential interest points 

over all scales and image locations by using differences of Gaussian filters. 

 

𝐺(𝑥, 𝑦, 𝜎) =
1

2𝜋𝜎! 𝑒
"($

!%&!)
!(! 																																															(2.1) 

 
𝐿(𝑥, 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑥, 𝑦)																																									(2.2) 

 

𝐷(𝑥, 𝑦, 𝜎) = 3𝐺(𝑥, 𝑦, 𝑘𝜎) − 𝐺(𝑥, 𝑦, 𝜎)6 ∗ 𝐼(𝑥, 𝑦)										(2.3) 

                                         = 𝐿(𝑥, 𝑦, 𝑘𝜎) − 𝐿(𝑥, 𝑦, 𝜎) 
 

where 𝐺 is Gaussian kernel, 𝐿 is scale space, and 𝐷 is difference of Gaussian. 

 

Stage two: Keypoint localization which is to identify the keypoints that are stable and 

resistant to image distortion by using a threshold value. 
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∆																(2.4) 

 

where ∆= ($"$$%#%$
&#&$

)  and using Taylor-series to express the difference of Gaussian 

function in the 3D neighbourhood around a keypoint. If the intensity at local extrema 

is more than a threshold value at 0.03, that potential point would be accepted as a key 

point. 

 

Stage three: Orientation assignment which is to assign orientation(s) to each keypoint 

location based on local image gradient magnitudes and directions. 

 

𝑚(𝑥, 𝑦) =
𝐿(𝑥. 𝑦, 𝜎) = 𝐺(𝑥, 𝑦, 𝜎) ∗ 𝐼(𝑥, 𝑦)

=(𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦))! + (𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1))!
														(2.5) 
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𝜃(𝑥, 𝑦) = tan−1@
3𝐿(𝑥, 𝑦 + 1) − 𝐿(𝑥, 𝑦 − 1)6
𝐿(𝑥 + 1, 𝑦) − 𝐿(𝑥 − 1, 𝑦) A																												(2.6) 

 

Then, an orientation histogram of all keypoints is created to identify each peak. 

 

Stage four: Keypoint descriptor which is to measure the local image gradients at the 

selected scale (usually 2 x 2 cells and 4 x4 in size for each cell) in the region around 

each keypoint and those above 80% peak in orientation histogram would represent 

the keypoint as a 128-dimensional vector containing information it describes. 

 

Based on this key strength of the SIFT feature, it contributes to better accuracy of 

hostel search, especially when hostel images are photographed and posted on social 

media by young travellers who are likely to be non-professional photographers and 

the quality of hostel images taken is not in high resolution, as well as with variations in 

image angles.  

 

 II. Artificial Intelligence-based features 

 

Moving to today’s society, it is undeniable that Artificial Intelligence (AI) has become 

one of the most discussed topics as several tasks used to be operated by human 

beings have now transferred to computing machines which are automatically run. 

Goodfellow, Bengio, and Courville [124] introduce a Venn diagram which simply 

defines AI terms including deep learning, a subset of representation learning, 

representation learning, a subset of machine learning, and machine learning, a subset 

of artificial intelligence. Considering these terms, CBIR and classification can be 

considered as deep learning as its algorithms are designed for software to train itself 

to recognize the image [125]. Having said that, the concept of CBIR has been 

discussed since 1992 by Kato [126] as his experiments involved automatic retrieval of 

images by matching features of image query with features of images in a database.  
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As AI is a powerful tool, Artificial Neural Network (ANN) has been explored in feature 

extraction in order to simulate the human cognition process. Firstly, the image 

attribute(s) will be manually defined by a human. Then, the designed system will be 

trained to recognize the labelled or unlabeled image(s) and this learning-based 

feature(s) would be used to compare to visual feature(s) of an unseen image(s) for the 

purpose of classifying the unseen image (s) or retrieving similar image(s). Among 

various types of Artificial Neural Network (ANN), Convolutional Neural Network (CNN) 

has been primarily applied on several image recognition and retrieval works including 

AlexNet, ZF Net, VGG Net, and GoogLeNet [59][127][128], for example. Nonetheless, 

the extraction of these Artificial Intelligence-based features remains a challenge as it 

is not easy to define all attributes or features for a hostel image or an image, due to 

the complexity of human neural network that the Artificial Neural Network should be 

able to simulate, and also the image retrieval and classification process are time and 

cost consuming with these artificial intelligence-based features. 
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2.3 Quantization of Image Features 

 
As for quantization, it is the process of constraining an input from a continuous and/or 

large set of values such as the real numbers to an output in a smaller and countable 

set such as the integers. There are three steps in the quantization process, encoding 

an input, mapping the input value to the quantization index, and decoding the index to 

the quantized value. The process is illustrated in figure 2.9 below. 

 

Figure 2.9: Quantization process 
 

In more theoretical words, where 𝐼 is a real random variable with the probability density 

function (pdf) p(𝐼) and the representation of 𝐼 is denoted as 𝐼, if we are given 𝑟 bits to 

represent 𝐼, the value 𝐼 can take on 2+ values. The critical point of quantization is to 

find the optimum set of values for 𝛪, called the code points or partitions 𝐼,, 𝐼!, . . . and 

the regions 𝑆,, 𝑆!, . . ., that are associated with each code point/partition. Furthermore, 

based on the quantization theory [144], a 2+ -rate distortion code consists of an 

encoding function,  

 

a: 𝑅 → 𝐶,                (2.8) 

 

where 𝐶  is a subset with 2+  elements of the set of all integers 𝑍  and a decoding 

function 

 

b: 𝐶 → 𝑅.                 (2.9) 

 

The encoding function defines a partition {𝑆,, . . . , 𝑆2𝓇  } of 𝑅 such that 𝑆	 ∩ 	𝑆 = 	∅ for 

all 𝑖 ≠ 𝑗 and ∪-.,!' 𝑆- = 	𝑅.  
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The interval 𝑆- is called the 𝑚 − 𝑡ℎ quantization region and it is defined such that f(𝐼) 

is constant for all 𝐼	 ∈ 	 𝑆𝓂 and g(f(𝐼)) = 𝐼𝓂 for all 𝐼	 ∈ 	 𝑆𝓂. 

 

There are two types of quantization mentioned in the literature, vector quantization 

and scalar quantization. Vector quantization [145][146][147][148][149] is a classical 

technique of data compression which divides a large set of points (vectors) into groups 

with approximately the same number of points closest to them and each group is 

represented by its centroid point. Since the modelling of probability density functions 

is allowed by the distribution of prototype vectors, the compressed data has errors that 

are inversely proportional to density. The transformation is usually done 

by projection or by using a codebook, a vector whose length is the same as the 

number of partition intervals, which guides the quantizer about the assigned value to 

inputs that falls into each range of the partition. Nonetheless, vector quantization might 

not be the most practical technique for image compression due to its computational 

complexity. 

 

Next, scalar quantization [150][151][152][153] is a potential alternative as a 

scalar value is selected from a finite list of possible values to represent an input. It 

separately maps and rounds off each real input value into the nearest integer of output 

value, resulting smaller codebook required to be stored and significantly less 

computational complexity when compared to the vector quantization. Furthermore, 

scalar quantization can be generally categorized into two types, uniform quantization 

and non-uniform quantization [150]. The uniform quantization 

[150][151][152][154][155] is when the output levels are uniformly spaced with equal 

distance and the thresholds are midway between adjacent levels, whereas the non-

uniform quantization [150][153][156][157] is when the intervals are not uniformly and 

equally spaced which provide lower average distortion but more complex design. 

Although images are likely to be quantized during image processing through this lossy 

compression technique as they are reduced the number of colours required to 

represent digital images which results in smaller file sizes such as JPEG and JPEG 

200, it is crucial to further quantize image features and represent each pixel by a 

certain number of bit(s), in particular for high dimensional CNN features and/or 
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operations on low computable devices. As a result, it helps to preserve significant 

information while reducing less important information, provide a better feature 

representation of the image and make better discrimination, reduce datasize 

transmission, and become more computational efficient. Similar to dimensionality 

reduction, the quantization step is also executed after the high dimensional image 

features are extracted as demonstrated below. 

Figure 2.10: Quantization step in the content-based image classification process 

Figure 2.11: Quantization step in the content-based image retrieval process 
 

 



 
 

Student ID 1731130 Page 52 of 194 Chanattra Ammatmanee 

     CHAPTER 2: LITERATURE REVIEW 

2.4 Dimensionality Reduction of Image Features 

 

Due to the development of multimedia technology and its heavy use in today’s society, 

multimedia data have been massively produced each day, especially digital images. 

As these data could be characterized by hundreds or thousands of features, the data 

transmission and storage could be the burdens of direct use of these high dimensional 

data which would result in inefficient performance, particularly for frequently used data. 

Therefore, a variety of dimensionality reduction techniques have been studied as 

attempts to reduce the computational complexity by compressing data with minimum 

loss of useful information. These low dimensional representations could be achieved 

by feature extraction or feature selection [129][130][131][132][133]. The key difference 

is that feature extraction generates synthetic attributes, whereas feature selection 

keeps some original features which bring benefits for classification in image 

processing tasks such as image recognition and retrieval if the selected features 

contain the most relevant information. 

 

 

 

 

 

 

 

 

 
 

Figure 2.12: A comparison between feature extraction and feature selection 

 

Feature selection methods could be grouped into three types, wrapper methods, filter 

methods, and embedded methods [131][134]. The wrapper methods consider one 

subset of features at a time to evaluate its relevance. Then, the next subset is iterated 

until the optimal subset is found. The subset selection could be implemented manually 

or automatically in three fashions, forward selection [134], backward selection [134], 
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and stepwise selection [134]. Nonetheless, these wrapper methods are time-

consuming and lead to model overfitting when having a small-size dataset. Next is the 

filter methods. The selection of its optimal subset is to rank all features and choose 

the most relevant ones. Various ranking measures are found such as the Chi-square 

[131], Pearson correlation [129][131], analysis of variance (ANOVA) [129], and 

variance thresholding [129]. Even though the filter methods use less computational 

time than the wrapper methods, the correlations between features could be blind due 

to the drawback(s) of the chosen filter. Lastly, embedded methods such as Lasso 

regression [129][131], Ridge regression [129], and Decision tree [129][131] are often 

seen in literature as these methods select relevant features while tuning the model. 

 

To avoid selection errors when using feature subsets, feature extraction is another 

option to consider for dimensionality reduction. Through subspace learning methods, 

the high dimensional data could be mapped to a low dimensional subspace via a linear 

or non-linear projection [135][136]. 

 

𝑋!	×	$ = 𝐴!	×	%𝑋%	×	$													(2.7) 
 

where 𝑋-	×	2 is the samples in the original 𝑚 dimensional feature space, 𝑋3	×	2 is the 

samples in a lower 𝑝 dimensional feature space, and 𝐴3	×	-  is a data-independent 

projection matrix. 

 

Some of the most cited linear projections include Principle Components Analysis 

(PCA) [130][135][136][137] which considers the most important input features out of 

all features embedded from the original data. This unsupervised learning technique 

linearly captures the original data distribution while maximizing variances and 

minimizing the reconstruction error. Unlike PCA, the Independent Component 

Analysis (ICA) [130][138] considers only independent input features by finding two 

represented vectors whose linear and non-linear dependence are equal to zero. 

Though this technique could separate independent sources from a mixed signal, it 

does not consider variances of data points nor have Gaussian distribution. Linear 

Discriminant Analysis (LDA) [130][135][136][139] focuses on projections which 
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maximize the distance between the mean of each data class, while minimizing the 

distance within its own class. This supervised learning dimensionality reduction 

technique tends to well-perform on the classification tasks. However, the poor results 

can be found for non-Gaussian input data and on the small-scale datasets with fewer 

classes. In addition, these types of linear projections could achieve high performance 

when different features have linear relationships. Otherwise, the non-linear approach 

could be considered. For example, Locally Linear Embedding (LLE) [130][140] which 

is an unsupervised and Manifold learning-based projection that makes an object of 

lower dimensions, Manifold, representable in its original dimensions by discovering 

non-linear structure from the local symmetries of linear reconstructions. The t-

distributed Stochastic Neighbour Embedding (t-SNE) [130][141] is popular for the 

visualization of high dimensional data. This unsupervised learning technique 

minimizes the Kullback-Leibler divergence between the joint probabilities of the input 

features in high-dimensional space and the lower-dimensional space. Nevertheless, 

due to the Student-t distribution in lower space modelling, t-SNE might not be suitable 

for > 3 dimensions as these lower representations might not preserve the local 

structure of the input data. Autoencoders [130][142][143] is a non-linear transformation 

that compresses the input data into the latent space in order to remove irrelevant 

information. Then, reproducing the lower-dimensional data from the encoded latent 

space. Though this technique could reduce dimensions, the reconstructed data could 

be of poor quality, especially when the data complexity is high such as digital image 

data and video data. 

 

Furthermore, for the feature extraction approach, the dimensionality reduction step is 

typically executed after the high dimensional features are extracted for both image 

classification and retrieval tasks as illustrated in Figure 2.13 and Figure 2.14 below. 

Then, these lower-dimensional features are used in the following stage(s) in order to 

fasten computational time, reduce transmitted datasize, and require smaller storage 

space. Dimensionality reduction does not only benefit the large-scale image 

processing tasks but also those much smaller tasks on mobile devices or the Internet 

of Things (IoT) which have become today’s day-to-day operations. On top of this, in 

the light of increasing AI-based feature use which creates millions of features and 



 
 

Student ID 1731130 Page 55 of 194 Chanattra Ammatmanee 

     CHAPTER 2: LITERATURE REVIEW 

needs a significant amount of data for training computations, it is even more crucial to 

reduce the size of these deep features and generate compact descriptors. 

Nevertheless, the curse of dimensionality remains a challenge for performance 

accuracy and time proficiency. 

 

Figure 2.13: Dimensionality reduction step in the content-based image classification process 

 

 
Figure 2.14: Dimensionality reduction step in the content-based image retrieval process 
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2.5 Similarity Measures and Performance Measurement 

 

The similarity measure is vital for machine learning tasks such as content-based image 

classification and retrieval as it reflects the closeness between two considered images. 

The high similarity is found when two images are from the same class, whereas low 

similarity or no similarity means the two images are from different classes. Similarity 

can be evaluated by calculating distance of two points, origin and coordinate. A variety 

of distance measure can be seen in literature such as Manhattan distance 

[143][145][158][159], Euclidean distance [145][158][159][160][161][162], Minkowski-

Form distance [163][164][165], Chi-Square distance [74][158][163], and Hamming 

distance [160][165][166][167][168]. Nevertheless, the types of data determine whether 

a distance measure is suitable for the expected resulting scores. Consequently, 

Euclidean distance and Hamming distance are frequently implemented in this study. 

 

Euclidean distance which is also known as L2 normalization or L2 norm is 

represented as the shortest distance between two points in a Euclidean space, 

𝒩dimensional space, in a straight line. 

 

 

 

 

 

 

 
 

Figure 2.15: Euclidean distance 

 

The calculation is for two rows of data with numerical values such as a floating-point 

or integer values. If columns have values with differing scales, it is essential to 

normalize the numerical values across all columns prior to calculating the Euclidean 

distance. Otherwise, columns with large values will dominate the distance measure. 

The formula is shown below. 
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𝐸𝐷(𝑉,	, 𝑉!) 	= 	X∑ (𝑉,) −	𝑉!))!4
).,                        (2.10) 

 

where 𝑉,  and 𝑉!  are two real-valued vectors which help to define an optimization 

objective that is not the arbitrary one. This distance is always a positive number. In 

another word, the direction of the vector is ignored or zero. 

 

Due to its simplicity, the Euclidean distance is one of the most commonly used 

measures. Furthermore, it is known to provide a single, stable and analytical solution, 

while allowing normalized and weighted features. Nonetheless, it has less resistance 

to outliers and high dimensional data might lower its performance. 

 

In terms of Hamming distance, it is a distance between two binary strings, also called 

bit strings, of the same vector length. In another word, the number of different positions 

between two same-length strings. For a one-hot encoded string, the calculation is 

simple by doing a sum of the bit differences between the strings which is a 0 or 1. 

 
 

Figure 2.16: Hamming distance = 4 (No. of bit difference) 

 

𝐷& 	= 	∑ |𝑋' −	𝑌'|(
'	)*                     (2.11) 

 

As for bit strings which have many 1 bits, the average number of bit differences will be 

considered for a Hamming distance with the following formula. 

𝐷& 	= 	
∑ |-!./!|"
!#$

(
	                         (2.12) 
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The key advantage of the Hamming distance is its effectiveness in binary space or on 

networks in which the data streams are given for the single-bit errors. Moreover, it is 

easy and quick to compute the distance. Having said that, the application is difficult 

for non single-bit problems.  

 

Moving to the performance measurement, the evaluation of a CBIR or classification 

system is crucial as it is the tool to measure the image retrieval or classification 

performance in terms of its successfulness in practical application. Generally, there 

are three criteria to consider its performance which are accuracy, computational 

efficiency, and memory cost. 

 

Accuracy is a measure used to quantitatively check the correctness of the relevant 

retrieved results or classified images against data in the database. 

 

Computational efficiency is a measure used to check the time cost in the process of 

visual vocabulary, feature indexing, and image querying. The visual vocabulary and 

the feature indexing processes are operated offline, whereas the image querying 

process is conducted online which is expected to perform in real-time. 

 

Memory cost is a measure used to check the memory usage during the online stage 

including loading the quantizer and the index file of the database. 

 

It could be difficult to justify all criteria due to a tradeoff hindrance, however, the attempt 

to achieve the best possible results would be ideal. A variety of performance 

measurement are available such as Precision [133][169][170], Recall 

[133][160][166][167], F-Measure [133][171][172], Precision-Recall curve 

[159][169][172], and Mean Average Precision [145][159][160][161][169][173][174]. 

Nevertheless, one of the most widely used measures in CBIR and classification is the 

mean Average Precision (mAP), particularly when dealing with high dimensional 

data with many classes or categories. The mean Average Precision can be calculated 

from Precision with the following formula [175]. 
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𝑚𝐴𝑃	 = *
0
	∑ 𝐴0

')* 𝑃'                  (2.13) 

 

where   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = *+56	789):);6
*8:<=	789):);6	+695=:9

     and  𝐴𝑃)  is Average Precision. 

 

Another commonly seen measure is Precision@k. It is used in binary problems for 

retrieval or recommendation systems when considering relevant and irrelevant items. 

Firstly, 𝑘  is chosen as a number of recommended or retrieved items. Then, the 

Precision@k which is the proportion of relevant item(s) in the retrieved item(s) is 

calculated as shown in the formula below. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘 = $1%234	56	4374'3839	'73%:@(	7<=7	=43	43>38=$7
$1%234	56	4374'3839	'73%:@(

        (2.14) 
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2.6 Summary 
 

A systematic and comprehensive process of literature review has been conducted in 

order to identify relevant literature. Consequently, due to being interdisciplinary 

research of the study, the existing approaches of CBIR and classification application 

in computer science and engineering discipline and tourism discipline are highlighted. 

Firstly, the computer science and engineering discipline. In the light of the discipline’s 

nature which is to focus on understanding, designing, and developing programmes in 

relation to computer-oriented subjects, an advancing of the existing feature extraction 

techniques and the existing image retrieval techniques in order to create more efficient 

tools rather than apply the techniques to particular fields of study or particular 

industries are mainly found. Furthermore, the ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC) has given researchers the opportunity to develop 

algorithms for object detection and image classification using their enormous 14 million 

image dataset. More importantly, several novel CNN architectures are developed for 

the competition, and outside the competition, and many of these CNN models still gain 

popularity these days. Moving to the tourism discipline, the main CBIR approaches 

are to improve image representation and retrieval by advancing existing feature 

extraction techniques, contributing novel techniques in the feature extraction process 

through fine-tuning fusion features, and improving image query of the CBIR system. 

However, despite there are five basic elements of tourism product which are 

attractions, accommodation, access, amenities, and activities, the tourist attraction 

element has been in the researchers’ focus, particularly in art and cultural heritage 

domains. The accommodation sector is understudied and, to the best of my 

knowledge, there is no CBIR or classification research undertaken in relation to the 

hostel domain. Having said that, some studies in hotel recognition and retrieval have 

been found. 

 

In terms of image features, two categories are identified as features representing 

image content which are classical features and Artificial Intelligence-based features. 

The classical features include colour, shape, texture, spatial position, and SIFT, for 

example. Artificial Intelligence-based features, particularly for CNN, have become 
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powerful tools for feature extraction on several image recognition and retrieval works 

in recent years. Furthermore, due to the high dimensional image features, especially 

deep CNN features, dimensionality reduction and quantization are essential in order 

to improve computational time and use less memory space, as well as reduce datasize 

transmission for the applications on mobile devices or IoT which have a number of 

constraints. Even though extensive studies in dimensionality reduction and 

quantization techniques have been found, there is room for improvement in both 

areas. 

 

Lastly, the similarity measures and the performance measurement are fundamental. 

Despite a variety of methods are available for similarity measurement and 

performance evaluation, the appropriate tools should be applied to tailor each 

experiment. Therefore, the results of each study would be reliable and make 

meaningful/significant contributions to the research community.  
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Chapter 3: Quantization Effect on 

General Image Retrieval and Classification 
 

It is undeniable that the benefits of quantization are significant for image classification 

and retrieval, especially on low computational devices, as it helps to reduce the 

influence of noise (quantization error) and obtain a better quality of the signal, as well 

as reduce computational cost. Therefore, scalar quantization is implemented in this 

research as it is the most simple and applicable compression technique and helps to 

achieve the aim which is to develop fast computable and memory efficiency operators 

on devices with low-bandwidth, low-powered, and low-buffered restrictions. Further 

details on each quantization technique and performance comparison are 

demonstrated in this chapter. 
 

3.1 Uniform Scalar Quantization  

 

The uniform scalar quantization is widely used in compressive data works 

[150][151][152] which aim to reduce datasize transmission and storage. This uniform 

quantizer could be applied when input is either uniformly or non-uniformly distributed. 

Nevertheless, it is essential to additionally use an entropy coder, the lossless data 

compression method which represents frequently occurring patterns with few bits and 

rarely occurring patterns with many bits, or minimize the distortion by first writing a 

distortion as a function of the step size in each frequency region and then minimize 

the function for non-uniformly distributed input. Furthermore, as the uniform quantizer 

contributes the output levels with equal distance, the adjacent levels could be an 

infinite number or semi-infinite at the outermost cells when the number of levels is less 

than infinity. 

 

Most uniform quantizers for signed input value can be categorized into mid-rise (zero 

is not one of the output levels and the number of levels is even) or mid-tread (zero is 
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one of the output levels and the number of levels is odd) [150]. A typical mid-rise 

uniform scalar quantizer with a quantization step size 𝑞	 > 0 can be addressed as 

 

𝑄>(𝑥) = 𝑞 ∙ (d$
>
e + ,

!
)                   (3.1) 

 

where the notation |𝑥| corresponds to the greatest integer less than or equal to 𝑥. For 

simplicity, it is assumed that 𝐶 = 𝑍 is not finite. The encoding function 𝑓(𝑥) is 

 

𝑓(𝑥) = d$
>
e                                  (3.2) 

 

and the decoding function is 

 

𝑔(𝑘) = 𝑞 ∙ (𝑘 +
1
2), ∀𝑘	 ∈ 𝐶												(3.3) 

 

As for the mid-tread uniform scalar quantizer with deadzone 𝜆 > 0, it is defined as  

 

𝑄> , 𝜆(𝑥) = 𝑠𝑖𝑔𝑛(𝑥)max 	(0, n
|$|"	(!
>

+ 1o), 	× 		𝑞           (3.4) 

 

where 𝑠𝑖𝑔𝑛(𝐼)  denotes the 𝑠𝑖𝑔𝑛	𝑜𝑓	𝐼: 𝑠𝑖𝑔𝑛(𝐼) = 1	𝑖𝑓	𝐼 > 0, 𝑠𝑖𝑔𝑛(𝐼) = −1	𝑖𝑓	𝐼 <

0	𝑎𝑛𝑑	𝑠𝑖𝑔𝑛(0) = 0. The zero output of the quantizer is the interval u− @
!
, @
!
v
 
called the 

deadzone. The standard mid-tread quantizer corresponds to 𝜆 = 𝑞.  The encoding 

function is  

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑥) ∙ max	(0, n
|$|"(!
>

+ 1o)                  (3.5) 

 

and the decoding function is  

 

𝑔(𝑘) = 𝑠𝑖𝑔𝑛(𝑘) ∙ (
𝜆
2 + 𝑞 ∙ (

|𝑘| −
1
2)), ∀𝑘	 ∈ 𝐶.																																					(3.6) 
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As a result, the output levels are uniformly spaced with equal distance and the 

thresholds are midway between adjacent levels represented by a finite list of possible 

values. 

 

 

 

 

 

 

 

 

 

 
Figure 3.1: Uniform mid-rise staircase quantizer      Figure 3.2: Uniform mid-tread staircase quantizer 

 

Furthermore, in the light of bit allocation as side information for the decoder, the re-

scaling of transmitted quantized spectral values to the original values could be 

possible. Despite the quantization is a nonlinear map, the dithering operation could be 

used to smoothen. Dither is high-frequency noise intentionally added to remove the 

low-frequency limit cycles, while substantially reducing the system response to its 

sufficiently high frequency. Consequently, the dither can reduce the amplitude of limit 

cycle oscillation dramatically. 

 

Let 𝑄:𝑅 → 𝑅	be a uniform scalar quantizer with step size ∆(𝑔𝑖𝑣𝑖𝑛𝑔𝑄(𝑥) = 𝑖∆) for all 

𝑥	 ∈ y𝑖∆ − ∆
!
, 𝑖∆ + ∆

!
z and 𝑍 be a dither random variable uniformly distributed on (− ∆

!
, ∆
!
)	

[176][177][178]. 
 

Theoretically, a dither random variable 𝑍, is a real random variable which is uniformly 

distributed on (− ∆)
!
, ∆)
!
) and known to both the encoder and decoder. Therefore, a 

pseudo-random value can be generated at the encoder and explicitly described at the 

decoder. Additionally, the cost of this value description can be small when it is 

amortized, while being able to stabilize the impact of the uniform scalar quantization. 
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3.2 Non-Uniform Scalar Quantization  

 

Unlike uniform quantization, non-uniform scalar quantization [150][153][156][157] 

produces the output levels with different sizes of space between each adjacent level. 

The finer regions indicate greater association to more likely values which are used for 

ranges of the first parameter and help to lower the average distortion. Their thresholds 

and intervals can be determined by using various types of distribution such as the 

Laplacian distribution of wavelet coefficients [156], the Lloyd Max approach [179], and 

the Wyner-Ziv principle [180]. By applying these non-uniform step-size schemes, it is 

possible to reduce bit consumption, while preserving perceptible quality. Nevertheless, 

the complex design of this quantizer remains challenging. 

 
 

 

 

 

 

 

 

 

 

Figure 3.3: Non-uniform mid-rise staircase quantizer   
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3.3 Performance Comparison 
 

Stage 1: Matched SIFT features of hostel bedroom images after quantization 

 

• SIFT feature extraction 

 

The SIFT feature has been successfully used in many computer vision and image 

processing tasks, especially object recognition, due to its description of local gradient 

distribution which is invariant to scale, rotation, location, and illumination. 

Consequently, the extracted features of an object in a training image can be used to 

identify and locate the object in a test image which could contain many other objects 

and eventually help CBIR and classification systems perform effectively and 

accurately. To generate SIFT features, the fundamental process aforementioned is 

implemented, Scale-space extrema extraction, Keypoint localization, Orientation 

assignment, and Keypoint descriptor selection. Consequently, the SIFT features of 

two images are compared and matched to demonstrate their similarity as illustrated in 

figure 3.4 below.  

 

Figure 3.4: SIFT feature extraction and matching result 
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• Quantization of SIFT features 
 

The fact that SIFT features are high dimensional and the number of SIFT features for 

one image varies from tens to thousands, matching the large size of SIFT keypoints 

between two images could result in high memory usage and time complexity. 

Additionally, despite each JPEG image could already be quantized during the process 

of JPEG compression, further quantization is crucial for hostel search on smartphones 

as it helps to preserve significant information while reducing less important information 

and provides a better feature representation of the image, as well as makes better 

discrimination. Therefore, in this study, a dithering-based scalar uniform quantizer is 

applied as it partitions the whole space of digitized image signal in a uniform manner 

and represents all values in each subspace by a single value which could contribute 

to faster transmission in CBIR and classification systems [181]. 

 

• Preliminary experiment and results 

 

The simulations of this preliminary experiment are implemented on Intel(R) Core (TM) 

i7–6700 CPU @3.40GHz machine with 16GB RAM and programmed in Matlab 

language (version R2020a). Six classes of the dataset are explored, single bed class, 

two-layer bunk bed class, three-layer bunk bed class, capsule bed class, double bed 

class, and mixed beds class. 513 hostel bedroom images are tested, 387 independent 

hostel images and 126 chain hostel images. Each image size is between 389 KB to 

707 KB and all images are converted from the RGB colour system to greyscale for the 

purpose of information minimization of each hostel image’s pixel. 
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Figure 3.5: Hostel image examples of each class 

 

Next, the quantization process. the dithering-based scalar uniform quantizer takes 

each subspace of digitized image signal and produces an integer quantization index 

which is represented by a number of bit(s) per image pixel. Seven numbers of bits are 

tested on 128-dimensional vector, 16-bit quantization, 12-bit quantization, 10-bit 

quantization, 8-bit quantization, 5-bit quantization, 4-bit quantization, and 3-bit 

quantization, and the SIFT feature matching result is demonstrated in figure 3.6, as 

well as its elapsed time in figure 3.7 below. 

Figure 3.6: No. of matched SIFT features after image quantization on 128-dimensional vector 
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Figure 3.7: The elapsed time results of image quantization on 128-dimensional vector 

 

After considering different levels of bits for 128-dimensional vector, figure 3.6 shows 

good performances in SIFT feature matching for most classes of hostel image. In spite 

of the number of matched features is slightly decreased at a few quantization levels, 

the upward trend continues for low-bit quantizations, at 5-bit quantization onwards. As 

for the elapsed time, figure 3.7 shows that the simulations in Matlab only consume 

short processing time, a 1 - 5 minute range for each simulation at different quantization 

levels. 

 

• Conclusion 

 

Based on the performances of this preliminary experiment, the direct positive effect of 

image quantization shows in the SIFT feature matching results as the trend reflects a 

progressive performance even at low-bit quantization, especially at 5-bit quantization. 

Furthermore, the short elapsed time in Matlab simulations highlights the promising 

CBIR and classification outcomes on low-computational devices after the 

implementation of the proposed quantization approach. 
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Stage 2:  Multi-bit quantization effect on embedded CNN features 

 

• Pretrained CNN features  

 

Though several CNN models are available and already pretrained on the large-scale 

ImageNet dataset, two big different-in-size models are chosen, SqueezeNet and 

VGG19, in order to investigate the quantization effect on their deep features. The 

information about the selected CNN models is shown below. 

 

CNN model Model size No. of deep layer No. of parameter 

SqueezeNet 
[237] 

5.2MB 18 1.2 million 

VGG19 
[47] 

535MB 19 144 million 

 

Table III.I: SqueezeNet and VGG19 models information 

 

• Embedded CNN features with quantization 

 

As this project’s aim is toward the application on devices with low computational 

resources, prior to further quantization, the chosen off-the-shelf CNNs are reduced their 

high dimensional features using four operators, Random Gaussian, Circular Binary 

Embedding (CBE), RD-rand with Discrete Cosine Transforms (DCT), and RD-Golay 

with Discrete Cosine Transforms (DCT). Random Gaussian and CBE are the state-of-

the-art dimensionality reduction operators, whereas RD-rand and RD-Golay are newly 

developed 𝑀	 × 	𝑁 operators ( 𝐴 ) during this project,  𝑀 is number of bits in reduced 

dimension and 	𝑁 is number of dimensions for the CNN feature vectors. 

 

• RD-rand:   𝐴 = ,
√C
𝑅D𝐷E                         (3.7) 

𝐴	𝑟𝑎𝑛𝑑𝑜𝑚	𝐷𝐶𝑇	𝑚𝑎𝑡𝑟𝑖𝑥	(𝑅𝐷 − 𝑟𝑎𝑛𝑑)	𝑖𝑠	𝑔𝑖𝑣𝑒𝑛	𝑏𝑦	𝐷E
= 𝐷𝐶𝑇𝐷F , 𝑤ℎ𝑒𝑟𝑒	𝐷𝐶𝑇	𝑖𝑠	𝑡ℎ𝑒	𝐷𝐶𝑇	𝑚𝑎𝑡𝑟𝑖𝑥	𝑎𝑛𝑑	𝐷F 	𝑖𝑠	𝑎	𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙	𝑚𝑎𝑡𝑟𝑖𝑥	𝑤𝑖𝑡ℎ 

												𝑟𝑎𝑛𝑑𝑜𝑚	𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒	𝜁	𝑜𝑛	𝑖𝑡𝑠	𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙. 
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• RD-Golay:      𝐴 = ,
√4C

𝑅G𝐷,𝐷E               (3.8) 

 
𝐴	𝐺𝑜𝑙𝑎𝑦	𝐷𝐶𝑇	𝑚𝑎𝑡𝑟𝑖𝑥	(𝑅𝐷 − 𝐺𝑜𝑙𝑎𝑦)	𝑖𝑠	𝑔𝑖𝑣𝑒𝑛	𝑏𝑦	𝐷

= 𝐷𝐶𝑇𝐷F , 𝑤ℎ𝑒𝑟𝑒	𝐷𝐶𝑇	𝑖𝑠	𝑡ℎ𝑒	𝐷𝐶𝑇	𝑚𝑎𝑡𝑟𝑖𝑥	𝑎𝑛𝑑	𝐷F 	𝑖𝑠	𝑎	𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙	𝑚𝑎𝑡𝑟𝑖𝑥	𝑤𝑖𝑡ℎ 

									𝐺𝑜𝑙𝑎𝑦	𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒	𝜁	𝑜𝑛	𝑖𝑡𝑠	𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 
 

where 𝐷𝒾(𝒾 = 0,1) are RDs, 𝑅D and 𝑅I represent the sub-sampling operator. In 

particular, Ω in (3.7) is a uniform random subset of {1, 2,… , 𝑁} with size of |Ω| = 𝑀; 

and in (3.8), 𝐼 is a fixed set with 𝐼 = {1, 2,… ,𝑀}. 

 
Operators No. of Random Coefficients No. of Operations 

Floats Binaries Multiplications Additions 

Gaussian 
 

𝒪(𝑀𝑁) 0 𝒪(𝑀𝑁) 𝒪(𝑀𝑁) 

CBE 
[167] 

𝑁 𝑁 𝒪(𝑁 log𝑁) 𝒪(𝑁 log𝑁) 

RD-rand 
(proposed) 

0 𝑁 0 𝒪(𝑀 log𝑁) 

RD-Golay 
(proposed) 

0 0 0 𝒪(𝑁 log𝑁) 

 

Table III.II: Comparison of the number of random coefficients and number of operations 
between different operators 

 

Next, a uniform scalar quantizer is applied to explore its effect in various bits. 
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• Experiments and results 
 

This image classification experiment is conducted in the Matlab environment on 

Intel(R) Core (TM) i7–6700 CPU @3.40GHz machine with 16GB RAM. The 

SqueezeNet model and VGG19 model are tested on the Caltech 101 dataset 

containing 9,146 images of 101 object categories. The dataset is split into 70:30, 70 

per cent is for model training and 30 per cent is for query testing. Additionally, 5 

iterations are completed for each simulation. Recall is chosen as a performance 

measure since relevant items are the focus of image classification tasks, whereas 

Precision is a more appropriate tool for image retrieval tasks where both relevant and 

irrelevant items are considered in a search result. To be precise, recall is a percentage 

of the relevant items classified in relation to the total relevant items in the database. 
 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	 ?@
?@A	B0

               (3.9) 

 

where 𝑇𝑃 is true positives and 𝐹𝑁 is false negatives 
 

Figure 3.8 illustrates that for a small-scale model like SqueezeNet, a 50% recall rate 

can be achieved at only 100 bits per descriptor with 4-bit quantization for all four 

operators in a similar manner. Similarly, 5-bit quantization can reach over 60% recall 

at 100 bits per descriptor. Moreover, with 6-bit to 8-bit quantization, the recall rate 

improves slightly at 70%-80%. 

 
                        3-bit quantization                                                 4-bit quantization 
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                          5-bit quantization                                                6-bit quantization 

 
                           7-bit quantization                                                 8-bit quantization 

 
Figure 3.8: A recall comparison of four operators on Caltech 101 dataset using SqueezeNet network 

with multi-bit quantization 
 

Moving to the testing of VGG19 on the Caltech 101 dataset, the results from figure 3.9 

show that a big model like VGG19 is able to reach an 80% recall rate at a small number 

of bits per descriptor, around 128 bits per descriptor, with only 5-bit quantization for all 

four operators. Having said this, the recall rate improves slightly after 6-bit quantization 

at around 80%-88%. 
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4-bit quantization 

 
5-bit quantization 

 
6-bit quantization 

 
7-bit quantization 

Figure 3.9: A recall comparison of four operators on Caltech 101 dataset using VGG19 network with 
multi-bit quantization 
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• Conclusion 

 

The results from this simulation highlight that with low-bit quantization positive effects 

can be achieved on both small-size CNN model and large-size CNN model. With 

around100 bits per descriptor, SqueezeNet can reach 50% recall with only 4 or 5-bit 

quantization. On the other hand, with around 128 bits per descriptor, VGG19 can 

achieve 80% with only 5-bit quantization. Nonetheless, the recall rate increases 

slightly with higher-bit quantization. This means, in addition to the application of 

dimensionality reduction operators, further quantization using uniform scalar quantizer 

provides positive results on the image classification task. 
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3.4 Summary 
 

This chapter demonstrates the effect of quantization on general image classification 

and potentially on image retrieval. To begin with the SIFT features, the feature 

matching experiment shows that a positive trend can be seen with low-bit quantization. 

Furthermore, elapsed time can be less which addresses the promising outcomes when 

applying uniform scalar quantizer on CBIR and classification task. Looking at the CNN 

feature experiment, after testing different sizes of CNN models, SqueezeNet and 

VGG19, the classification results show that low-bit quantization helps to achieve an 

80% recall rate in the case of VGG19 and a 50% recall rate in the case of SqueezeNet 

while using only a 100 or 128 bit per descriptor. The application of the proposed 

quantization approaches, in addition to the dimensionality reduction operators, 

potentially provides efficient and effective results of CBIR and classification tasks on 

low computational devices such as mobile devices and IoT.     
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Chapter 4: Fast Dimensionality Reduction for  

General Image Retrieval and Classification 
 

For the purpose of maximizing original image features and avoiding potential error 

from feature selection, feature extraction is chosen to reduce high-dimensional data 

to the lower space. Additionally, to fasten this dimensionality reduction process with a 

less complex structure and preserve the correlation between variables, a linear 

transformation is an appropriate tool to achieve the aim of this research. The following 

state-of-the-art techniques are implemented in various simulations in this Chapter. 

 

4.1 Existing Fast Dimensionality Reduction Methods 
 

I. Random Projection 

 

Random Projection from Gaussian or normal distribution is one of the most widely 

used and theoretically optimal non-adaptive techniques in dimensionality reduction 

[170][182][183][184]. Its theoretical foundation is from the Johnson-Lindenstrauss 

lemma (JLL) [167][184][185] which proves that high-dimensional data can be linearly 

embedded and randomly projected into much lower-dimensional space while the 

pairwise distances between data points are nearly preserved without dependence on 

the original dimensionality of the input data. Below is the calculation of the lemma. 

 

𝑝	 > C$	($)
F%

                        (4.1) 

 

where the 𝑛  data size, desired error limit at 𝜀 , and the minimum number of 𝑝 

dimensions based on random projection with high probability. 
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Therefore, the Gaussian Random Projection can reduce the high-dimensional data, 𝑚 

dimensions, by matrix multiplication with its 𝑚	 × 	𝑝 matrix of standard normal random 

values 𝑅𝒾,𝒿	~	𝑁[0,1] 

 

𝑌$	×	! 	=
*
√!
	𝑋$	×	%𝑅%	×	!         (4.2) 

 

where 𝑌2	×	3 is the low dimensional feature matrix, 𝑋2	×	- is the original feature matrix, 

and the scalar ,
√3

  accounts for the impact on pairwise distances of working in the lower 

dimensional space. Furthermore, this randomness comes from atmospheric noise 

which is the True Random Number Generator that can be easily picked up with a 

normal radio. This atmospheric noise produces random numbers that pass statistical 

checks and for many purposes is better than the pseudo-random number algorithms 

as it statistically fits many natural phenomena which are unpredictable [252]. 

 

As the Random Projection is simple to implement in practice, easy to analyze, and 

computationally efficient, it is ubiquitous in various fields when dealing with high-

dimensional data which is expensive to perform the calculation, the sparse number of 

samples which is difficult to reliably calculate covariances or dissimilarities, the lack of 

entire dataset access, and more importantly the unaffordable calculation of an 

orthogonal transform. Having said this, when compared to other orthogonal 

projections, the Random Projection could introduce more distortions, degrade the 

performance of the approximate solution, and increase processing time in response 

to the projection process. 

 

Despite the benefits of the Gaussian Random Projection aforementioned, its non-

orthogonal nature makes it less desirable compared to the orthogonal projections 

which are able to make the data reconstruction much simpler. 
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II. Principal Component Analysis (PCA) 

 

Despite Random Projection provides the optimal result in dimensionality reduction, its 

time-consuming process could be a huge hindrance in many applications, in particular 

on low computational devices. Therefore, faster approaches have been introduced 

including the famous Principal Component Analysis (PCA) 

[130][135][136][137][169][186]. PCA is an orthogonal transform which generates a 

new set of uncorrelated variables, called principal components, that maximize 

variance. Each principal component is a linear combination of the original variables 

and all principal components are orthogonal to each other. The components are 

ordered by the number of variances. The first principal component, a single axis in 

space, describes the largest possible variance which accounts for as much variability 

as possible. The second principal component is another axis in space which describes 

the largest possible remaining variance. The maximum number of principal 

components could be as large as the original set of the variable. However, in most 

cases, only the first few principal components could cover over 80% of the total 

variance of the original data [187]. 

 

In order to generate each PCA, there are three steps to implement, standardizing the 

features, calculating the standardized feature covariance matrix, and calculating the 

Eigen vectors and Eigen values of the covariance matrix. 

 

The standardization of the original variable ranges helps to eliminate the dominance 

of those variables with larger ranges over those with smaller ranges. Therefore, each 

variable range would equally contribute to the analysis which leads to unbiased 

results. The standardization can be calculated as follows. 

 

𝑋: = -.	-H
I&

                      (4.3) 

Next, the covariance matrix computation. This step identifies the correlation or 

uncorrelation between every two variables. The covariance matrix is a 𝑝	 × 	𝑝  
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symmetric matrix, where 𝑝  is the number of dimensions, which has entries the 

covariances associated with all possible pairs of the original variables. 
 

𝐶 =	 �
𝑝(𝑋,, 𝑋,) ⋯ 𝑝(𝑋,, 𝑋-)

⋮ ⋱ ⋮
𝑝(𝑋-, 𝑋,) ⋯ 𝑝(𝑋- , 𝑋-)

� 	𝑖𝑓	𝜎L! = 1∀	𝑗 = 1, … ,𝑚 

 
Figure 4.1: The covariance matrix 

 

The matrix can be calculated below. 

 

𝐶-'$-'%
=

∑ (-'$.	-H'$)(-'%.-H'%)
(
!#$

($.*)
           (4.4) 

 

Lastly, the Eigen vector and Eigen value computation. As the Eigen vector is the 

direction of the axis which creates a principal component and the Eigen value is the 

Eigen vector’s coefficient which addresses an amount of variance carried in each 

principal component, the computation could simply be done by ranking the highest 

Eigen values in order to select the most significant principal components. Furthermore, 

the percentage of variance or information accounted for by each component is also 

critical since only the significant components should be selected to form a matrix of 

vectors, called feature vectors. As a result, the lesser principal components kept, the 

lesser the feature dimension is. 

 

Therefore, PCA is considered one of the most information preserved techniques, yet 

simple, in dimensionality reduction with a little accuracy trade-off.  It contributes to 

better visualization and easier data analysis from its smaller dataset, as well as fast 

computation and less memory required through its feature extraction for the learning 

algorithm. Nevertheless, if the original valuables are not a strongly correlated or weak 

relationship between variables, PCA might cause a significant loss of important 

information when dimensions are reduced. For example, when most of the correlation 

coefficients are smaller than 0.3, PCA should not be used. Additionally, PCA 

contributes to higher computational complexity when compared to Random Projection. 
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III. Circular Binary Embedding (CBE) 

 

Circulant matrix plays significant role in digital image processing regarding image 

reconstruction and compression [162][166][167]. The circulant matrix is a square 

matrix generated from a vector as the first row (or column) and circularly shifted by 

one element to the right in order to create a second row. The process is repeated for 

the second row to create the third row and so on. 

 

 

𝐶 = 	

⎝

⎜
⎜
⎛

𝐶E 𝐶, 𝐶! 𝐶M … 𝐶2",
𝐶2",
𝐶2"!
𝐶2"M
⋱
𝐶,

𝐶E
𝐶2",
𝐶2"!
⋱
𝐶!

𝐶,
𝐶E
𝐶2",
⋱
…

𝐶!
𝐶,
𝐶E
⋱

𝐶2"!

𝐶M
𝐶!
𝐶,
⋱

𝐶2",

⬚
⬚
⬚
⋱
𝐶E⎠

⎟
⎟
⎞

 

 

Figure 4.2: An n x n circulant matrix C 
 

Construction of an A matrix from a gaussian circulant matrix can be done with the 

following form. 

 

𝐴 =	𝑅I𝐶N𝐷F               (4.5) 

 

where 𝐼 is a fixed subset of {1,2, … ,𝑁} with a size of 𝑀 (number of bits in reduced 

dimension), and 𝑅I  is a subsampling operator that restricts a vector to its entries 

indexed by 𝐼. 𝐶N is a circulant matrix generated by a standard Gaussian vector 𝑣 and 

𝐷F is a diagonal matrix with independent random sign vector 𝜁 on its diagonal, i.e., 

Pr(𝜁𝒾 = 1) = Pr(𝜁𝒾 = −1) = 0.5 
 

𝐷 =	 �

𝜎E 0 0 0
0
0
0

𝜎,
0
0

0
⋱
0

0
0

𝜎O",

� 

 
Figure 4.3: A diagonal matrix D 
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This class of matrices is attractive as its matrix-vector multiplication can be computed 

with fewer operations by exploiting the fast Fourier transform. Moreover, the limiting 

spectral distribution of a gaussian circulant matrix seems to be complex normal and 

bounds are given for the probability that a circulant sign matrix is singular. 

 

Next, to create CBE [162][166][167], the sign of 𝐴$  is taken for a simple binary 

operation.  

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝐴$)             (4.6) 

 

where the 𝑠𝑖𝑔𝑛(∙) denotes the element-wise sign operation. If each data point (𝑥) is 

on the unit-sphere, i.e., ‖𝑥)‖! = 1	(1 ≤ 	𝑖	 ≤ 𝑄)  and 𝑄  denotes the total number of 

points in a finite dataset 𝑇, the angular distances of 𝑥)  and 𝑥L  can be evaluated or 

estimated using the normalized Hamming distances of 𝑓(𝑥)) and 𝑓(𝑥L). 

 

Consequently, in the light of circulant structure, the use of fast Fourier transformation 

is enabled to improve time complexity from 𝑂(𝑀𝑁)  to 𝑂(𝑁 log𝑁) , and the space 

complexity from 𝑂(𝑀𝑁)  to 𝑂(𝑁)  with linear projection. Nonetheless, the 

computational complexity could be further improved for the application on mobile 

devices or the Internet of Things (IoT) which have various constraints. 
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4.2 Proposed Fast Dimensionality Reduction Methods 
 

The proposed methods in this Chapter are based on Hadamard Projections and 

Discrete Cosine Transforms as follow. 

 
I. Hadamard Projections  

 

The Walsh-Hadamard Transform is a widely used linear transform in image and signal 

processing [183][184][188][189][190][191] as it requires less storage space and time 

consumption. This orthogonal transformation technique is a non-sinusoidal technique 

that decomposes an original signal into a set of basis functions, Walsh functions, which 

are rectangular or square waves with values of +1 or -1. Each Walsh function has a 

unique sequency value in which the sequency is a generalized notion of frequency 

and is defined as one half of the average number of zero-crossing per unit time 

interval. An example of the first eight Walsh functions’ sequency values is below. 

 

Index Walsh Function Values 

0 11111111 

1 1111-1-1-1-1 

2 11-1-1-1-111 

3 11-1-111-1-1 

4 1-1-111-1-11 

5 1-1-11-111-1 

6 1-11-1-11-11 

7 1-11-11-11-1 

 
Table IV.I: Walsh Function Values 
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The Walsh functions could be stored in three different ordering schemes [192], 

sequency ordering which has the functions in order of increasing sequency value 

where each row has an additional zero crossing, Hadamard ordering which has the 

functions in normal Hadamard order, and dyadic ordering which has the functions in 

Gray code order where a single bit change occurs from one coefficient to the next. The  

sequency ordering is a default ordering scheme which is used dominantly in signal 

processing applications whereas Hadamard ordering and dyadic ordering are used in 

controls applications and mathematics, respectively. 

 

 

 

 
 

 

Figure 4.4: Ordering schemes [193] 

 

After the Walsh Hadamard matrix, represented the Transform, is performed by 

multiplication with the feature matrix of high-dimensional data, the data containing 

information of the original image is concentrated at the corners of the image. As a 

result, the key information can be recovered and used in lower dimensions. 

Additionally, the Walsh Hadamard Transform (WHT) has a fast version, called the fast 

Walsh Hadamard Transform, which can be defined below. 

 

𝑌2 =
,
4
	∑ 𝑥)𝑊𝐴𝐿(𝑛, 𝑖)4",

).E ,            (4.7) 

 

where 𝑥) is original signal, 𝑖 = 0,1,… , 𝑁 − 1 and 𝑊𝐴𝐿(𝑛, 𝑖) are Walsh functions. The 𝑁 

elements are decomposed into two sets of 4
!
 elements, which are combined using a 

butterfly structure to form the fast Walsh Hadamard Transform. Its coefficients are 

calculated by evaluating across the rows and the columns of input signals, specified 

as a feature matrix or a feature vector. 
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The fact that the WHT is the real transform which only adds or subtracts the given 

data, it produces energy compaction for spread-spectrum analysis which contributes 

to higher accuracy than independent random projection like Gaussian. Moreover, its 

simplicity results in fast computation and less bandwidth storage requirement. 

Nonetheless, this technique does not consider the class label of data and might not 

be suitable for sparse data as it produces a dense matrix. 

 

II. Discrete Cosine Transforms (DCT) 

 

The Discrete Cosine Transform is extensively used in various areas of image 

processing, especially image compression [194][195][196][197][198][199][200], due to 

its requirements in less computational complexity and less storage resource. The 

orthogonal linear transform represents an image of the spatial domain as the 

frequency domain by means of sinusoidal basis functions, Cosine functions. Firstly, 

an original image, high-dimensional data, is divided into 8 x 8 pixel groups. Then, each 

block of 8 x 8 pixel group is represented by 64 basis functions of the DCT as illustrated 

in figure 4.5 below. 

 

 

 

 

 

 

 

 

 

 
Figure 4.5: The 64 basis functions of an 8 x 8 matrix [201] 
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The transform coefficients are computed and weighted [201]. 

 

𝐵!" =	𝑎!𝑎" ∑ ∑ 𝐴#$ cos
%('#())!

'+
	,-)

$./
+-)
#./ cos %('$())"

',
	 , /	1!	1+-)/	1"	1,-)    (4.8) 

 

	𝑎3 = 	¢

1
√𝑀

=2/𝑀			

, 𝑝 = 0
																, 1 ≤ 𝑝 ≤ 𝑀 − 1																										(4.9) 

	𝑎> = 	¢

1
√𝑁

=2/𝑁			

, 𝑞 = 0
																, 1 ≤ 𝑞 ≤ 𝑁 − 1																										(4.10) 

 

The low-frequency DCT coefficients are the dominant coefficients which contain the 

key information of an original image, whereas the high-frequency coefficients have no 

or fewer effects on the quality of the output image which has lower dimensions.  

 

Therefore, by considering only dominant coefficients which concentrate in low-

frequencies mainly in the top left corners, the other coefficients in higher-frequencies 

can be discarded due to their low psychovisual significance. Consequently, the low-

dimensional image data can be reconstructed by using the inverse Discrete Cosine 

Transform of each block of 8 x 8 pixel group without losing significant information. 

 

𝐴#$ =	∑ ∑ 𝑎!𝑎"𝐵!" cos
%('#())!

'+
	,-)

"./
+-)
!./ cos %('$())"

',
	 , /	1#	1+-)/	1$	1,-)    (4.11) 

 

𝑎3 =	¢

1
√𝑀

=2/𝑀			

, 𝑝 = 0
																, 1 ≤ 𝑝 ≤ 𝑀 − 1														(4.12) 

𝑎> = 	¢

1
√𝑁

=2/𝑁			

, 𝑞 = 0
																, 1 ≤ 𝑞 ≤ 𝑁 − 1															(4.13) 
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Despite the DCT contributes to key advantages for dimensionality reduction such as 

maintaining a maximum amount of image information with a significantly reduced 

number of dimensions, providing energy compaction properties for highly correlated 

images, performing high accuracy and speed, and being easy to compute, there is 

some loss of quality in the reconstructed low-dimensional image and the appropriate 

determination of the dominant coefficients is not straightforward. 
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4.3 Performance Comparison 
 

Stage 1: Matched SIFT features of hostel bedroom images after dimensionality 

reduction  

 

This experiment is an extended work from the Stage 1: Matched SIFT features of 

hostel bedroom images after quantization in the previous chapter. SIFT features are 

tested with the same settings on the same dataset to see the effect of dimensionality 

reduction by applying the Walsh-Hadamard Transform matrix, one of the widely used 

transforms in signal and image processing, which decomposes a signal of high 

dimensional data into a set of basis functions with the values of +1 or -1 in order to 

reduce the complexity of the CBIR or classification problem, dampen the curse of 

dimensionality, and allow better generalization. 

 

• Preliminary results 

 

Firstly, each nominal 128-dimensional vector of SIFT feature vectors is reduced to six 

smaller dimensions at 16-bit quantization, 100-dimensional vector, 80-dimensional 

vector, 64-dimensional vector, 48-dimensional vector, 32-dimensional vector, and 16-

dimensional vector, by doing matrix multiplication with the Walsh-Hadamard 

Transform matrix. After testing several combinations of different numbers of the 

reduced dimensional vector with a fixed 16-bit quantization, the result in figure 4.6 

shows good performances in SIFT feature matching for most pairs of hostel images, 

despite each vector’s dimensions are reduced. On top of this, the trend of matched 

SIFT features is increased at 64 dimensions onwards. In terms of elapsed time, figure 

4.7 highlights that different sizes of vector dimension do not greatly affect the 

processing time. This could be the result of not being able to fully control the network 

resources and the network traffic as this experiment is conducted via using a centrally 

managed university PC and each simulation with a different size of vector dimension 

is run separately. Having said that, the overall elapsed time of these simulations in 
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Matlab is considerably low for all classes of hostel image, a 1 - 4 minute range for 

each simulation. 

Figure 4.6: No. of matched SIFT features after dimensionality reduction at 16-bit quantization 

Figure 4.7: The elapsed time results of dimensionality reduction at 16-bit quantization 
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• Conclusion 

 

Based on the performances of this preliminary experiment, despite the dimensionality 

reduction of the SIFT 128-dimensional vector, significant information is preserved as 

high numbers of matched features generally continue, especially for 64-dimensional 

vector. Additionally, 1-4 minutes elapsed time addresses the potential application of a 

dimensionality reduction operator on CBIR and classification tasks on devices with 

memory, bandwidth, and power constraints. 
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Stage 2:  Multi-size dimension of CNN features using various dimensionality reduction 

operators 

 

Similar to the previous simulation, this experiment is an extended work from the Stage 

2:  Multi-bit quantization effect on embedded CNN features in Chapter 3. Two state-of-

the-art dimensionality reduction operators, Random Gaussian and CBE, and the 

proposed operators, RD-rand and RD-Golay, are tested on Intel(R) Core (TM) i7–6700 

CPU @3.40GHz machine with 16GB RAM with Matlab programme. In addition to 

Caltech 101 dataset, the Caltech 256 dataset containing 30,607 images of 256 object 

categories is included with a 70:30 data split, 70 per cent is for the training process 

and the remaining 30 per cent is for the testing process. Nonetheless, 3 different-size 

CNN models are implemented which are MobileNetv2, GoogLeNet, and ResNet 50 at 

1-bit quantization with 5 feature lengths for each model. Furthermore, 5 iterations are 

completed for each simulation and recall is a selected performance measure as on 

classification tasks the relevant items are in focus, unlike retrieval tasks where both 

relevant and irrelevant items are considered in a search result using the Precision 

measure. 

 

CNN model Model size No. of deep layer No. of parameter 

MobileNetv2 
[202] 

13MB 53 3.5 million 

GoogLeNet 
[175] 

27MB 22 7 million 

ResNet 50 
[203] 

96MB 50 25.6 million 

 

Table IV.II: MobileNetv2, GoogLeNet, and ResNet 50 models information 
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• Experiment results 

 

From Table IV.III, it can be seen that RD-rand and RD-Golay outperform in most cases. 

With MobileNetv2, RD-rand gives the highest accuracy for the original 1280 bits per 

descriptor, 87.88% on Caltech101 and 75.20% on Caltech256, and remains the best 

when dimensions are reduced to 160 bits per descriptor with 69.34% on Caltech101 

and 52.66% on Caltech256. Additionally, it reaches 69.51% for 640 bits per descriptor 

on the Caltech256 dataset. Similar to RD-rand, RD-Golay provides competitive results 

and achieve the highest recall rate at 86.09% for 640 bits per descriptor and 56.42% 

for 80 bits per descriptor on Caltech101 and 62.83% for 320 bits per descriptor on 

Caltech256. Looking at the GoogLeNet network, when considering the original 1024-

dimensional vector, RD-Golay outperforms at 87.42% and 99.74% recall rate on 

Caltech101 and Caltech256, respectively. It remains the best dimensional reduction 

operator for 512-dimensional vector, 256-dimensional vector, and 128-dimensional 

vector with 97.47%, 84.96%, and 63.87% on Caltech256, as well as 79.90% for 256-

dimensional vector on Caltech101. Though RD-rand can only reach the same peak as 

RD-Golay at 99.74% for 1024-dimensional vector on Caltech256, it still gives high 

accuracy across all reduced dimensions. To highlight, with original-size dimensional 

vector RD-Golay and RD-rand are able to achieve highly statistically significant results 

at 99.74% and the RD-Golay can provide statistically significant result at 97.47% with 

512-dimensional vector on Caltech256 dataset [253]. Moving to ResNet50, RD-rand 

achieves the highest accuracy at 90.32% on Caltech101 and 79.87% on Caltech256 

for the original 2048 bits per descriptor. It shows impressive performance with 76.07%, 

62.08%, and 51.71% on Caltech256 for 1024, 256, and 128 bits per descriptor, 

respectively, whereas RD-Golay provides the highest recall rate at 78.91% and 68.22% 

for 256 and 128 bits per descriptor on Caltech 101 and 69.77% for 512 bits per 

descriptor on Caltech256. 
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Method Caltech101 (9,146 images) Caltech256 (30,607 images) 

MobileNetv2 80 bits 160 bits 320 bits 640 bits 1280 bits 80 bits 160 bits 320 bits 640 bits 1280 bits 
Gaussian 54.10 67.79 77.54 83.62 87.37 42.31 51.96 61.83 68.86 74.46 
CBE  
[166] 

54.25 69.05 79.44 83.53 87.45 41.64 52.12 61.45 69.26 74.43 

RD-rand 
(proposed) 

56.06 69.34 79.23 85.15 87.88 41.74 52.66 62.40 69.51 75.20 

RD-Golay 
(proposed) 

56.42 67.14 79.31 86.09 87.49 40.84 52.44 62.83 68.87 75.11 

GoogLeNet 64 bits 128 bits 256 bits 512 bits 1024 bits 64 bits 128 bits 256 bits 512 bits 1024 bits 
Gaussian 58.81 70.03 78.59 84.00 86.87 52.72 63.74 84.00 97.12 99.69 
CBE  
[166] 

59.55 70.68 78.20 84.48 87.24 52.24 63.07 84.49 97.14 99.64 

RD-rand 
(proposed) 

59.26 70.66 79.41 83.41 86.81 52.52 63.76 84.93 97.43 99.74 

RD-Golay 
(proposed) 

58.56 69.91 79.90 84.22 87.42 51.70 63.87 84.96 97.47 99.74 

ResNet50 128 bits 256 bits 512 bits 1024 bits 2048 bits 128 bits 256 bits 512 bits 1024 bits 2048 bits 
Gaussian 65.72 76.97 83.19 88.34 90.18 50.95 62.08 69.22 75.50 79.14 
CBE  
[166] 

65.28 77.18 84.28 87.78 90.16 50.31 62.10 69.32 75.66 79.36 

RD-rand 
(proposed) 

66.68 77.66 83.73 87.99 90.32 51.71 62.08 69.62 76.07 79.87 

RD-Golay 
(proposed) 

68.22 78.91 83.35 87.17 89.74 50.88 61.33 69.77 75.97 79.67 

 
Table IV.III: A recall comparison of four operators on Caltech 101 and Caltech 256 datasets using 

MobileNetv2, GoogLeNet, and ResNet 50 networks  

 

• Conclusion 
 

Based on the results from this multi-size dimension of CNN features using various 

dimensionality reduction operators experiment, it can be seen that, when high 

dimensions of deep features are reduced, the proposed RD-rand and RD-Golay 

operators provide impressive performances with the highest accuracy in most cases 

on both datasets for all three CNN models. This demonstrates their potential application 

on low computational devices for CBIR and classification tasks. 
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Stage 3: Binary embedding using Golay-Hadamard matrices  

(This peer-reviewed manuscript is published on ICME 2021 conference 

proceedings) 
 

• Binary embedding 

 

Various deep hashing methods [161][168][204][205][206][207][208][209] have also 

been investigated to generate binary codes directly from deep learning neural 

networks. Binary code is attractive as it is more memory efficient. It also allows fast 

query by computing Hamming distance in binary space. However, most of the 

existing works focused on supervised hashing. Besides, binary codes produced by 

unsupervised hashing methods are often inferior to real-coefficient CNN 

descriptors.   

 

Considering a data set 𝑇	 ⊂ 	ℝ4 , the researcher wants to embed each 𝑥) 	 ∈ 𝑇  into 

𝑀	 ≤ 𝑁  bits so that for any two points 𝑥) , 𝑥L 	 ∈ 𝑇 , their pairwise Euclidean (or 

angular) distances can be preserved. A typical way is to first multiply each 𝑥) with 

an 𝑀	 × 	𝑁 data-independent projection matrix 𝐴, and then map 𝐴𝑥 to binary bits 

{1, −1}C using a given function. In what follows, a brief review of binary embedding 

using independently identically distributed (i.i.d.) Gaussian random matrices and 

Gaussian circulant matrices (GCMs) is provided. 

 

Recall that the classical Johnson-Lindenstrauss Lemma [185] states that if 𝐴 has 

independent Gaussian entries with zero-mean and unit variance, then with very high 

probability, the following inequality holds for 𝜖	 > 0  and all pair of points 𝑥) , 𝑥L 

in a finite data set 𝑇 

 

©ª ,
√C
𝐴(𝑥) −	𝑥L)ª

!

!
−	«𝑥) − 𝑥L«!

!© 	≤ 	𝜖«𝑥) − 𝑥L«!
!                   (4.14) 
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provided that 𝑀	 ≤ 𝒪(𝜖"! log𝑄) ,  in which 𝑄 denotes the total number of points in 

𝑇. 

 

A simple binary operation is to take the sign of  𝐴𝑥,  as given below  

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝐴𝑥)                        (4.15) 

 

where the 𝑠𝑖𝑔𝑛	(∙) denotes the element-wise sign operation. If each data point is on 

the unit-sphere, i.e,  ‖𝑥)‖! = 1(1 ≤ 𝑖 ≤ 𝑄) , the angular distances of 𝑥) and 𝑥L can 

be evaluated or estimated using the normalized Hamming distance of 𝑓(𝑥))  and 

𝑓(𝑥L). That is, for 𝛿	 > 0  when 𝐴  is a standard i.i.d. Gaussian matrix with 𝑀	 ≥

𝒪(𝛿"! log(4
P
))   the following holds with probability 1 − 	𝜂 

 

³,
C
𝑑Q y𝑓(𝑥)), 𝑓3𝑥L6z −

,
R
arccos	(〈𝑥), 𝑥L〉)³ ≤ 𝛿                       (4.16) 

 

It is also known that this bound is optimal in bit complexity 𝑀[210]. It should be 

pointed out that the above result is for any finite dataset. The bound for 𝑀 can be 

further improved if the datasets have a low-complexity structure. For example, when 

each 𝑥)  is a sparse vector with 𝑠	non-zero elements, (4.16) holds when 𝑀	 ≥

𝒪(𝛿"!𝑠 log(64
9
)) even for the infinite set. 

 

Over the past decade, the design of fast Johnson-Lindenstrauss Transform (JLT) 

for binary embedding has been an active area. Several operators have been 

proposed such as bilinear embedding [160], fast binary embedding [211] and 

circulant binary embedding [166]. As this research project aims to build low-

complexity operators for practical applications, a brief review on the construction of 

𝐴	from a Gaussian circulant matrix (GCMs) with the following form [166][212] is 

described below. 

 

𝐴 =	𝑅I𝐶;𝐷F                    (4.17) 
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where 𝐼 is a fixed subset of {1, 2,… , 𝑁} with the size of 𝑀, and 𝑅I is a subsampling 

operator that restricts a vector to its entries indexed by 𝐼. 𝐶; is a circulant matrix 

generated by a standard Gaussian vector 𝑣 and 𝐷F is a diagonal matrix with random 

sign vector 𝜁  on its diagonal, i.e., Pr(𝜁) = 1) = Pr(𝜁) = −1) = 0.5 . This class of 

matrices is attractive as its matrix-vector multiplication can be computed with only 

𝒪(𝑁 log𝑁) operations [167]. 

 

Circulant binary embedding (CBE) using (4.15) and (4.17) was investigated in [167] 

for vectors on the unit sphere. If the maximum magnitude of 	𝑥) 	 is small, i.e., 

‖𝑥)‖S = 𝒪(log4
√4
)		, the Hamming distance 𝑑Q(𝑓(𝑥)), 𝑓(𝑥L))can be used to estimate 

their angular distances. For an arbitrary dataset, one can pre-process each data 

vector by multiplying it with a randomly modulated Hadamard matrix. That is, 𝐴  can 

be replaced by 𝐴 =	𝑅I𝐶;𝐷F𝐻𝐷𝓀 where 𝐻 is an 𝑁	 × 	𝑁 Hadamard matrix and 𝓀 is a 

random sign vector. 

 

• Problem formulation 
 

The goal here is to design memory efficient and fast-computable binary embedding 

for CNN features. Note that for fast locality sensitivity hashing (LSH), it is shown 

empirically [213] that a full random matrix can be approximated by 𝐴 =

	𝑅I𝐻𝐷F!𝐻𝐷F)𝐻𝐷F* without much performance degradation in approximate nearest 

neighbour search, where 𝜁)(𝑖 = 0, 1, 2) are random sign vectors. This construction 

is for arbitrary finite data-set. When the dataset has an intrinsic low-complexity 

structure, a more efficient dimension operator can be used [162]. 

 

Interestingly, CNN-based image descriptors are found compressible in the wavelet 

domain.  As a quick demo, Figure 4.8 shows the sorted wavelet magnitudes for a 

CNN feature vector. Here, the off-the-shelf feature is extracted from the last fully-

connected layer of Resnet-50 [203] with a dimension length of 𝑁 = 	1000. 8-level 

Haar-wavelet decomposition is then applied. As one can see, most of the signal's 
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energy concentrates only on a few large wavelet coefficients. Similar results are 

found for other CNN architectures. Based on this observation,  𝐴 is designed by 

using only 1 or 2 stages of 𝐻𝐷F$ with deterministic sign vectors 𝜁)(𝑖 = 0, 1). 
 
 
 
 
 
 
 
 
 
 

 
Figure 4.8: An example of sorted Haar-wavelet magnitudes of a feature vector extracted from 

ResNet50. 

 

• Golay-Hadamard matrices for binary embedding 

 

According to [214], a partial Hamdard matrix modulated by a Golay sequence can 

offer a near-optimal bound for the compressive sampling of sparse signals in the 

wavelet domain [214]. The definition of a Golay sequence is given below [215] 

 

Definition 1 

 𝐶𝑜𝑛𝑠𝑖𝑑𝑒𝑟	𝑡𝑤𝑜	𝑙𝑒𝑛𝑔𝑡ℎ − 𝑁	𝑏𝑖𝑛𝑎𝑟𝑦	𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒𝑠	𝑎 = [𝑎E, 𝑎,, … , 𝑎4",]	𝑎𝑛𝑑	𝑏 =

[𝑏E, 𝑏,, … , 𝑏4",]. 𝐷𝑒𝑓𝑖𝑛𝑒	𝑡𝑤𝑜	𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙𝑠	𝐴(𝑧) = 	∑ 𝑎2𝑧24",
2.E 	𝑎𝑛𝑑	𝐵(𝑧) =

	∑ 𝑏2𝑧2 .		𝑎	𝑎𝑛𝑑	𝑏	𝑎𝑟𝑒	𝑠𝑎𝑖𝑑	𝑡𝑜	𝑏𝑒	𝑎	𝐺𝑜𝑙𝑎𝑦	𝑐𝑜𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑎𝑟𝑦	𝑝𝑎𝑖𝑟	(𝐺𝐶𝑃)	𝑖𝑓4",
2.E 	 

 
|𝐴(𝑧)|! + |𝐵(𝑧)|! = 2𝑁                    (4.18) 

 

𝑓𝑜𝑟	𝑎𝑙𝑙	|𝑧| = 1.		𝑎	(𝑜𝑟	𝑏)	𝑖𝑠	𝑐𝑎𝑙𝑙𝑒𝑑	𝑎𝑠	𝑎	𝐺𝑜𝑙𝑎𝑦	𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒	21	[215]. 

 

From (4.18), it is clear that |𝐴(𝑧)| ≤ √2𝑁 for all 𝑧 = 𝑒LU(0 ≤ 𝜔 < 2𝜋), which means 

that a Golay sequence is nearly flat in the spectrum domain, i.e., it is a binary 

pseudo-random sequence. A GCP can be constructed directly or recursively. When 
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𝑁 = 22 , the methods in [215] can produce 𝑁 ∙ 𝓃! different Golay sequences. One 

popular way is through the Golay-Rudin-Shapiro recursion formula [215] 

 

𝑎(E) = 1                                  (4.19) 

𝑏(E) = −1																																								(4.20) 

𝑎(=) = ¿𝑎(=",), 𝑏(=",)À																				(4.21) 

𝑏(=) = ¿𝑎(=",), −𝑏(=",)À																(4.22) 

 

𝑓𝑜𝑟	𝑙 = 1, 2, … , 𝑛 − 1.  Unlike random sign vectors, each element 𝑎)  in a Golay 

sequence has an explicit form. Hence, it can be easily implemented in both software 

and hardware without storing the whole sequence. Next, the Golay-Hadamard 

matrix (GHM) is defined:    

 

Definition 2 
𝐴	𝐺𝑜𝑙𝑎𝑦	𝐻𝑎𝑑𝑎𝑚𝑎𝑟𝑑	𝑚𝑎𝑡𝑟𝑖𝑥	(𝐺𝐻𝑀)	𝑖𝑠	𝑔𝑖𝑣𝑒𝑛	𝑏𝑦	𝐺

= 𝐻𝐷F , 𝑤ℎ𝑒𝑟𝑒	𝐻	𝑖𝑠	𝑡ℎ𝑒	𝐻𝑎𝑑𝑎𝑚𝑎𝑟𝑑	𝑚𝑎𝑡𝑟𝑖𝑥	𝑎𝑛𝑑	𝐷F 	𝑖𝑠	𝑎	𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙	𝑚𝑎𝑡𝑟𝑖𝑥	𝑤𝑖𝑡ℎ	 

𝐺𝑜𝑙𝑎𝑦	𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒	𝜁	𝑜𝑛	𝑖𝑡𝑠	𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙. 

 

It can be shown that each row in a GHM is still a Golay sequence [214][215]. Thus, 

𝐺𝑥  calculates the inner products of 𝑥  with 𝑁  orthogonal binary pseudo-random 

sequences. Below, two classes of 𝑀	 × 	𝑁  dimensionality reduction operators 𝐴 

constructed from GHMs are proposed. 

     

• GHM-Rand:   𝐴 = ,
√C
𝑅D𝐺E                 (4.23) 

 

• GHM-Fix:      𝐴 = ,
√4C

𝑅G𝐺,𝐺E             (4.24) 
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where 𝐺)(𝑖 = 0,1) are GHMs, 𝑅D and 𝑅I represent the sub-sampling operator 

similar as that in (4.17). In particular, Ω in (4.23) is a uniform random subset of 

{1, 2, … ,𝑁} with size of |Ω| = 𝑀; and in (4.24), 𝐼 is a fixed set with 𝐼 = {1, 2,… ,𝑀}. 

 

Assume that the feature vectors 𝑥) are strictly sparse in the Haar-transform domain 

with only 𝑠 non-zero coefficients each, i.e., «𝑊$$«E ≤ 𝑠 for all 𝑥)	 ∈ 𝑇, in which 𝑊 

denotes the Haar-wavelet transform matrix. For GHM-Rand in (4.23), when the 

Golay sequence is constructed from the Golay-Rudin-Shapiro recursion using 

(4.19), (4.20), (4.21) and (4.22), (4.14) holds with high probability when 𝑀	 ≥

	𝒪	(𝜖"!𝑠	𝑙𝑜𝑔M(2𝑠) log𝑁).  

 

This implies that GHM-Rand can be used as a fast JLT to embed wavelet-domain 

sparse CNN feature vectors without any binarization. At this stage, the rigorous 

proof with binary function 𝑓(𝑥) seems to be addressed and the following numerical 

results show they can offer excellent performance for image retrieval and 

classification.    

 

Note that GHM-Rand in (4.23) requires only one stage of a partial GHM. According 

to [216], multiplication of such a matrix requires only 𝒪(𝑁 log𝑀) additions, which is 

computationally efficient. It is also memory-efficient as the randomness only comes 

from Ω . In the particular case when 𝑀 = 𝑁 , GHM-Rand becomes a deterministic 

operator as well. GHM-Fix in (4.24) is completely deterministic, which includes a 

cascade of 2 different GHMs requiring  𝒪(𝑁 log𝑁)	operations.  
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Table IV.IV compares the proposed GHM-Rand and GHM-Fix operators with i.i.d. 

Gauss and GCMs for memory requirement and computational cost. As can be seen 

here, the proposed systems have reduced randomness and lower computational 

complexity.   
 

Operators No. of Random Coefficients No. of Operations 

Floats Binaries Multiplications Additions 

i.i.d. Gauss 𝒪(𝑀𝑁) 0 𝒪(𝑀𝑁) 𝒪(𝑀𝑁) 

GCM [167] 𝑁 𝑁 𝒪(𝑁 log𝑁) 𝒪(𝑁 log𝑁) 

GHM-Rand 0 𝑁 0 𝒪(𝑀 log𝑁) 

GHM-Fix 0 0 0 𝒪(𝑁 log𝑁) 

 

Table IV.IV: Comparison of the number of random coefficients and computation costs for different 
operators 

 

• Simulation Results 

 

To evaluate the performance of the proposed operators, simulations are carried out 

for different CNN architectures and different image datasets in image retrieval and 

classification. 

 

Results on unsupervised image retrieval 

 

For unsupervised image retrieval, the test data-sets are the standard Oxford 5k 

[217] and Paris 6k data-sets [173] along with their revised versions ROxford 5k and 

RParis 6k [218]. The CNN architecture is based on the Resnet101-AP-GeM 

[193][219] trained from Resnet101[203] on Landmarks-full dataset [220]. The 

source codes on GitHub [221] are used for evaluation. In the original setting [221], 

each CNN feature has a length of 𝑁 = 2048 with each float coefficient stored in 32-

bits, i.e., 2048 x 32=65536 bits altogether. Binary embedding using i.i.d. Gauss, 

GCM [167], GHM-Rand and GHM-Fix are applied for the original CNN feature 

vectors. Hamming distance is then calculated for the approximate nearest 

neighbour search. For comparison purpose, results of dimensionality reduction 
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using PCA with 𝑃𝐶𝐴V are also included, where the whitening operator is also learnt 

from the Landmarks-full dataset [193]. To produce 𝑀 = 32𝑑 − 𝑏𝑖𝑡𝑠 , the 𝑑	 ×

	𝑁	𝑃𝐶𝐴V  operator is applied with whitening power of 0.25. The performance is 

measured via standard mean average precision (mAP) [193]. Following the 

convention, only the annotated region of interests is used. The results are shown in 

Table IV.V. As one can see from here, the performance of 𝑃𝐶𝐴V drops quickly with 

the decrease of 𝑀. Despite their low complexity, the proposed operators offer the 

best performances in nearly all cases for a given  𝑀 except for a couple of cases, 

in which GHM-Rand and GHM-Fix are slightly worse than those of i.i.d. Gauss 

matrix. In fact, when 𝑀 = 2048	bits, GHM-Rand becomes a fixed operator and its 

performances are still very close to those of the original one with 65536 bits (2048 

floats). Although GHM-Fix is a data oblivious and deterministic operator, it offers 

very similar performance to those of full i.i.d. Gauss matrix and GCMs. 
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No. of 
Bit 𝑀 

Method Paris 
6k 

RParis 6k Oxford 
5k 

ROxford 5k 

E M H E M H 

65536 Original 
[193] 

92.95 90.76 80.31 60.86 89.12 83.28 67.13 42.26 

 
 

2048 

𝑃𝐶𝐴𝓌 
[193] 

88.36 86.38 75.94 54.15 79.88 71.16 56.30 27.234 

i.i.d. 
Gauss 

91.28 89.87 77.34 55.93 87.05 81.72 64.31 38.56 

GCM 
[204] 

91.87 89.70 77.51 56.70 84.94 79.30 62.82 36.78 

GHM-
Rand 

92.20 89.74 78.65 58.46 87.95 81.95 65.64 40.73 

GHM-Fix 
 

91.81 89.78 78.49 58.01 85.89 80.83 63.41 37.61 

 
 

1024 

𝑃𝐶𝐴𝓌 
[193] 

82.26 78.42 63.39 45.55 75.26 64.66 50.51 23.00 

i.i.d. 
Gauss 

90.51 85.69 74.50 53.31 84.02 78.65 59.92 32.87 

GCM 
[204] 

89.98 87.71 74.20 51.59 82.23 73.65 57.77 32.08 

GHM-
Rand 

90.92 88.55 76.04 54.61 84.85 77.75 61.54 35.29 

GHM-Fix 
 

90.02 87.76 75.21 53.39 84.69 77.06 61.12 35.45 

 
 

512 

𝑃𝐶𝐴𝓌 
[193] 

71.97 63.96 57.02 35.36 55.79 42.56 31.95 8.62 

i.i.d. 
Gauss 

86.59 84.56 69.32 44.65 78.60 68.93 52.77 26.08 

GCM 
[204] 

85.84 83.56 69.03 44.56 79.76 68.76 51.95 26.69 

GHM-
Rand 

87.53 85.31 71.57 46.68 81.93 73.18 57.38 30.42 

GHM-Fix 
 

86.83 84.40 70.34 46.74 80.43 71.52 56.10 31.64 

 

Table IV.V: Comparison of mean Average Precision (mAP) for different dimensionality reduction 
operators. For RParis 6k and ROxford 5k, “E”, “M” and “H” represent the easy, medium and hard 

subsets, respectively [218]. Bold values indicate the best results for a given M and dataset. 
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Table IV.VI further compares the results of the proposed systems with different 

state-of-the-art supervised deep hashing methods such as supervised semantics-

preserving deep hashing (SSDH) [209], hierarchical deep hashing (HSH) [207] and 

un-supervised ones such as Deepbit [208], pixels to binary (P2B) codes [168] and 

embedding and aggregation on selective convolution features (EASC) [161]. One 

can observe the proposed GHM-Rand operator offers the best performance except 

for Paris 6k at 256 bits. The performance of GHM-Fix is also very close to that of 

GHM-Rand. These benchmark methods often require much more complicated 

training and/or post-processing to produce binary codes. On the other hand, our 

proposed system only requires simple multiplication of CNN descriptors with 

GHM(s) followed by a sign operation. In addition, it is worth noting that the accuracy 

of retrieval systems using CNN features highly depends on the scale of the training 

dataset. Despite all experiments presented in Table IV.VI adopt pretrained CNN 

models which are extensively trained on the ImageNet dataset, when new tasks are 

implemented on Paris 6K and Oxford 5K datasets which are different in size, the 

accuracy gap (10.20% - 22.20% difference) shows while using the same method 

and the same bit length. Having said that, the proposed operators provide smaller 

accuracy gaps (5.33% - 9.45% difference) demonstrating the efficiency of both 

proposed operators.  
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Method Paris 6k (6,392 images) Oxford 5k (5,063 images) 

1024 bits 512 bits 256 bits 1024 bits 512 bits 256 bits 

Supervised 
Hashing 

SSDH 
[209] 

- 83.87 - - 63.80 - 

HDH 
[207] 

- 87.30 85.20 - 70.50 69.70 

Unsupervised 
Hashing 

Deepbit 
[208] 

- 82.90 82.50 - 62.70 60.30 

P2B 
[168] 

- - - - 74.84 69.20 

EASC 
[161] 

- 79.10 74.10 - 68.90 58.50 

Proposed GHM-
Rand 

90.92 87.53 78.94 84.85 81.93 70.00 

GHM-Fix 
 

90.02 86.83 78.70 84.69 80.43 69.35 

 
Table IV.VI: A mAP comparison of binary code retrieval with supervised and unsupervised hashing 
methods on Paris6k and Oxford 5k datasets. Bold values indicate theist results for a given M and 

dataset. 
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Results on image classification 

 

The classification performance is tested on two publicly available databases, 

Caltech101 (9,146 images) with 101 object categories [222] and Caltech256 

(30,607 images) with 256 object categories [223]. The off-the-shelf feature vectors 

are extracted from the last pooling layer  (𝑝𝑜𝑜𝑙5 − 7 × 7 − 𝑠1) of Googlenet [224]. 

70% of images are used during the model training process and the remaining 30% 

are for testing. Matlab 2020a's default linear support vector machine (SVM) 

classifier is used to train and classify binary bits directly. The results are 

documented in Table IV.VII. Here, 50 trials are performed for each dimensionality 

reduction operator with random coefficients. As one can see, the proposed GHM-

Rand and GHM-Fix achieve similar performance on image classification for all bit 

length 𝑀 on both datasets. 
 

No. of bits 𝑴 Method Caltech 101 Caltech 256 

16384 Original 90.31 98.88 

 
1024 

i.i.d. Gauss 86.80 ±0.32 99.69 ± 0.20 

GCM [167] 87.24 ± 0.31 99.64 ± 0.21 

GHM-Rand 86.81 99.74 

GHM-Fix 87.75 99.74 

 
512 

i.i.d. Gauss 84.00 ± 0.37 97.12 ± 0.20 

GCM [167] 84.48 ± 0.36 97.14 ± 0.22 

GHM-Rand 83.40 ± 0.32 97.43 ± 0.19 

GHM-Fix 84.49 97.47 

 
256 

i.i.d. Gauss 78.59 ± 0.38 84.00 ± 0.19 

GCM [167] 78.20 ± 0.32 84.49 ± 0.21 

GHM-Rand 79.41 ± 0.28 84.93 ± 0.19 

GHM-Fix 80.13 84.96 

 

Table IV.VII: Multi-class classification accuracy (%) on GoogLeNet features for Caltech101 and 
Caltech256 datasets. The best mean accuracy is highlighted in bold. 
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• Conclusion 
 

In this stage, the binary embedding of CNN feature vectors for low-powered, low-

buffered devices, e.g., mobile or Internet of things (IoT) devices is studied. Two fast 

dimensionality reduction operators are proposed based on Golay-Hadmard 

matrices (GHMs). In particular, to embed an 𝑁-dimensional feature vector into 𝑀 

bits, GHM-Rand requires 𝑁 random binary bits and 𝒪(𝑀 log𝑁)	 additions along with  

𝑁  sign flipping operations. GHM-fix is completely deterministic with 𝒪(𝑁 log𝑁)	 

additions and 2𝑁 sign flipping operations. To demonstrate the effectiveness of the 

proposed operators, simulation results are carried out for image instance retrieval 

and image classification on some popular image datasets. Despite their low 

complexity in both computation and storage, GHM-Rand and GHM-Fix offer 

competitive (or even better) performance to PCA, full random Gaussian matrices 

and Gaussian circulant operators. This indicates their promising applications in 

practical mobile or IoT applications.  
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Stage 4: Fast random-sampling using Discrete Cosine Transform 
 

• Iterative quantization (ITQ) with PCA and random rotations 
 

Similar to the binary embedding using independently identically distributed (i.i.d.) 

Gaussian random matrices and Gaussian circulant matrices (GCMs) in the previous 

simulation, the unsupervised PCA is one of the most commonly used compression 

approaches, even though the same number of bits is allocated to the different 

variance of the data in each PCA direction which could lead to poor performance.  
 

ITQ was applied in the similarity-preserving binary code experiment [169] to 

preserve the locality structure of the PCA-projected data by rotating it so that the 

quantization error could be minimized in the orthogonal Procrustes problem which 

aims to find the orthogonal matrix that most closely maps a given set of points to 

another given set of points [254]. By adopting the formulation of [225], the following 

continuous objective function was maximized. 
 

𝐼(𝑊) = 	∑ 𝐸	(‖𝑥𝑤W‖!!) = 	
,
2
	∑ 𝑤W*𝑋*𝑋𝑤WWW               (4.25) 

																																							= 	
1
𝑛 𝑡𝑟

(𝑊*𝑋*𝑋𝑊),𝑊*𝑊 = 𝐼 

 

The constraint 𝑊*𝑊 = 𝐼 required the hashing hyperplanes to be orthogonal to each 

other, which is a relaxed version of the requirement that code bits be pairwise 

decorrelated. For a code of 𝑐 bits, 𝑊 was obtained by taking the top 𝑐 eigenvectors 

of the data covariance matrix 𝑋*𝑋. 
 

Given 𝑣	 ∈ 	𝑅X be a vector in the PCA-projected space. It can be seen in that if W is an 

optimal solution, then so is 𝑊Á = 𝑊𝑅 for any orthogonal c x c matrix R. Consequently, 

the PCA-projected data can be orthogonally transformed with a minimized quantization 

loss 
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𝑄(𝐵, 𝑅) = 	‖𝐵 − 𝑉𝑅‖Y! ,                      (4.26) 

                 

where ‖	. ‖Y denotes the Frobenius norm. Nonetheless, the calculation of PCA is 

time-consuming and the storage and multiplication of the PCA projection matrix 

require high cost. 
 

• Discrete Cosine matrix with random-sampling 

 

In this experiment, the binary embedding of convolutional neural network (CNN) 

features through fast Johnson-Lindenstrauss transform (JLT) followed by random-

sampling operation (RandS) is proposed. This approach is constructed from the 

renowned discrete cosine transform (DCT) matrix [201] which produces short feature 

vectors and results in comparable classification and retrieval performances against 

the existing dimensionality reduction methods, while reducing randomness and 

computation complexity. 
 

Similar to the Binary embedding using Golay-Hadamard matrices simulation, the 

goal here is to design memory efficient and fast computable binary embedding for 

deep learning features. The full random matrix can be approximated by 𝐴 =

	𝑅%𝐷𝐶𝐷&'𝐷𝐶𝐷&(𝐷𝐶𝐷&)  without much performance degradation in the approximate 

nearest neighbour search, where 𝐷𝐶  is the discrete cosine matrix and 𝐷Z)  is a 

diagonal vector with a random sign vector 𝜍) on its diagonal. This construction is 

also for arbitrary finite dataset and when the dataset has an intrinsic low-complexity 

structure, a more efficient dimension operator can be used. 
  

By constructing the discrete cosine matrix, the proposed operator A (RandS) is 

defined as follow. 

𝐴 =	 ,
√C
𝑅D𝐷𝐶𝐷)        (4.27) 
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where  𝐷𝐶𝐷)(𝑖 = 0,1)  is discrete cosine matrix, 𝑅D  represents the sub-sampling 

operator. In particular, Ω in (4.27) is a uniform random subset of {1, 2, … , 𝑁} with a size 

of |Ω| = 𝑀. Assume that the feature vectors 𝑥) are strictly sparse with only 𝑠non-zero 

coefficients each, i.e., ‖𝑊𝑥)‖E	 ≤ 𝑠	for all 𝑥)	 ∈ 𝑇 , in which 𝑊 denotes the Haar wavelet 

transform matrix. For RandS, ©ª ,
√C
𝐴(𝑥) −	𝑥L)ª

!

!
−	«𝑥) − 𝑥L«!

!© 	≤ 	𝜖«𝑥) − 𝑥L«!
!  holds 

with high probability when 𝑀 ≥ 𝒪(𝜖"!𝑠log	M(2𝑠) log𝑁). This means RandS can also be 

used as a fast JLT to embed wavelet-domain sparse CNN feature vectors. 

                   

Table IV.VIII compares the proposed RandS operator with i.i.d. Gauss and CBE for 

memory requirement and computational cost. As can be seen here, the proposed 

system has reduced randomness and lower computational complexity.   
 

Operators No. of Random Coefficients No. of Operations 

Floats Binaries Multiplications Additions 

i.i.d. Gauss 𝒪(𝑀𝑁) 0 𝒪(𝑀𝑁) 𝒪(𝑀𝑁) 

GCM [166] 𝑁 𝑁 𝒪(𝑁 log𝑁) 𝒪(𝑁 log𝑁) 

RandS 0 𝑁 0 𝒪(𝑀 log𝑁) 

 

Table IV.VIII: Comparison of the number of random coefficients and computation costs between 
the RandS operator and the state-of-the-art operators. In the case of ITQ, it is too high in 

complexity for this comparison. 

 

• Simulation Results 

 

This image classification simulation is tested on three publicly available databases, 

Caltech101 (9,146 images) with 101 object categories [226], Caltech256 (30,607 

images) with 256 object categories [227], and a subset of Places365-standard 

(35,600 images, 100 images per category) with 365 scene categories [228]. The 

off-the-shelf feature vectors are extracted from the last pooling layer (layer 151, 

global_average_pooling2d_1) of MobileNet-v2, the small-size CNN with 13MB in 

size, 53 deep layers, and 3.5M parameters which seems to be feasible for mobile 
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applications. 70% of images are used during the training process and 30% of 

images are for the testing process. 
 

Different dimensionality reduction operators using ITQ, i.i.d. Gauss, CBE, and 

proposed RandS are evaluated. Hamming distance is calculated for the approximate 

nearest neighbour search. Matlab 2020a’s default linear support vector machine 

(SVM) classifier is used to train and classify binary bits. Additionally, 100 iterations 

are performed for each dimensionality reduction operator with random coefficients. 

The performance is measured via standard recall. Despite the super low complexity, 

Table IV.IX shows RandS becomes a fixed operator when 𝑀 = 1280 bits and their 

performances are close to those of the original one with 20,480 bits (1280 floats). 

Moreover, the data oblivious and deterministic RandS achieves comparable results 

to data-dependent ITQ or those full i.i.d. Gauss and CBE on image classification for 

all bit length 𝑀 on all datasets.  

 
No. of bits 𝑴 Method Caltech 101 Caltech 256 Places365-subset 

20480 Original 90.40 79.22 27.46 

 
1280 

ITQ 86.57 70.84 20.70 

i.i.d. Gauss 87.38 74.38 22.82 

CBE [166] 87.40 74.54 22.89 

RandS 86.76 72.47 21.27 

 
640 

ITQ 87.13 70.76 21.35 

i.i.d. Gauss 84.01 69.02 19.08 

CBE [166] 84.24 69.01 19.07 

RandS 82.13 66.77 17.79 

 
320 

ITQ 84.46 69.10 19.84 

i.i.d. Gauss 78.60 61.64 16.39 

CBE [166] 78.34 61.66 16.34 

RandS 75.60 58.30 13.77 

 
Table IV.IX: Multi-class classification accuracy (%) on MobileNet-v2 features for Caltech101, 
Caltech256 and Places356-subset datasets. The best mean accuracy is highlighted in bold. 
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• Conclusion 

 

In this study, the fast random-sampling embedding of CNN feature vectors for 

devices with power, buffer, and bandwidth constraints is investigated. The proposed 

RandS is based on a discrete cosine matrix to reduce dimensions. RandS requires 

𝑁  random binary bits and 𝒪(𝑁	log	𝑁)  additions along with 2𝑁  sign flipping 

operations. The classification result shows that despite super low complexity in both 

computation and storage, the data-independent RandS operator offers competitive 

performance to the data-dependent ITQ, full random Gaussian, and CBE operators 

which indicates its promising application in mobile or IoT devices. 
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Stage 5:  Compact representations in symmetric and asymmetric settings 

 

• Compact representation using sub-sampling  

 

Due to the high dimensional nature of CNN-based feature vectors, the image 

features could be reduced and compactly represented by adopting a sub-sampling 

method which takes a subset of the original data. The subset is chosen by 

specifying a parameter n that every nth data point the image feature will be 

extracted. This uniform selection method is suitable for structured data like image 

data for the purpose of reducing its data size prior to the beginning of the iterations.  

 

• Symmetric and asymmetric settings 

 

In this simulation, two retrieval systems are considered, symmetric setting and 

asymmetric setting. The symmetric setting means both client and server settings 

use the binary codes with 1-bit binary coefficientes in order to create compact 

image representation. On the other hand, the asymmetric system means only the 

client side uses binary codes to support low-computational devices such as mobile 

or IoT while on the server side is storing the default descriptors in floats with 32-

bit coefficients. In addition, the implemented code is adapted from Radenovic, 

Tolias, and Chum’s work [94] using whitened and re-normalized Generalized-

Mean (GeM) descriptor and Structure-from-Motion (SfM) information for training 

data, as well as the Siamese learning. Moreover, Gaussian embeddings and CBE 

are applied to further reduce the descriptors’ dimensions. Furthermore, this 

simulation is implemented on Intel(R) Core (TM) i7–6700 CPU @3.40GHz 

machine with 16GB RAM and programmed in Matlab language (version R2020a). 
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• Simulation Results 

 

This classification task performs on two popular datasets, Oxford5K (5,063 

images) and Paris6K (6,392 images), and their extended versions with extra 100K 

images added to each dataset for the testing process making Oxford105K 

(105,063 images) and Paris106K (106,392 images) datasets. The fine-tuned VGG 

with GeM are extracted for image representation and 300 iterations are performed 

for each dimensionality reduction operator for various bit lengths, 512 bits, 256 bits, 

128 bits, and 64 bits. Three methods are proposed, sub-sampling, GeM + 

Gaussian, and GeM + CBE, and compared to the state-of-the-art methods. The 

results in Table IV.X highlight that the sub-sampling method impressively 

outperforms the other methods in all bit lengths, on all datasets, and on both 

symmetric and asymmetric settings. For the symmetric setting, with sub-sampling, 

mAP can be achieved 46.04%-82.54% accuracy, whereas the compared methods 

reach 38.30%-79.10% accuracy. In terms of the asymmetric setting, higher 

accuracies show at 49.08%-86.19% for sub-sampling, whereas the others have 

25.70%-63.50% accuracy. Nonetheless, the proposed GeM + Gaussian and GeM 

+ CBE also provide great performance and outperform the state-of-the-art methods 

in many cases in the symmetric setting with 22.40%-81.01% and 22.45%-79.53% 

accuracy for GeM + Gaussian and GeM + CBE, respectively. Moreover, in an 

asymmetric setting, both proposed methods also achieve higher accuracies than 

the compared methods on all cases with 29.08%-83.48% accuracy for GeM + 

Gaussian and 28.75% - 81.84% accuracy for GeM + CBE. On top of this, they even 

give higher accuracies than the original GeM with a large margin as GeM only 

reaches 25.70%-63.50% accuracy,  
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No. of bits 

M 
Method Oxford5k  

(5,063 images) 
Oxford105k  

(105,063 images) 
Paris6k 

(6,392 images) 
Paris106k 

 (106,392 images) 
Symmetric 

512 MMAX + … + ITQ   
[161] 

57.30 49.80 74.70 56.10 

siaMAC + … + ITQ    
[161] 

68.90 60.90 79.10 70.30 

GeM + Gaussian   
(proposed) 

78.27 71.11 81.01 72.18 

GeM + CBE  
(proposed) 

76.05 68.52 79.53 69.68 

Sub-sampling       
(proposed) 

80.09 73.38 82.54 74.07 

256 MMAX + … + ITQ   
[161] 

45.00 38.30 63.00 50.50 

siaMAC + … + ITQ    
[161] 

58.50 49.10 74.10 63.60 

GeM + Gaussian   
(proposed) 

69.74 59.84 74.24 62.37 

GeM + CBE  
(proposed) 

67.53 57.86 73.04 60.14 

Sub-sampling      
(proposed) 

75.60 66.97 81.09 71.23 

128 MMAX + … + ITQ   
[161] 

- - - - 

siaMAC + … + ITQ    
[161] 

- - - - 

GeM + Gaussian   
(proposed) 

55.13 42.18 62.83 47.15 

GeM + CBE  
(proposed) 

54.12 41.49 62.36 45.83 

Sub-sampling       
(proposed) 

69.13 59.38 77.05 65.40 

64 MMAX + … + ITQ   
[161] 

- - - - 

siaMAC + … + ITQ    
[161] 

- - - - 

GeM + Gaussian   
(proposed) 

36.14 22.40 46.93 28.76 

GeM + CBE  
(proposed) 

35.53 22.45 46.70 28.03 

Sub-sampling       
(proposed) 

56.82 46.04 65.42 51.82 
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No. of bits 
M 

Method Oxford5k  
(5,063 images) 

Oxford105k  
(105,063 images) 

Paris6k 
(6,392 images) 

Paris106k 
 (106,392 images) 

Asymmetric 

512 siaMAC+MAC     
[218] 

56.20 45.50 57.30 43.40 

siaMAC+RMAC       
[218]           

46.90 37.90 58.80 45.60 

GeM       
[174] 

56.20 44.40 63.50 45.50 

GeM. +Gaussian  
(proposed) 

81.42 75.05 83.48 75.66 

GeM + CBE  
(proposed) 

78.97 71.90 81.84 72.77 

Sub-sampling              
(proposed) 

84.30 79.31 86.19 79.48 

256 siaMAC+MAC     
[218] 

- - - - 

siaMAC+RMAC       
[218]            

- - - - 

GeM       
[174] 

34.10 25.70 43.90 29.00 

GeM. +Gaussian  
(proposed) 

75.54 66.80 78.83 68.50 

GeM + CBE  
(proposed) 

72.93 63.85 77.27 65.62 

Sub-sampling              
(proposed) 

82.00 75.23 85.18 77.65 

128 siaMAC+MAC     
[218] 

- - - - 

siaMAC+RMAC       
[218]            

- - - - 

GeM       
[174] 

- - - - 

GeM. +Gaussian  
(proposed) 

64.20 51.53 70.10 55.43 

GeM + CBE  
(proposed) 

62.81 49.90 69.36 53.39 

Sub-sampling              
(proposed) 

75.15 65.61 82.10 72.55 

64 siaMAC+MAC     
[218] 

- - - - 

siaMAC+RMAC       
[218]            

- - - - 

GeM       
[174] 

- - - - 

GeM. +Gaussian  
(proposed) 

46.04 29.08 56.06 35.78 

GeM + CBE  
(proposed) 

44.94 28.75 55.54 34.55 

Sub-sampling              
(proposed) 

64.53 49.08 71.44 57.51 

Table IV.X: A mAP comparison of compact representations in symmetric and asymmetric settings 
on Oxford5K, Oxford105K, Paris6K, and Paris106K datasets using fine-tuned VGG network. 

The highest mAP are highlighted in bold. 
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• Conclusion 

 

On this image classification task, three compact representations of image data are 

proposed in this simulation, sub-sampling, GeM + Gaussian, and GeM + CBE under 

two types of settings. The symmetric setting is when both client and the server settings 

store VGG feature vectors in binary forms with 1-bit binary coefficients and the 

asymmetric system is when only the client side uses binary codes to support low-

computational devices such as mobile or IoT while on the server side is storing the 

default descriptors in floats with 32-bit coefficients. Four bit lengths are explored, 512 

bits, 256 bits, 128 bits, and 64 bits on four popular datasets, Oxford5K, Oxford105K, 

Paris6K, and Paris106K. The results show that sub-sampling is the best-performed 

dimensionality reduction operator on all bit lengths, on all datasets, and in all settings 

with mAP of 46.04%-82.54% and 49.08%-86.19% accuracy for symmetric and 

asymmetric settings, respectively. Moreover, both GeM + Gaussian and GeM + CBE 

provide competitive performance which can outperform the state-of-the-art methods 

in most cases in symmetric setting and impressively outperform all cases in the 

asymmetric setting. These results demonstrate the promising application of the 

proposed methods on devices with low-computational resources. 
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4.4 Summary 
 

In this chapter, various dimensionality reduction-focused simulations are carried out 

for general image retrieval and classification. Firstly, the investigation of matched SIFT 

features of hostel bedroom images after dimensionality reduction is conducted. The 

results of this preliminary experiments illustrate the promising implemented 

dimensionality reduction on low-computational devices. Significant information is 

preserved as high numbers of matched features generally continue while feature  

vectors’ dimensions are being reduced. Moreover, the short elapsed time in Matlab 

emphasizes the potential of the proposed approach. 

 

Next, the multi-size dimension of CNN features using various dimensionality reduction 

operators experiment is investigated. The results show that the proposed RD-rand and 

RD-Golay dimensionality reduction operators outperform the state-of-the-art operators 

in most cases on Caltech101 and Caltech256 datasets when implementing three CNN 

models, MobileNetv2, GoogLeNet, and ResNet50. 

 

Then, the simulation highlighting the novel approach of binary embedding using Golay-

Hadamard matrices is addressed. CNN feature vectors are experimented and the two 

proposed fast dimensionality reduction operators are implemented, GHM-Rand 

operator which requires 𝑁 random binary bits and 𝒪(𝑀 log𝑁)	 additions along with  𝑁 

sign flipping operations and GHM-fix operator which is completely deterministic with 

𝒪(𝑁 log𝑁)	 additions and 2𝑁 sign flipping operations. The results demonstrate that 

both operators offer competitive (or even better) performance to PCA, full random 

Gaussian matrices and Gaussian circulant operators on instance-level image retrieval 

and image classification tasks, despite their low complexity in both computation and 

storage. This indicates their promising applications in practical mobile or IoT 

applications. 

 
Moving to the simulation of fast random-sampling embedding using Discrete Cosine 

Transform, this RandS operator requires 𝑁  random binary bits and 𝒪(𝑁	log	 𝑁) 
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additions along with 2𝑁 sign flipping operations in order to reduce the high dimensions 

of CNN feature vectors. The image classification results illustrated that this data-

independent RandS is able to offer competitive performance to the data-dependent 

ITQ, full random Gaussian, and CBE operators. Similar to the previous simulations, the 

fast RandS dimensionality reduction operator also has a potential application on 

devices with power, buffer, and bandwidth constraints. 

 

The next simulation is on the image classification task using compact representations 

in symmetric and asymmetric settings. The symmetric setting is when both client and 

the server settings store the fine-tuned VGG with GeM feature vectors in binary codes 

with 1-bit binary coefficients and the asymmetric system is when only the client side 

uses binary forms, whereas the sever side stores the default descriptors with 32-bit 

float coefficients. Three compact representations of image data are proposed in this 

simulation, sub-sampling, GeM + Gaussian, and GeM + CBE. The results highlight 

that sub-sampling is the best-performed dimensionality reduction operator in all cases, 

even with all bit lengths, 512 bits, 256 bits, 128 bits, and 64 bits. Furthermore, GeM + 

Gaussian, and GeM + CBE also provide competitive performance which can 

outperform the compared state-of-the-art methods in most cases in symmetric setting 

and also impressively outperform all cases in the asymmetric setting. These results 

indicate that the proposed methods could also be applied to devices with low-

computational resources. 
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Chapter 5: Hostel Image Database 
 

Despite this research project has implemented CNN features which normally require 

a large number of data to achieve good performance, these deep features have 

already pre-trained on the ImageNet dataset. Furthermore, transfer learning with 

parameter fine-tuning is adopted in order to accommodate simulations on smaller 

scale datasets and be in a better position to reach high accuracy. Therefore, in the 

dataset collection process, the scales of newly collected datasets are similar to the 

scales of publicly available datasets used in experiments for the purpose of fair 

comparison. 

 

5.1 Hostel image dataset (Project Contribution) 

 

I. Data sources 

 

The hostel image dataset is created for this study’s content-based image classification 

experiments. The dataset is collected from five freely available sources which are 

Google with over 50% of total images, Flickr, Places365 database, online travel 

agencies  ’websites such as www.booking.com and www.hostelworld.com. 

Consequently, as various data sources are included, images in this dataset could 

represent different hostel designs which vary from traditional to modern, simple to 

eclectic, and/or budget to boutique from big chain hostels which are corporately 

owned, usually have a similar design, and provide similar bed types and bedroom 

amenities such as television, cupboard, and/or bathroom to independent hostels which 

are usually privately owned and have unique designs. 
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Chain hostel 

  
 

Independent hostels 

   

 
Figure 5.1: Hostel image examples of each type of hostel 

 

Moreover, images of hostels across the world are considered in order to reduce bias 

such as hostels in the United States (North America), hostels in the United Kingdom 

(Europe), hostels in Thailand (Asia), and hostels in Ghana (Africa). Lastly, a variety of 

image quality from the profession and the non-professional and the time these images 

are available and collected, as of December 2020, could demonstrate the real-world 

digital image collections on current online platforms. Additionally, some images are 

taken by the researcher at the premises, where possible, to create this first hostel 

image-only dataset. 

 

II. Data selection and pre-processing 

 

There is no academic scholar who suggests a number of reliable data sizes or how to 

calculate the appropriate data size for research in relation to image classification. 

Nonetheless, the key advantage of pretrained CNNs with transfer learning and fine-

tuning is to improve classification accuracy when using deep features on small scale 

datasets and it is evidenced in Rath’s experiment [88] that for the 8,677-image dataset 

the classification performance can reach 95% accuracy, as well as the popular 

caltech101 dataset which consists of 9,146 images. Therefore, 13,908 hostel images 

are collected for this work’s hostel image dataset. This dataset is divided into two sets, 

training/validation set and test set. There are 13,008 hostel images in the 
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training/validation set (94% of all images), the training set which is used to train the 

algorithm/model and the validation set which is used to unbiasedly evaluate the 

algorithm/model while fine-tuning parameters. The test set contains 900 images (6% 

of all images) which is used to unbiasedly evaluate the final algorithm/model. To solve 

the supervised learning problem, all images in the training/validation set are labelled 

and grouped into 28 categories. Seven categories belong to interior images which are 

bunk bedroom, normal bedroom, other bedroom, bathroom, living room, laundry room, 

and kitchen, totaling 8,083 images (58% of all images). Since the bedroom is the key 

feature for hostel accommodation, three out of seven categories are allocated to three 

types of bedrooms. Moreover, these interior images contain complex clusters which 

demonstrate the greater challenge of hostel images when compared to hotel images 

as it is more likely that there are more than two beds in the same room in a hostel 

bedroom, there are more than one washing machine/dryer in a hostel laundry room, 

there are more than one shower/toilet in a hostel bathroom, and there are more objects 

in a hostel kitchen/living room. Therefore, it is possible that hostel image features 

consist of vaster feature types and levels such as many colours, many textures, and 

many shapes which account for the higher number of features to consider when 

performing classification tasks. Next, 21 categories belong to exterior images of 

various hostels in more than 20 capital cities around the world, totalling 4,925 images 

(42% of all images). The numbers of images per category are ranging from 49 - 1,951 

images. Moving to the test set, a mix of unlabelled images from all 28 categories, 5 - 

100 images per category, is separated for model testing. Moreover, this hostel image 

dataset contains images in different sizes, in three colour channels which are red, 

green, and blue (RGB), and stored in JPEG format which is an appropriate still image 

format for the use of image classification purposes. For non-commercial research and 

educational purposes, this dataset is made available on Google Drive [229]. Hostel 

image examples of seven categories, interior and exterior categories, and quantitative 

information of all categories are demonstrated in figure 5.2 and table V.I below. 
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Interior 

bunk bedroom      

normal bedroom      

living room      

kitchen      

Exterior 

Bangkok, Thailand      

Moscow, Russia      

Paris, France      

 

Figure 5.2: Hostel image examples of the hostel image dataset  
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 Categories 
No. of images 

Training & Validation sets Test set 

 Interior   

1 bathroom 1037 100 

2 bunk_bedroom 1001 100 

3 kitchen 1000 100 

4 laundry_room 1951 100 

5 living_room 1000 100 

6 normal_bedroom 1066 100 

7 other_bedroom 1028 100 
 

subtotal 8083 700 

 Exterior   

8 Abuja, Nigeria 259 5 

9 Accra, Ghana 263 5 

10 Ankara, Turkey 193 5 

11 Bangkok, Thailand 219 5 

12 Beijing, China 218 5 

13 Berlin, Germany 326 5 

14 Bern, Switzerland 149 5 

15 Brasilia, Brazil 107 5 

16 Canberra, Australia 110 5 

17 Doha, Qatar 49 5 

18 London, UK 305 5 

19 Moscow, Russia 155 5 

20 New Delhi, India 170 5 

21 Others 1016 100 

22 Ottawa, Canada 137 5 

23 Paris, France 236 5 

24 Seoul, South Korea 255 5 

25 Singapore, Republic of 
Singapore 

227 5 

26 Tokyo, Japan 234 5 

27 Wahington,D.C., US 117 5 

28 Wellington, New Zealand 180 5 
 

subtotal 4925 200 

Subtotal 
 

13008 900 

Total 
 

13908 
 

Table V.I: Quantitative information of hostel image dataset 
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5.2  London hostel building datasets (Project Contribution) 
 

I. Data sources 

 

In intention to create London hostel building datasets for content-based image retrieval 

experiments, two datasets are produced, Hostels-900 and Hostels-2K. These hostel 

images are gathered from three major freely available sources which are Google, with 

over 80% of the total images, Booking.com and Flickr to create new hostel image-only 

datasets, including images taken by professional and non-professional photographers 

who produce different image quality. Furthermore, as of April 2021 when the time of 

these two datasets were collected, the hostel images could be well-represented of 

today’s real-world digital image collections. 

 

II. Data selection and pre-processing 

 

The first dataset is Hostels-900, consisting of 972 images of 20 London hostel 

buildings. The dataset is divided into two sets, training/validation set and test set. The 

training/validation set, 872 images (90% of all images) with 17 - 95 images for each 

hostel building, is comprised of the training set for model training and the validation 

set for unbiased model evaluation while fine-tuning parameters. The test set, 100 

images (10% of all images) with 5 images for each hostel building, is for the final model 

evaluation with parameters fine-tuning process is completed. 

 

Additionally, only London hostels are selected as the city is one of the world’s most 

popular tourist destinations and where the researcher is based. A variety of both chain 

hostels, corporately owned and tend to have similar design within the same chain, and 

independent hostels, usually privately owned and tend to have unique designs, are 

considered. 10 of these buildings (50% of all buildings) belong to chain hostels such 

as Youth Hostels Association (YHA), St. Christopher’s, Meininger, and Wombats and 

the remaining 10 buildings (50% of all buildings) belong to the independent hostels. 

Furthermore, images with various angles of each hostel building are included. 

Consequently, the Hostels-900 dataset could portray different hostel designs from 
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cosy to grand, traditional to modern, and/or budget to boutique without a label is given 

to any of these images. Furthermore, to be resemblance to Oxford5K (5,062 images) 

and Paris6K (6,412 images) which are one of the most widely used datasets on image 

retrieval experiments with unsupervised learning and they are only a few building 

image datasets available which were collected over ten years ago, the Hostels-900 

considers only the exterior of hostel buildings. On top of this, the exterior images of 

hostel buildings could be more challenging for retrieval tasks when compared to that 

of hotel buildings since the hostel buildings tend to be smaller and could be more 

difficult to spot within their surroundings. As a result, it is possible that a hostel building 

image could have more feature types and levels such as many colours, shapes, and 

textures which account for a higher number of features to consider when performing 

retrieval tasks. In addition, all images in Hostels-900 are in 300 x 300 pixels, in RGB 

colour space, and stored in JPEG format. 

 

Similar to the Hostels-900 dataset, the Hostels-2K, consisting of 2,380 images of 20 

London hostel buildings, is an extension of the Hostels-900 where the number of 

images in the training/validation set is increased to 2,280 images (96% of all images) 

with 24 - 451 images for each hostel building, whereas the number of images in the 

test set remains the same, 100 images (4% of all images) with 5 images for each 

hostel building. Moreover, all images in Hostels-2K are also in 300 x 300 pixels, in the 

same RGB colour space, in JPEG format, and unlabelled or uncategorized for the 

purpose of unsupervised learning and instance-level image retrieval. 

 

Hostels-900 and Hostels-2K datasets are made available on Google Drive [230][231] 

for non-commercial research and educational purposes. Image examples of these 

London hostel building datasets and further details of the image quantity of each 

dataset are demonstrated in figure 5.3 and are shown in Table V.II below. 
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YHA London  
St. Pancras 

     

St. Christopher’s 

Inn London Bridge 
     

Wombat’s The City 

Hostel London 
     

London Waterloo 

Hostel 
     

Palmers Lodge 

Swiss Cottage 
     

Green Rooms      

 
Figure 5.3: Image examples of London hostel building datasets 
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Hostel Name 

Hostels-900 Hostels-2K 

No. of images in the 
training/validation set 

No. of images 
in the test set 

No. of images in the 
training/validation set 

No. of images 
in the test set 

1 Astor Hyde Park 37 5 68 5 

2 Clink 261 67 5 120 5 

3 Green Rooms 17 5 24 5 

4 Hyde Park Inn 31 5 81 5 

5 London Backpackers Hostel 21 5 36 5 

6 London Waterloo Hostel 94 5 266 5 

7 Meininger London Hyde Park 32 5 52 5 

8 Palmers Lodge Swiss Cottage 95 5 309 5 

9 Park Villa Boutique Hostel 36 5 81 5 

10 PubLove 39 5 96 5 

11 Safestay London Kensington 57 5 144 5 

12 SoHostel 25 5 35 5 

13 St. Christopher’s Inn London Bridge 23 5 71 5 

14 St. Christopher’s Village 25 5 44 5 

15 The Birds Nest 40 5 84 5 

16 The Phoenix Hostel 24 5 40 5 

17 The Walrus Hostel 59 5 134 5 

18 Wombat’s The City Hostel London 19 5 62 5 

19 YHA Central London 41 5 82 5 

20 YHA London St. Pancras 90 5 451 5 

 Subtotal 872 100 2,280 100 

 Total 972 2,380 

 
Table V.II: Image quantity of Hostels-900 and Hostels-2K datasets, London hostel building datasets 
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5.3 Summary 

 

Despite the fact that the digital collections of hostel images are vast and significantly 

growing due to the love of digital image sharing in today’s society and the affordable 

stay in hostel accommodation, there is no publicly available database dedicated to 

hostel images. Therefore, it is difficult to test and/or implement the state-of-the-art 

technologies that could benefit this sector, especially the areas of content-based 

image classification and retrieval. Furthermore, hostel images tend to have more 

complex clusters of image contents when compared to hotel images. This means 

the greater challenge of hostel images could advance the current knowledge in 

research communities. Consequently, the first hostel image database is created in 

order to apply the proposed techniques for this interdisciplinary research. The 

database consists of three datasets, hostel image dataset and London hostel 

building datasets, Hostels-900 and Hostels-2K. The hostel image dataset is tested 

in a content-based image classification task which is a supervised learning problem. 

13,908 hostel images are collected from four freely available sources, as well as 

some of them are taken by the researcher, that include images taken by both 

professional and non-professional photographers and consist of chain hostel and 

independent hostel images. 13,008 images are separated for the training/validation 

set and labelled/grouped into 28 categories with 49 - 1,951 images per category, 

whereas 900 images are for the test set which is a mix of unlabelled images from 

all 28 categories with 5 - 100 images per category for the purpose of model testing. 

The second and third datasets belong to London hostel building datasets which the 

Hostels-900 contains 972 images and the Hostels-2K contains 2,380 images of 20 

hostel buildings in London with different angles for content-based image retrieval 

task. These images are gathered from three freely available sources with images 

from Google account for over 80% of total images. Similar to the hostel image 

dataset, some images are taken by professional photographers and some are taken 

by non-professional. Images from both chain hostels and independent hostels are 

included without labelling or categorizing them for the purpose of unsupervised 

learning. Their training/validation sets consist of 872 images with 17 - 95 images for 

each hostel building in Hostels-900 and 2,280 images with 24 - 451 images for each 
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hostel building in Hostels-2K, while both of their test sets have 100 images which 

include 5 images from each building. Lastly, images in both London hostel building 

datasets are in different sizes and in RGB channels, as well as being stored in JPEG 

format. 
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Chapter 6: Hostel Image Classification 
 
6.1 Experiment settings 

(This peer-reviewed manuscript, Transfer learning with CNNs for hostel image 
classification, is published in the Data Technologies and Applications journal)  

 
I. Pretrained CNN models 

 

CNN is a widely used network for image classification tasks and several other tasks 

in computer vision. A CNN model consists of a set of components such as 

convolutional layers, pooling layers, and fully connected layers. The convolutional 

operations traverse input matrices with convolutional kernels, which act as filters in 

order to automatically learn parameters such as kernel size, strides, channels, 

padding, and activation via the deep learning method, in the low-level feature 

extraction process. Then, the output is subsampled by pooling layers to learn high-

level features representing the original input. The fully connected layers are placed 

lastly to generate numerical output or act as the classifier. Despite CNN models 

vary in a number of deep layers and layer types, a typical CNN architecture can be 

illustrated in figure 6.1 below. 

 

Figure 6.1: CNN model architecture 
 

However, the accuracy of image classification using CNN highly depends on large 

scale database as the more information it receives, the more accurate performance 

results it is likely to provide, high-end computational unit to execute this compute-
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intensive task in a short period of time which is costly to operate and procure, and 

the network depth as the deeper network could create more detailed 

representatives of image input and become more efficient in computation and 

number of parameters [51]. 

 

Several CNN models were developed and extensively trained on ImageNet, a large-

scale database used in Large-Scale Visual Recognition Challenge, such as 

AlexNet, VGG, GoogLeNet, and ResNet. Many of these state-of-the-art neural 

networks are widely used in image classification tasks. For example, Dawud et al. 

[232] and Zhao et al. [50] applied AlexNet in their experiment, Li et al. [233], Mateen 

et al. [234], Shaha and Pawar [51] and Stylianou et al. [80] used VGG, Szegedy et 

al. [175] preferred GoogLeNet, and Mateen et al. [234], Stylianou et al. [81], and 

Xiao et al. [235] chose ResNet. Although more complex models might lead to more 

accurate results, to be compatible with mobile applications, in this study 11 small-

size CNN models are explored which are SqueezeNet models (SqueezeNet1_0 and 

SqueezeNet1_1), ResNet models (ResNet18, ResNet34, ResNet50, ResNet101, 

and ResNet152), and DenseNet (Densely Connected convolutional Network) 

models (DenseNet121, DenseNet161, DenseNet169, and DenseNet201). 

SqueeneNet models are the most compact networks available which take 

advantage of fire module using only 1 x 1 filters in squeezed convolutional layers 

and a mix of 1 x 1 and 3 x 3 filters in expanded convolutional layers. ResNet models 

provide optimized solutions to the degradation problem, which tends to be caused 

by an increase of deep layers, by letting the stacked layers fit a residual mapping 

instead of the underlying mapping. Similar to ResNet models, the DenseNet models 

add shortcuts in deep layers but also concatenate the outputs from previous layers 

in deep dimensions. Therefore, DenseNet models use fewer parameters than 

ResNet to represent image features. Moreover, models with different numbers of 

deep layers are included for a comprehensive approach and the accuracies and 

relative prediction time using GPU (Graphics Processing Unit) of these models [236] 

are also feasible for this study. The information about the chosen CNN models is 

demonstrated as follow. 
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CNN model Model size No. of deep layer No. of parameter 

SqueezeNet1_0  
[237] 

5.2MB 18 1.2 million 

SqueezeNet1_1  
[237] 

5.2MB 18 1.2 million 

ResNet18  
[203] 

44MB 18 11.7 million 

ResNet34  
[203] 

87MB 34 21.2 million 

ResNet50  
[203] 

96MB 50 25.6 million 

ResNet101  
[203] 

167MB 101 44.6 million 

ResNet152  
[203] 

230MB 152 58.2 million 

DenseNet121  
[49] 

31MB 121 8 million 

DenseNet161 
[49] 

110MB 161 29 million 

DenseNet169 
[49] 

55MB 169 14 million 

DenseNet201 
[49] 

77MB 201 20 million 

 

Table VI.I: CNN models information 

 

II. Transfer learning technique 

 
Similar to human judgement, the more information we receive, the better decision 

we make, it is essential for CNN to have sufficient information in order to achieve a 

good result. Therefore, large databases are created to train CNN such as ImageNet 

which contains over 14 million images and Place365 which contains over 1.8 million 

images. However, for image classification task or other tasks on a much smaller 

database, even with data augmentation applied by executing rotation, horizontal 

flipping, vertical flipping, or resizing images in the database in order to provide more 

information to CNN model via these artificial increase of training images, it could be 

difficult for the model to learn millions of its network parameters and provide good 

performance as it is likely to overfit the training data with low bias which lead to false 
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performance. As a result, the transfer learning technique is introduced to small scale 

database tasks as an alternative to deep learning the CNN from scratch. The 

process of transfer learning can be explained in two steps, importing the fully 

pretrained CNN construction and fine-tuning its parameters, as illustrated in figure 

6.2 below. 

 

 

 

 

 

 

 
Figure 6.2: CNN transfer learning for image classification 

 

To reduce computational cost and achieve high accuracy, transfer learning takes 

advantage of pretrained CNN by using the learned parameters/weights from its earlier 

layers which extract low-level features such as edges, patterns, corners, and gradients 

which are general features in any image. Despite different databases used on the 

pretrained CNN, these low-level features are similar and can be transferred to the new 

task resulting in increasing the feature extraction capability of the adapted CNN by 

requiring less computational time in the training process. The next step is to fine-tune 

parameters by making small adjustments on parameters/weights of the pretrained 

CNN on the latter layers which extract high-level features such as objects and events 

which are specific features in a given image in order to match new dataset and then, 

add a new classifier and train this adapted CNN for the new task. This fine-tuning step 

can be repeated until the desired result is achieved. Transfer learning does not only 

help to fasten the overall process of image classification but also reduces 

computational resources used such as large storage space, high-speed network 

connection, and multi-core processors. Furthermore, better performance could be 

achieved by using a lot fewer data during the training of adapted CNN.  

 

Input 
(unlabeled image) 

Output 
(classified image: bunk bedroom) 

New deep layers         
(fine-tuned parameters) Transferred deep layers 

(pretrained CNN) 
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Several previous works apply transfer learning by directly employing the pretrained 

CNN and fine-tuning it for their databases such as Shaha and Pawar [51], Stylianou 

et al. [81], Xiao et al. [235] and Zhao et al. [238]. Nonetheless, some experiments 

additionally modify the pretrained CNN by changing its layers [232][233][234][238]. 

It is also worth noting that it is not necessary that the high accuracy of the same 

pretrained CNN which used the ImageNet database is transferable to other tasks 

which use different datasets [236]. 

 

III. Data pre-processing 

 

In this experiment a subset of the hostel image dataset is tested, the dataset 

consists of 7,350 images of chain hostels which are corporately owned and usually 

have a similar design, and independent hostels which are usually privately owned 

and have unique designs. The dataset is divided into two sets, training/validation 

set and test set. The training/validation set consists of the training set which is used 

to train the algorithm/model and the validation set which is used to unbiasedly 

evaluate the algorithm/model while fine-tuning parameters, containing 7,000 

images. The test set, containing 350 images, is used to unbiasedly evaluate the 

final algorithm/model. Images in the training/validation set are labelled and grouped 

into seven classes, normal bedroom, bunk bedroom, other bedroom, bathroom, 

kitchen, living room, and laundry room. Since the bedroom is the key feature for 

hostel accommodation, three out of seven classes are allocated to three types of 

bedrooms. Furthermore, each class contains 1,000 images equally in the 

training/validation set and 50 images equally in the test set in order to control this 

variable which might affect the test performance in this study. Additionally, these 

images are in different sizes, in three colour channels, and stored in JPEG format.  

For non-commercial research and educational purposes, this dataset is made 

available on Google Drive [239] and Hostel image examples of each class are 

demonstrated in figure 6.3 below. 
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Figure 6.3: Hostel image examples of each class 

 

IV. Experiments 

 

To test the potential of 11 pretrained CNNs with transfer learning for hostel image 

classification, this study is conducted in the Google Colaboratory environment, a 

free cloud service with free GPU, using Pytorch on Intel(R) Core (TM) i7–6700 CPU 

(Central Processing Unit) @3.40GHz (Gigahertz) machine with 16GB RAM 

(Random Access Memory) and NVIDIA Tesla K80 GPU with 12GB (Gigabyte) 

memory. The implemented Pytorch code is an adapted version of Rath’s algorithm 

[240]. The approach is to directly employ 11 pretrained CNNs. Then, transfer 

learning is implemented by freezing the learned weights and parameters in the early 

deep layers and fine-tuning some parameters on the latter layers to match the 

hostel image database collected as shown in figure 6.4. Furthermore, in these new 

latter layers, all 7,000 images in the training/validation set are randomly rotated 

between -30 and 30 degrees, centre cropped and resized to 224x224 format as an 

input format required by the selected pretrained CNNs, and horizontally flipped for 

the data augmentation process. On top of this, batch normalization which is a 

supervised learning technique that standardizes the inputs in a neural network 

layer, weight sharing which is a technique that uses the same numbers within each 
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neuron/filter in a particular layer, and dropout which is a technique that ignores 

randomly selected neurons during training are chosen as the regularization 

techniques to facilitate these CNN models. 

 

 
 

Figure 6.4: The implementation of transfer learning for image classification task 

 

SqueezeNet1_0 model is selected as a CNN baseline in this study which is divided 

into seven experiments as follow. 

 

1st experiment is to test the baseline performance for five epochs on various 

proportions of data split in training/validation set (90:10, 80:20, 70:30, 60:40, and 

50:50) and its effect on the test set performance. 

 

2nd experiment is to test the baseline performance for five epochs on various 

dropout rates in the training/validation set (0.1, 0.2, 0.3, 0.4, and 0.5) and its effect 

on the test set performance. 

 

3rd experiment is to test 11 pretrained CNNs performance for various epochs at 

the best-result data split and dropout rate. 
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4th experiment is to test 11 pretrained CNNs performances for 25 epochs at the 

best-performed data split and dropout rate and its effect on training time. 

 

5th experiment is to test 11 pretrained CNNs performance for 25 epochs at the 

best-result data split and dropout rate and its effect on the test set performance. 

 

6th experiment is to test 11 pretrained CNNs performance for 10 epochs at the 

best-result data split and dropout rate and its effect on the test set performance on 

the database with original image sizes and the database with resized images 

(300x300). 

 

7th experiment is to analyze the accuracy of the best-performed CNN on the 

training set and validation set. 

 

V. Performance measurement 

 
To evaluate the transfer learning performance of pretrained CNN models on hostel 

image classification task, two measures are implemented as follow. 

 

A. Accuracy is a ratio of the number of correctly classified images to the total 

number of all images. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 ?<3	$1%234	56	J5443J7>K	J>=::'6'39	'%=L3:
?<3	757=>	$1%234	56	=>>	'%=L3:

        (6.1) 

  

 

B. Training time (minutes) 

 

 

 

 

 



 
 

Student ID 1731130 Page 138 of 194 Chanattra Ammatmanee 

     CHAPTER 6: HOSTEL IMAGE CLASSIFICATION 

6.2 Results of Proposed Fast Embedding 

 
I. 1st experiment 

 

Data split 
(Training set: Validation set) 

Accuracy (%) 

 Validation set Test set 

90:10 74.23 70.86 

80:20 72.63 69.71 

70:30 72.96 70.29 

60:40 69.47 67.14 

50:50 66.92 71.71 

 
 

Table VI.II: An accuracy comparison of SqueezeNet1_0 on validation set & test set at different 
data split. Bold values indicate the highest accuracy and the optimal option is highlighted. 

 

Looking at an accuracy of SqueezeNet1_0 (baseline CNN) on the validation set, it 

can be seen that the data split between the training set and the validation set at 

90:10 provides the highest accuracy, 74.23%, whereas the accuracy on the test set 

demonstrates the highest at 50:50 proportion, 71.71%.  Having said this, as one 

proportion can only be selected to apply in further experiments, the accuracies on 

the validation set and test set need to be considered together. Despite the data split 

at 90:10 achieves the best results, the 70:30 proportion could also be considered 

as it provides the second-best results. Therefore, due to the benefit of the validation 

set which is to provide an unbiased performance of the training model, in the 2nd 

experiment data split at 90:10 and 70:30 are tested to finalize the most appropriate 

data proportion for the rest of the experiments. Additionally, it is worth noting that 

even though a low-cost model like SqueezeNet1_0 is implemented, the 

classification performances are reasonable for mobile applications. 
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II. 2nd experiment 

 
Dropout Accuracy (%) at 90:10 data split Accuracy (%) at 70:30 data split 

Validation set Test set Validation set Test set 

0.1 71.769 69.376 71.632 70.000 
0.2 67.395 61.958 68.966 62.571 
0.3 72.140 69.965 72.960 70.286 
0.4 69.264 70.011 69.748 70.571 

0.5 64.752 71.378 63.378 72.571 
 

Table VI.III: An accuracy comparison of SqueezeNet1_0 on validation set & test set at different 
dropouts at 90:10 and 70:30 data split. Bold values indicate the highest accuracy and the optimal 

option is highlighted. 
 

Considering an accuracy of the baseline CNN on the validation set, at 0.3 dropout 

rate results in the highest accuracy, 72.140% at 90:10 data split and 72.96% at 

70:30 data split, whereas on the test set at 0.5 dropout achieves the highest result,  

71.378% at 90:10 data split and 72.57% at 70:30 data split. One of the possible 

reasons why the accuracies of the test set at 0.5 and 0.4 dropout rates are higher 

than the accuracies of the validation set is that these dropouts are too heavy 

meaning there are too many disabled neurons which causes the greater loss of 

information for the training model resulting in model underfitting. Another possible 

reason is that SqueezeNet1_0, the baseline CNN, is a small-size network. With 

heavier dropouts, the capacity of the network could be reduced more drastically. 

Furthermore, similar to the 1st experiment on different data splits, it is essential to 

consider the accuracies on the validation set and test set all together at one dropout 

rate. Consequently, as shown in Table VI.III, the dropout rate at 0.3 contributes to 

the highest accuracies of SqueezeNet1_0 after transfer learning and therefore, the 

remaining experiments also apply the 0.3 dropout rate. As for the most appropriate 

data proportion, despite 90:10 data split provides the highest accuracy in the 1st 

experiment, when considering different dropout 70:30 data split performs better in 

many cases. Therefore, for the rest of the experiments, 70:30 proportion is applied. 
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III. 3rd experiment 

Figure 6.5: An accuracy comparison of 11 pretrained CNNs after transfer learning at different 
epoch 

 

When testing pretrained CNNs at different epoch, figure 6.5 shows that DenseNet 

models and ResNet models provide similar and stable performance across each of 

these models, whereas SqueezeNet models start to perform better at 6 epochs. 

After this, their accuracy improves slightly and become more stable. Therefore, it 

can be seen that the CNN models could achieve high accuracies with only a few 

iterations. Having said this, in order to continue investigating SqueezeNet models 

at their best performances, including SqueezeNet1_0 as a baseline CNN, the rest 

of the experiments are conducted at 25 epochs. 
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IV. 4th experiment 
 

CNN model Accuracy (%) on validation set Training time (mins) 

SqueezeNet1_0 80.50 18.02 

SqueezeNet1_1 79.83 17.00 

ResNet18 87.16 17.67 

ResNet34 87.73 20.59 
ResNet50 87.64 28.18 

ResNet101 87.79 39.40 

ResNet152 87.58 50.89 
DenseNet121 89.39 35.95 

DenseNet161 89.56 53.74 

DenseNet169 89.44 44.91 

DenseNet201 89.72 51.69 

 
Table VI.IV: An accuracy and training time comparison of 11 pretrained CNNs after transfer 
learning. Bold values indicate the best performance and the optimal options are highlighted. 

Figure 6.6: An accuracy and training time comparison of 11 pretrained CNNs after transfer learning 
 

As demonstrated in Table VI.IV, it can be seen that DenseNet models, especially 

DenseNet201, outperform the other CNN models after applying the transfer learning 

technique. Nonetheless, if considering only training time, SqueezeNet models 

spend less computational time due to their smaller model sizes which are illustrated 

in smaller circles. Having said this, when taking both accuracy and training time into 
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account, it seems that DenseNet121 is one of the most potential models for hostel 

image dataset. Therefore, in further experiments, DenseNet121 and DenseNet201 

are in focus. 
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V. 5th experiment 
 

CNN model Accuracy (%) 

Validation set Test set 

SqueezeNet1_0 80.50 81.43 

SqueezeNet1_1 79.83 82.00 

ResNet18 87.16 88.57 

ResNet34 87.73 88.29 

ResNet50 87.54 83.43 

ResNet101 87.72 86.86 

ResNet152 87.58 83.14 

DenseNet121 89.39 83.71 

DenseNet161 89.56 83.43 

DenseNet169 89.43 85.71 

DenseNet201 89.72 86.86 

 

 
Table VI.V: An accuracy comparison of 11 pretrained CNNs after transfer learning on validation set 

& test set. Bold values indicate the highest accuracy and the optimal options are highlighted. 
 

It can be seen in Table VI.V that in most CNNs simulations the accuracies on the 

validation set are higher than the accuracies on the test set. However, four models, 

SqueezeNet1_0, SqueezeNet1_1, ResNet18, and ResNet34, have the opposite 

results. It could be assumed that the lesser deep layers, the more it becomes 

overfitting. Nonetheless, the accuracies of DenseNet121 and DenseNet201 on both 

validation set and test set are still considerably high, 89.39% and 83.71% for 

DenseNet121 and 89.72% and 86.86% for DenseNet201, which reassure theirs 

potential for hostel image classification with transfer learning. 
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VI. 6th experiment 
 

CNN model Original size dataset Resized dataset 
Accuracy (%) Training 

time 

(mins) 

Accuracy (%) Training 

time 

(mins) 
Validation 

set 

Test       

set 

Validation 

set 

Test   

set 

SqueezeNet1_0 76.26 81.43 7.21 71.20 77.14 4.00 
SqueezeNet1_1 76.06 82.00 6.80 75.35 77.14 3.73 

ResNet18 86.56 88.57 7.07 87.17 86.57 4.01 
ResNet34 87.24 88.29 8.24 87.73 87.14 4.86 
ResNet50 87.28 83.43 11.27 87.34 86.86 8.21 

ResNet101 87.31 86.86 15.76 87.07 81.14 12.12 
ResNet152 87.34 83.14 20.36 87.48 84.86 16.14 

DenseNet121 88.93 83.71 14.38 88.56 88.57 9.95 
DenseNet161 89.15 83.43 21.50 90.05 87.43 17.14 
DenseNet169 88.88 85.71 17.97 89.42 85.71 12.51 
DenseNet201 89.38 86.86 20.68 89.30 86.29 15.18 

 

Table VI.VI: An accuracy comparison of 11 pretrained CNNs on original size database & resized 
database at 10 epochs. Bold values indicate the best performance and the optimal options are 

highlighted. 
 

Due to different image data sources, gathered hostel images come in various image 

sizes. This 6th experiment tested another hostel image dataset, which is the same 

dataset in the previous experiments but reduced its image sizes to one image size 

(300x300) prior and in addition to data augmentation in the data pre-processing 

stage. Table VI.VI shows that accuracies on the validation set are not affected much 

by resizing the dataset and remain similar in most CNN cases even with fewer 

iterations at 10 epochs. Having said this, accuracies on the test set improve slightly 

in some CNN models, including DenseNet121 which is increased from 83.71% to 

88.57%. Furthermore, the computational time is significantly decreased on the 

resized dataset for all CNN models.  
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VII. 7th experiment 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                        DenseNet121                                                                         DenseNet201 

 

Figure 6.7: An accuracy comparison of DenseNet121 & DenseNet201 on training set & validation 
set 

 

Figure 6.7 illustrates the plots of the accuracy of DenseNet121 and DenseNet201 

on both the training set, green colour, and validation set, blue colour. It is clear that 

validation accuracies remain stable at around 90% for both models. That means the 

models perform well and are not overfitting the current dataset size. Therefore, the 

dataset size could be increased in order to potentially increase the accuracy of 

hostel image classification. 
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VIII. Conclusion 

 

The results from seven experiments highlight that, with the optimization of parameter 

fine-tuning, various pretrained CNNs with transfer learning can provide good 

performance. Particularly, DenseNet121 and DenseNet201 outperform the other 

CNNs, in terms of accuracy rate and training time, and achieve impressive outcomes 

for hostel image classification. Different elements have been explored in order to find 

the optimal combination and achieve the highest classification performance. 

SqueezeNet1_0 is selected as a baseline CNN due to its most compact model size, 

the smallest number of deep layers, and a smaller number of parameters. In terms of 

the data split during model training, it shows that the training set and the validation set 

should be split into 70% and 30%, respectively. The dropout rate at 0.3 contributes to 

the highest accuracy during training and relatively high during testing. When all 11 

pretrained CNNs are considered, the classification accuracy can reach its peak with 

only a few iterations and become stable for DenseNet models and ResNet models, 

whereas SqueezeNet models reach 80% accuracy at six epochs and continue to 

improve slightly. DenseNet201 best performs during training and is relatively similar 

during testing, while DenseNet121 demonstrates competitive results. Furthermore, 

when the size of the hostel image dataset is reduced, in addition to the data 

augmentation, the computational time is significantly decreased, even though the 

classification accuracies only slightly increase. Therefore, by applying this state-of-

the-art transfer learning technique in pretrained CNNs for image classification with the 

optimal settings addressed in this study, hostel image managers/e-intermediaries 

could automatically organize their growing hostel image collections, fasten the image 

indexing task with high accuracy, less labour cost, and less human errors on this 

accommodation type which has a clutter of content on an image, and become better 

user-friendly to the potential customers offering improved services/products by 

utilizing the correctly classified images in a database and providing more targeted 

solutions to their current or potential customers which could lead to a better position 

to recover from the current global economic downturn. 
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6.3 Summary 

 

A subset of the collected hostel image dataset is tested on the image classification 

task. The 7,350 images of interior hostel images are labelled and grouped into seven 

classes which are normal bedroom, bunk bedroom, other bedroom, bathroom, kitchen, 

living room, and laundry room. In this simulation, seven experiments are conducted 

aiming to find the optimal setting of parameter fine-tuning using various pretrained 

CNN networks. The results reveal that DenseNet201 model outperforms the other 

CNNs, in terms of accuracy rate and training time, and achieve impressive outcomes 

with 70% of images allocated to the training set and the remaining 30% to the 

validation set for the model training process, as well as 0.3 dropout rate. Furthermore, 

only a few iterations are needed in order to reach the peak in classification accuracy 

and become stable. Nonetheless, DenseNet121 demonstrates competitive results. On 

top of these, when the size of the hostel image dataset is reduced by centre-cropping 

each original image to 300x300 pixels prior to the beginning of the simulation, in 

addition to the data augmentation, the computational time is significantly decreased, 

even though the classification accuracies only slightly increase. Therefore, by applying 

the state-of-the-art transfer learning technique in pretrained CNNs for image 

classification with the optimal settings addressed in this study, hostel image collections 

could be automatically organized and the image indexing task could be fastened with 

high accuracy, less labour cost, and less human errors. 

 

 

 

 

 

 

 

 
 

 



 
 

Student ID 1731130 Page 148 of 194 Chanattra Ammatmanee 

      CHAPTER 7: HOSTEL IMAGE RETRIEVAL  

 

Chapter 7: Hostel Image Retrieval 
 
7.1 Experiment settings 

(This manuscript, Instance-level hostel image retrieval with unsupervised 
learning, is submitted to the Journal of Hospitality and Tourism Technology and 

is currently in a peer-reviewed process) 
 

I. Artificial Intelligence-based image features for CBIR  
 

Traditionally, researchers consider classical features such as colours, shapes, 

textures, spatial positions or Scale-Invariant Feature Transform (SIFT) of an image as 

its representation. Then, these features of an image will be compared to the features 

of another image in order to compare their similarity in Content-Based Image Retrieval 

(CBIR) or classification task. Nonetheless, in recent decades artificial intelligence-

based image features have been in the spotlight as Artificial Neural Network (ANN), 

especially Convolutional Neural Network (CNN) could simulate human cognition 

process on a deeper level with less labour cost, less time consuming and less human 

errors. A CNN model is a combination of convolutional layers which traverse input 

matrices with convolutional kernels to learn parameters during the low-level feature 

extraction process, pooling layers that subsample the output from convolutional layers 

in order to learn parameters in the high-level feature extraction process, and fully 

connected layers which generate numerical output for similarity comparison between 

images in the next stage. Different CNN model tends to contain a different number of 

these deep layers and layer type. However, in an image retrieval task, the CNN 

architectures can typically be placed in a CBIR process as illustrated in figure 7.1 

below. 
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Figure 7.1: CNN model architectures in a CBIR process 
 

However, these deep learning features of digital images contain high-dimensional data 

which require huge storage and high computational cost with security constraints. 

Additionally, a large-scale image database for CNN model training is one of the critical 

factors that could lead to a high accuracy retrieval result as this deep network could 

create a more detailed image representation. To overcome these hindrances in the 

task using a much smaller scale image dataset, transfer learning technique is 

introduced by applying available CNNs which are already pretrained in image 

classification task with ImageNet dataset, containing over 14 million images, 

transferring the learned low-level features which are general features in any image, 

fine-tuning the high-level features to match the new dataset, and training this adapted 

CNN for the new task. On top of this, amending/changing the latter layer(s) of 

pretrained CNN and applying data augmentation such as horizontal/vertical flipping, 

rotation, and resizing images to provide more information to the adapted CNN via this 

artificial increase of training images could result in higher accuracy in the new retrieval 

task. Consequently, with these artificial intelligence-based image features from 

pretrained CNNs, experiments on small scale image datasets such as hostel image 

collections could be more feasible with less computational resources required when 
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compared to training a CNN model from scratch and the high accuracy could also be 

more achievable without overfitting.  

 

II. Chosen pretrained CNN models 

 

Though a variety of pretrained CNNs are available, the robustness of ResNet models 

in several experiments makes them appealing as these models provide optimized 

solutions to the degradation problem, which tends to be caused by an increase of deep 

layers, by letting the stacked layers fit a residual mapping instead of the underlying 

mapping. Moreover, the considerably high number of their deep layers and parameters 

which could provide satisfying accuracies also contribute to ResNet models being 

chosen for this study. In addition, their model sizes are considerably small which 

demonstrate the potential for mobile application or small-scale search engine and they 

require less computational resources while providing the feasible relative prediction 

time using GPU for this work when compared to DenseNet models which require 

heavier GPU memory consumption and longer training time [255][256]. Even though 

DenseNet models slightly outperform ResNet models in the previous chapter, their 

high consumption of computational resources leads to ResNet models being selected 

over DenseNet models for this hostel image retrieval experiment.  

 

Therefore, ResNet50, ResNet101, and ResNet152 are applied in the following 

experiments. On top of this, to compare with a larger model with a higher number of 

parameters but fewer deep layers than ResNet models, the VGG16 model is also 

included in the experiments. Furthermore, ResNet and VGG models are popular for 

object recognition tasks as they discard the fully connected layers which provide 

initialization when fine-tuning. The information about the chosen CNN models is shown 

in Table VII.I as follow. 
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CNN model Model size No. of deep layer No. of parameter 

ResNet50  
[203] 

96MB 50 25.6 million 

ResNet101  
[203] 

167MB 101 44.6 million 

ResNet152  
[203] 

230MB 152 58.2 million 

VGG16  
[47] 

515MB 16 138 million 

 

Table VII.I: Chosen CNN models information 

 

III. Instance-level image retrieval with unsupervised learning 

 

To begin with the concept of Instance-level image retrieval, it is a search task in a large 

database for images that represent the same object instance as in a query image. An 

object instance differs from an object class as the instance is considered an element 

of a class. For example, the hostel is an object class but YHA London St. Pancras is 

an instance of that hostel. Therefore, the instance-level recognition task tends to be 

more challenging than the class-level recognition one. The process of this type of 

image retrieval consists of two steps, identifying similar regions of images in the 

database and the query image and refining the matching results. The first step 

compares the global image descriptors representing each image with a single vector 

and this compact image representation contains up to ten thousand dimensions which 

could be more feasible in large-scale search. Then, the domain-specific refinement is 

performed by patch-level matching the candidate images using local descriptors for 

higher precision. The classic geometric verification [241][242] and aggregated 

selective match kernels (ASMK) techniques [243][244] are widely used in the step, as 

well as the nearest neighbour. 

 

As for the unsupervised learning concept, it is the use of a machine-learning algorithm 

to train a model without any human intervention using an unlabeled dataset in order 

to analyze and discover patterns within the dataset, whereas the supervised learning 

model relies on a labelled dataset to identify the data patterns. 
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IV. Data pre-processing 

 

In this simulation both London hostel building datasets, Hostels-900 and Hostels-2K, 

are tested with the application of data augmentation using rotation and resizing the 

centre-cropped images to 224 x 244 pixels as required by the models for an 

appropriate image input size. Furthermore, regularization techniques such as weight 

sharing, batch normalization, dropout, early stopping, noise injection, and parameter 

norm penalties could help to facilitate CNN models. Consequently, weight sharing 

which is a technique that uses the same numbers within each neuron/filter in a 

particular layer, batch normalization which helps to standardize the inputs in a neural 

network layer, dropout which is a technique to randomly discard a portion of neurons 

to avoid a model from overfitting, and noise injection using descriptor whitening to 

reduce the high correlation of feature values are applied in this simulation accordingly. 

 

V. Data representation 

 

In machine learning, feature vectors are n-dimensional vectors that represent the 

numerical characteristics/features of objects in an image. Therefore, the collected 

hostel image data are also mapped into feature vectors. Additionally, it can be seen 

that the relevant literature aforementioned only focus on floating-coefficient feature 

vectors to represent their numeric data. This means the coefficients are in floating-

point numbers which have a decimal place in order to formulaically represent the real 

numbers in a more precise manner, as well as fasten the computing process. Having 

said that, the coefficients of feature vectors could be in binary, particularly for retrieval 

task which considers relevant and irrelevant items. Binary coefficients reduce the 

multiplier cost as the number of nonzero bits in the coefficients is minimized. As a 

result, the computational cost of binary-coefficient feature vectors is less than the 

floating-coefficient feature vectors as each feature vector has a coefficient of 1 bit 

instead of 32 bits. Consequently, this study investigates both floating-coefficient 

feature vectors in their default value and binary-coefficient feature vectors for hostel 

data representation which could lead to an interesting discovery. 
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VI. Experiments 

 

Due to the resource limitation during this study, the experiments are conducted in two 

environments. The Google Colaboratory environment, a free cloud service with free 

graphics processing unit (GPU) using Pytorch on Intel(R) Core (TM) i7–6700 CPU 

@3.40GHz machine with 16GB RAM and NVIDIA Tesla K80 GPU with 12GB memory, 

is used in the feature extraction process. The MATLAB Online environment, an online 

platform to access the latest MATLAB version with online sharing/publishing features 

and Matlab drive synchronization for a free 5GB cloud storage using MathWorks 

hosted computing resources and storage, is used in the unsupervised learning image 

retrieval process. The implemented code is an adapted version of Radenovic, Tolias, 

and Chum’s algorithm [174] using whitened and re-normalized Generalized-Mean 

(GeM) descriptor and Structure-from-Motion (SfM) information for training data, as well 

as the Siamese learning. The approach is to employ four off-the-shelf pretrained 

CNNs. Next, the transfer learning technique is adopted by freezing the learned weights 

and parameters in the early deep layers, as well as freezing the GeM pooling layer 

with SfM and Siamese learning of Radenovic, Tolias, and Chum’s code. Then, fine-

tuning some parameters on the latter layers to match the collected London hostel 

building datasets as illustrated in figure 7.2 below. Furthermore, at test time the input 

image is represented on three different scales, original scale (1), up-sampled scale 

(2**(1/2)), and down-sampled scale (1/2**(1/2)) for multi-scale evaluation. 
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Figure 7.2: The implementation of transfer learning for image retrieval task 

 

Three experiments are conducted as follow. 

 

1st experiment is to test the robustness of this work’s retrieval systems on four 

datasets with different data sizes, Hostels-900 (972 images), Hostels-2K (2,380 

images), and Hostels-900 with extra distracting 100K images (100,972 images) in the 

test dataset and Hostels-2K with extra distracting 100K images (102,380 images) in 

test dataset for more extensive evaluation. 

 

2nd experiment is to further test the robustness of the four pretrained CNN-based 

retrieval systems on the same four datasets when using the default value (float 

coefficients with 32 bits) and the binary value (binary coefficients with 1 bit) of feature 

vectors. 

 

3rd experiment is to test the best-performing system by retrieving the most dissimilar 

images and to identify the query images which give the worst and the 2nd worst results 

when using the default value (float coefficients with 32 bits) and the binary value 

(binary coefficients with 1 bit) of feature vectors. 
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VII. Performance measurement 

 
To evaluate the performance of retrieval systems on London hostel building datasets, 

two measures are implemented as follow.  

 

      A. mean Average Precision (mAP) 

 

Mean Average Precision is a widely used metric in measuring the accuracy of a 

retrieval system on high dimensional data with many classes or categories. The mean 

Average Precision can be calculated from Precision with the following formula. 

 

𝑚𝐴𝑃	 =
1
𝑁	Ã𝐴

4

).,

𝑃) 																					(7.1) 

 

where   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = *+56	789):);6
*8:<=	789):);6	+695=:9

     and  𝐴𝑃)  is Average Precision. 

 

B. Precision@k 

 

Another commonly seen measure is Precision@k. It is used in binary problems for 

recommendation systems when considering relevant and irrelevant items. Firstly, 𝑘 is 

chosen as a number of recommended or retrieved items. Then, the Precision@k which 

is the proportion of relevant item(s) in the retrieved item(s) is calculated as shown in 

the formula below. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘 =
𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑	𝑖𝑡𝑒𝑚𝑠@𝑘	𝑡ℎ𝑎𝑡	𝑎𝑟𝑒	𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡

𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑	𝑖𝑡𝑒𝑚𝑠@𝑘 														(7.2) 
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7.2 Results of Proposed Fast Embedding 

 

I. 1st experiment 

 

Networks Measures Hostels-
900 

Hostels-900 
+ 100K 

Hostels-
2K 

Hostels-2K 
+ 100K 

Oxford5K Oxford105K Paris6K Paris106K 

ResNet50 mAP 58 54 61 58 - - - - 

Precision@1 99 98 100 99 - - - - 

Precision@5 95 94 97 97 - - - - 

Precision@10 88 86 96 95 - - - - 

ResNet101 mAP 
(proposed) 

56 55 59 59 - - - - 

mAP [174] - - - - 87.8 84.6 92.7 86.9 

Precision@1 97 97 98 98 - - - - 

Precision@5 93 93 97 97 - - - - 

Precision@10 86 86 94 94 - - - - 

ResNet152 mAP 63 59 66 64 - - - - 

Precision@1 100 100 100 100 - - - - 

Precision@5 97 96 99 99 - - - - 

Precision@10 91 90 97 97 - - - - 

VGG16 mAP 
(proposed) 

53 46 56 51 - - - - 

mAP [174] - - - - 87.9 83.3 87.7 81.3 

Precision@1 99 99 98 98 - - - - 

Precision@5 92 90 97 96 - - - - 

Precision@10 84 82 93 92 - - - - 
 

Table VII.II: An accuracy comparison of four pretrained CNN-based retrieval systems on four 
datasets. Bold values indicate the highest accuracies, and the best-performing system is highlighted.                           

Additional comparison to Radenovic, Tolias, and Chum’s results are provided. 

 

Looking at the accuracies of four pretrained CNN-based retrieval systems, it can be 

seen that ResNet152 stunningly outperforms the other three networks in all cases. 

ResNet152 is able to achieve the highest accuracies on various-size datasets. When 

using mAP measure, ResNet152 reaches 63% accuracy on the smallest dataset, 

Hostels-900 with only 972 images, and slightly downgrades to 59% even with 100K 

images added to the system for extensive evaluation. Similarly, testing on the bigger-

size dataset, Hostels-2K with 2,380 images, ResNet152 improves its accuracy to 66% 
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and 64% with extra distracting 100K images in the test dataset. Precision@k is further 

applied to measure the systems. Three numbers of retrieval items are chosen, k=1, 

k=5, and k=10. In the case of Precision@1, 100% accuracy is achieved by ResNet152 

on all datasets, whereas 96%-99% accuracy for Precision@5 and 90%-97% accuracy 

for Precision@10. Moreover, ResNet50 is also able to reach 100% accuracy on 

Hostels-2K when measured with Precision@1. Additionally, despite ResNet50, 

ResNet101, and VGG16 provide lower accuracies, they can still give a good range of 

accuracies between 46%-61%, 97%-100%, 90%-97%, and 82%-96% for mAP, 

Precision@1, Precision@5, and Precision@10, respectively, which demonstrate the 

robustness of pretrained CNN-based retrieval systems with unsupervised learning on 

small scale hostel datasets. Furthermore, when comparing to the original code on 

ResNet101 and VGG16 models, it can be seen that despite our mAP results on hostel 

datasets are lower than Radenovic, Tolias, and Chum’s results on Oxford and Paris 

datasets at 55%-59% to 84.6%-92.7% and 46%-56% to 81.3%-87.9% on ResNet101 

and VGG16, respectively, the level of our accuracy is acceptable considering hostel 

datasets are smaller and have different image features. 
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II. 2nd experiment 
 

Networks Value of Feature 
vectors Measures Hostels-900 Hostels-900 

+ 100K 
Hostels-2K Hostels-2K + 

100K 

ResNet50 Default  mAP 58 54 61 58 

Precision@1 99 98 100 99 

Precision@5 95 94 97 97 

Precision@10 88 86 96 95 

Binary mAP 57 52 60 57 

Precision@1 98 98 100 99 

Precision@5 94 93 98 97 

Precision@10 87 85 96 95 

ResNet101 Default  mAP 56 55 59 59 

Precision@1 97 97 98 98 

Precision@5 93 93 97 97 

Precision@10 86 86 94 94 

Binary mAP 54 51 56 55 

Precision@1 97 97 98 98 

Precision@5 93 93 97 97 

Precision@10 85 84 93 93 

ResNet152 Default  mAP 63 59 66 64 

Precision@1 100 100 100 100 

Precision@5 97 96 99 99 

Precision@10 91 90 97 97 

Binary mAP 62 57 65 62 

Precision@1 100 100 100 100 

Precision@5 96 95 99 98 

Precision@10 90 89 97 96 

VGG16 Default  mAP 53 46 56 51 

Precision@1 99 99 98 98 

Precision@5 92 90 97 96 

Precision@10 84 82 93 92 

Binary mAP 48 39 50 44 

Precision@1 97 97 97 97 

Precision@5 89 86 95 94 

Precision@10 80 76 90 88 
 
Table VII.III: An accuracy comparison of four pretrained CNN-based retrieval systems when using the 

default value and the binary value of feature vectors.  
Bold values indicate the highest accuracies, and the best-performing system is highlighted. 
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Considering the potential of pretrained CNN-based retrieval systems on a mobile 

application or small-scale search engine, the high dimensional hostel image data is 

embedded into the binary value, having 1 bit-binary coefficients instead of 32 bit-float 

coefficients, in order to reduce data transmission rate, meaning the volume of 

transmitted data within a unit of time, memory, and computational cost required. The 

1st experiment is extended and the results of feature vectors in the default value and 

the binary value are compared. Table VII.III highlights that ResNet152 remains the 

best network among all networks when using the binary value of feature vectors. 

Furthermore, these binary feature vectors can achieve similar results with little 

degradation to those in default values on all-size hostel datasets, while requiring much 

less computational cost. When using mAP measure, with binary value 62 %, 57%, 

65%, and 62% accuracy are achieved, whereas 63%, 59%, 66%, and 64% accuracy 

with default value, on Hostels-900, Hostels-900 +100K, Hostels-2K, and Hostels-2K 

+100K datasets. As for Precision@1, binary feature vectors provide 100% accuracy 

like the default feature vectors on all datasets. Similar performance shows 95%-99% 

accuracy and 89%-97% accuracy achieved for Precision@5 and Precision@10. In 

addition, like in default value, ResNet50 still achieve 100% accuracy for Precision@1 

on Hostels-2K. On top of this, ResNet50, ResNet101, and VGG16 are close in robust 

performance between the binary and default values on all hostel datasets. This is an 

interesting discovery of hostel image representation using binary-coefficient feature 

vectors. 
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III. 3rd experiment 

 

Cases Measures Hostels-900 Hostels-2K 

Best results mAP 63 66 

Precision@1 100 100 

Precision@5 97 99 

Precision@10 91 97 

Worst results mAP 63 66 

Precision@1 100 100 

Precision@5 97 99 

Precision@10 91 97 

 
Table VII.IV: An accuracy comparison of ResNet152 when retrieving the best results and the worst 

results on Hostels-900 and Hostels-2K datasets. 

 

Cases Value of Feature 
vectors 

Measure /     
Query image 

Hostels-900 Hostels-2K 

Worst results Default Precision@15 13.33 13.33 

Query image St. Christopher’s 
Village_278 

St. Christopher’s 
Village_278 

Binary Precision@15 20 20 

Query image The Walrus 
Hostel_3978362 

St. Christopher’s 
Village_278 

2nd worst results Default Precision@15 40 73.33 

Query image The Walrus 
Hostel_24 

The Walrus 
Hostel_24 

Binary Precision@15 20 73.33 

Query image St. Christopher’s 
Village_278 

The Walrus 
Hostel_24 

 

Table VII.V: An accuracy comparison of ResNet152 when retrieving the worst results and 
 the 2nd worst results on Hostels-900 and Hostels-2K datasets using default value and binary value  

of feature vectors. 
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Query image Retrieved images 

      
St. Christopher’s Village_278 

      
The Walrus Hostel_24 

      
The Walrus Hostel_3978362 

 
Figure 7.3: Image examples of the worst results retrieved 

 

Since ResNet152 outperforms other networks on the 1st and the 2nd experiments, in 

this experiment the system is further tested by retrieving the most dissimilar images 

instead and identifying the query images which give the worst and the 2nd worst results 

when using the default value (32 bit-float coefficients) and the binary value (1 bit-binary 

coefficients) of feature vectors. According to Table VI.IV, it can be seen that the overall 

accuracy remains the same for both measures when retrieving the best and the worst 

results on both datasets. This means the system is reliable. Next, the query image 

which gives the lowest accuracy is sought. Table VII.V highlights that when using 

default feature vectors St. Christopher’s Village_278 image provides the lowest 

accuracy of 13.33% for Precision@15 on both datasets, whereas when using binary 

feature vectors, the worst results with 20% accuracy are found, The Walrus 

Hostel_3978362 image for Hostels-900 and St. Christopher’s Village_278 image for 

Hostels-2K. Looking at the 2nd worst results, the accuracies are increased in most 

cases. The Walrus Hostel_24 image gives the 2nd lowest accuracy of 40% for Hostels-

900 and 73.33% for Hostels-2K when considering default value, whereas 20% 

accuracy reached by St. Christopher’s Village_278 image on Hostels-900 and 73.33% 
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accuracy achieved by Walrus Hostel_24 image when using binary value. It is worth 

noting that the increase of dataset size contributes to the increase of performance 

accuracy. Furthermore, the same query images are identified for giving the lowest 

accuracies in most cases, meaning the retrieval system is robust and reliable. 

 

IV. Conclusion 

 

The results from the 1st experiment which is to test four retrieval systems constructed 

with different renowned pretrained CNN models, ResNet50, RestNet101, ResNet152, 

and VGG16 which then fine-tuning and unsupervised learning are adopted, on four 

hostel datasets with different dataset sizes demonstrate that the ResNet152-based 

retrieval system impressively outperforms the other three networks in all cases. When 

using mAP measure, ResNet152 reaches 63% accuracy on the smallest dataset, 

Hostels-900, and slightly downgrades to 59% when 100K images are added to the 

system. ResNet152 improves its accuracy to 66% and 64% on Hostels-2K and 

Hostels-2K + 100K, respectively. Furthermore, 100% accuracy is achieved on all 

datasets by using Precison@1 measure, whereas 96%-99% accuracy for 

Precision@5 and 90%-97% accuracy for Precision@10.  Additionally, when 

comparing to the results of the original code, even though our mAP results on hostel 

datasets are lower than Radenovic, Tolias, and Chum’s results on Oxford and Paris 

datasets at 55%-59% to 84.6%-92.7% and 46%-56% to 81.3%-87.9% on ResNet101 

and VGG16, respectively, our systems provide acceptable accuracies as the trained 

datasets are smaller and have different image features. As for the 2nd experiment 

which is to further test the robustness of the four pretrained CNN-based retrieval 

systems on the same four datasets when using the default value (32 bit-float 

coefficients) and the binary value (1 bit-binary coefficients) of feature vectors, its 

results emphasize that ResNet152 is the best-performing system even when using 

binary feature vectors and they can provide similar results with little degradation to 

those in default values on all-size hostel datasets, while requiring much less 

computational cost, with binary value 57%-65% accuracy achieved when compared 

to 59%-66% accuracy of default feature vectors. Additionally, when using Precision@1 

measure, these binary feature vectors are able to provide 100% accuracy like the 
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default feature vectors on all datasets. This means the ResNet152-based retrieval 

system is robust and has potential for a mobile application or small-scale search 

engine which has greater memory, bandwidth, and power constraints. On top of this, 

despite ResNet50, ResNet101, and VGG16 provide lower accuracies, they can still 

give a good range of accuracies in both experiments. Lastly, the 3rd experiment which 

is to test the best-performing system, ResNet152, by retrieving the most dissimilar 

images instead, as well as identifying the query images which give the worst and the 

2nd worst results when using default value and the binary value feature vectors. The 

results illustrate that the overall accuracy remains the same when retrieving the best 

and the worst results. As for the query image which gives the lowest accuracy for 

default and binary feature vectors, the same image is identified in many cases, St. 

Christopher’s Village_278 image with an accuracy of 13.33%-20% for Precision@15. 

When searching for the 2nd worst results, the accuracies are increased in most cases, 

between 20%-73.33% for Precision@15, and The Walrus Hostel_24 image is 

frequently identified as the query image which gives the 2nd lowest accuracy. To 

summarize, the results from these experiments highlight the robustness and reliability 

of the ResNet152-based instance-level retrieval system on small scale hostel datasets 

with unsupervised learning. 
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7.3 Summary 

 

The Hostels-900 and Hostels-2K datasets are tested on instance-level image retrieval 

task. This simulation consists of three experiments for the purpose of testing four 

retrieval systems constructed with renowned pretrained CNN models, ResNet50, 

RestNet101, ResNet152, and VGG16 which then fine-tuning and unsupervised 

learning are adopted. The results highlight that the ResNet152-based retrieval system 

impressively outperforms the other three networks in all cases even with extra 100K 

images added to the system for an extensive evaluation. Moreover, when comparing 

the retrieval results between binary feature vectors with 1 bit-binary coefficients and 

default feature vectors with 32 bit-float coefficients, ResNet152 remains the best-

performing system and the binary feature vectors are able to provide similar results 

with little degradation to those in default values on all-size hostel datasets, while 

requiring much less computational cost. In addition, the ResNet152 system is further 

tested by retrieving the most dissimilar images instead, as well as identifying the query 

images which give the worst and the 2nd worst results when using default value and 

the binary value feature vectors. The results emphasize the robustness and reliability 

of the ResNet152-based instance-level retrieval system on small scale hostel datasets 

with unsupervised learning. 
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Chapter 8: Conclusions and Future Work 
 
In this final chapter of the thesis, its content is divided into three parts. The first part 

briefly illustrates the thesis summary. The second part highlights the main findings of 

this study and its conclusion, as well as the limitations occurred with implemented 

solutions. Lastly, potential research areas are suggested for future work in order to 

further overcome the remaining limitations and contribute additional knowledge.  

 

8.1 Thesis Summary 
 

This thesis firstly introduces the concepts of content-based image classification and 

content-based image retrieval. It further provides an overview of the existing CBIR 

systems with their promising aspects, as well as challenges. Additionally, a lack of 

real-life content-based image classification and retrieval application on hostel search 

is addressed. Consequently, to improve the performance of content-based image 

classification and retrieval on low-computational devices such as mobile devices and 

IoT, the focus of this research is to develop fast computable and memory-efficient 

embeddings for deep learning image features. The attempt to apply proposed 

approaches to the hostel industry is demonstrated using the first hostel database 

created for this study. In Chapter 2, a systematic and comprehensive literature review 

is presented. Starting with the existing CBIR and classification approaches in the 

computer science and engineering discipline and the tourism discipline. The 

representation of image content is described in the forms of classical or handcrafted 

features such as colour, texture, shape, spatial position, and SIFT features and AI-

based features. Hostel image examples are also used to picturize these features. 

Furthermore, the benefits of dimensionality reduction and quantization of image 

features are highlighted with some approaches found in the relevant literature. 

Available similarity and performance measures are shown including those are chosen 

for this research. For example, Hamming distance, Euclidean distance, mean Average 

Precision, and Precision@k. In Chapter 3, the quantization effect on general image 
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retrieval and classification is demonstrated including the application of uniform scalar 

quantizer and the dithering-based scalar uniform quantizer. Next, Chapter 4 

investigates the state-of-the-art techniques of fast dimensionality reduction for image 

classification and retrieval on publicly available datasets which consist of general 

images. Random projection, PCA, and circular binary embedding are in focus, along 

with the Hadamard projection and the discrete cosine transform which are 

implemented in this project development. Chapter 5 presents the first hostel image 

database which is newly created for this interdisciplinary research. The database 

includes three datasets including a hostel image dataset used in the hostel image 

classification task and two London hostel building datasets, Hostel-900 and Hostel-

2K, used in instance-level image retrieval task. The image collection process and the 

information of the collected hostel datasets are provided, as well as image examples. 

Then, simulations of hostel image classification and retrieval are demonstrated with 

the application of deep image features and the fast embeddings in Chapter 6 and 

Chapter 7, accordingly. 
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8.2 Main Findings and Conclusions 

 

As several experiments have been conducted in this study to achieve the aim, 

developing fast computable and memory-efficient embeddings for content-based 

image classification and retrieval on low-computational devices such as mobile 

phones and the Internet of things (IoT) and pioneeringly apply these novel techniques 

to the hostel industry, this section highlights the main findings as following. 

 

I. Binary embedding using Golay-Hadamard matrices 

 

In this work, two fast dimensionality reduction operators are proposed based on 

Golay-Hadmard matrices (GHMs), GHM-Rand and GHM-fix operators, in order to 

embed an 𝑁-dimensional CNN feature vectors into 𝑀 bits. GHM-Rand requires 𝑁 

random binary bits and 𝒪(𝑀 log𝑁)	 additions along with  𝑁 sign flipping operations 

while GHM-fix is completely deterministic with 𝒪(𝑁 log𝑁)	 additions and 2𝑁 sign 

flipping operations. To demonstrate the effectiveness of the proposed operators, 

simulations using various CNN-architectures and different image datasets on 

unsupervised image retrieval and image classification tasks are carried out. As for 

the image retrieval which the CNN architecture is adapted from the Resnet101-AP-

GeM model and tests on Oxford 5k, ROxford 5k, Paris 6k and RParis 6k datasets, 

the results highlight that despite their low complexity, the proposed operators offer 

the best performances in nearly all cases for a given  𝑀 except for a couple of 

cases, in which GHM-Rand and GHM-Fix are slightly worse than those of i.i.d. 

Gauss matrix. Additionally, when 𝑀 = 2048	bits, GHM-Rand becomes a fixed 

operator and its performances are still very close to those of the original one with 

65536 bits (2048 floats) whereas GHM-fix offers very similar performance to those 

of full i.i.d. Gauss matrix and GCMs, though the GHM-Fix is a data oblivious and 

deterministic operator. On top of these, when the proposed systems are compared 

to different state-of-the-art supervised deep hashing methods such as supervised 

semantics-preserving deep hashing (SSDH), hierarchical deep hashing (HSH) and 

unsupervised ones such as Deepbit, pixels to binary (P2B) codes and embedding 

and aggregation on selective convolution features (EASC), GHM-Rand operator 
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offers the best performance in most cases and the performance of GHM-Fix is also 

very close to that of GHM-Rand while much simple multiplication is required and 

only followed by a sign operation. In terms of the multi-class image classification 

experiment, the off-the-shelf GoogLeNet model is tested on Caltech101 and 

Caltech256 datasets. The results emphasize that GHM-Rand and GHM-Fix 

operators achieve similar performance and outperform the full i.i.d. Gauss matrix 

and GCMs operators for all bit length 𝑀	on both datasets. In addition, with only 1024 

bits, the proposed operators are able to reach higher accuracies than the original 

length feature vectors (16384 bits) on the Caltech256 dataset. To sum up, despite 

their low complexity in both computation and storage, GHM-Rand and GHM-Fix 

offer competitive or even better performance than the state-of-the-art operators. 

This indicates their promising applications in practical mobile or IoT which tend to 

be equipped with low-powered and low-buffered elements. 

 

II. Transfer learning with CNNs for hostel image classification 

 

This simulation of hostel image classification consists of seven experiments aiming to 

find the most optimal setting when using pretrained CNN models with transfer learning 

and fine-tuning. SqueezeNet1_0 is chosen as a baseline CNN model and tested in the 

first two experiments. The results show that the data split between the training set and 

the validation set during model training should be 70% and 30%, respectively, and the 

dropout rate should be 0.3 as they give the highest accuracy during training and 

relatively high during testing. Further experiments apply additional ten pretrained 

CNNs, SqueezeNet1_1, ResNet18, ResNet34, ResNet50, ResNet101, ResNet152, 

DenseNet121, DenseNet161, DenseNet169, and DenseNet201. DenseNet121 and 

DenseNet201 outperform other models when considering the accuracy and training 

time, the accuracy of DenseNet121 is slightly lower but require less training time 

whereas DenseNet201 reaches higher accuracy but takes longer during training. 

DenseNet models and ResNet models are able to reach their peak in accuracy and 

become stable with only a few iterations while SqueezeNet models need around six 

epochs to reach the peak. When the size of the hostel dataset is reduced, the 

computational time is significantly decreased across all 11 models with the 
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classification accuracies only slightly increasing or decreasing. To conclude, with the 

optimization of parameter fine-tuning and the settings suggested in this simulation, 

DenseNet201 is the best-performed CNN model on hostel image classification task 

providing fast and highly accurate image indexing with less labour cost required and 

fewer human errors. However, DenseNet121 demonstrates competitive results and 

various pretrained CNNs could also provide good performance.  

 

III. Instance-level hostel image retrieval with unsupervised learning 

 

This simulation consists of three experiments, the 1st experiment is to test four retrieval 

systems constructed with different renowned pretrained CNN models (ResNet50, 

RestNet101, ResNet152, and VGG16) which then fine-tuning and unsupervised 

learning are adopted on four hostel datasets with different dataset sizes, the 2nd 

experiment is to further test the robustness of the four pretrained CNN-based retrieval 

systems on the same four datasets when using the default value (32 bit-float 

coefficients) and the binary value (1 bit-binary coefficients) of feature vectors, and the 

3rd experiment is to test the best-performing system by retrieving the most dissimilar 

images instead, as well as identifying the query images which give the worst and the 

2nd worst results when using default value and the binary value feature vectors. The 

results show the ResNet152-based retrieval system impressively outperforms the 

other three networks on all four hostel datasets, Hostels-900, Hostels-900 + 100K, 

Hostels-2K, and Hostels-2K +100K, and achieves 59%-66% accuracy and 90%-100% 

accuracy when measured with mAP and Precision@1-10, respectively. Similar results 

of ResNet 152 emphasize its robustness on the 2nd experiment as an mAP of 57%-

65% accuracy achieved when using binary feature vectors which is a slight 

degradation compared to default feature vectors and a Precision@1 of 100% accuracy 

still achieved. Furthermore, when retrieving the most dissimilar images, the overall 

accuracy remains the same and the same hostel images are identified as the query 

images which give the worst and the 2nd worst results when using default and binary 

feature vectors. To summarize, the results from these experiments demonstrate the 

robustness and reliability of the ResNet152-based instance-level retrieval system on 

small scale hostel datasets with unsupervised learning and has potential for a mobile 
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application or small-scale search engine which has greater memory, bandwidth, and 

power constraints.  

 

IV. Literature review 

 

On top of the main findings from experiments aforementioned, by conducting the 

literature review of CBIR and classification study in the computer science and 

engineering discipline, it is understandable that as a nature of computer science and 

engineering discipline is to mainly focus on understanding, designing, and developing 

programmes in relation to computer-oriented subjects, the available literature is 

dominantly on advancing the existing feature extraction techniques, proposing novel 

methods for feature extraction, advancing the existing image retrieval techniques, and 

proposing novel methods for image retrieval in order to create more efficient tools 

rather than apply the techniques to particular industries. Additionally, several novel 

CNN architectures are developed for the ImageNet Large Scale Visual Recognition 

Challenge (ILSVRC), and outside the competition, which contribute to the 

development of impressive pretrained CNNs from object detection and image 

classification task using the enormous 14 million ImageNet dataset and many of these 

CNN models still gain popularity to these days. Furthermore, the fact that this project 

is interdisciplinary research. The literature review of CBIR and classification studies in 

the tourism discipline is also included. It can be seen that the trend of the CBIR study 

is to improve existing feature extraction techniques to better represent image 

information and eventually accelerate the image retrieval performance with high 

efficiency and effectiveness. Moreover, some studies attempted to contribute novel 

techniques in the feature extraction process by fine-tuning fusion features and some 

attempted to improve the input of the CBIR system, image query. Nevertheless, the 

applications of these studies are mainly for tourist attractions particularly in art and 

cultural heritage domains such as landmark images, monument images, historical 

building images, and painting/object images in the museum. Furthermore, despite 

there is no evidence of CBIR or classification for the hostel sector, some studies in 

hotel image retrieval and classification are found in order to improve the existing 

classification/retrieval techniques and propose new approaches.  
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8.3 Future Work 

 

Despite the promising results from this research, it is undeniable that there is plenty of 

room to further investigation including overcoming the remaining limitations of this 

study, following up the current findings, and initiating new approaches in the field. The 

future works that could undertake immediately in order to solve this work’s limitations 

are suggested below. 

 

  I. PlacesCNN models comparison 

 

Even though available pretrained CNN models were originally trained on the ImageNet 

dataset, which contains object-centric image data of over 1.4M images with 1k object 

classes, Zhou et al. [238] gathered Places365 dataset, which contains a large-scale 

scene-centric image data of over 1.8 M images with 365 scene categories, and trained 

various CNNs from scratch with this database without changing network architectures. 

Therefore, comparing the results from pretrained Places365-CNNs with the original 

pretrained CNNs could provide further comprehensive findings to this work.  

 

  II. Increasing the size of collected hostel image datasets 
 

Although small-scale image datasets can be used and be able to achieve competitive 

results in the experiments of this research, upscaling the current size of hostel image 

datasets, 13,908 images with 28 categories of hostel image dataset and 2,379 images 

of 20 London hostel building dataset, Hostel-2K, could benefit high accuracy in 

classification and retrieval tasks as the more data fed to deep learning models, the 

higher accuracy could be achieved. 

 

Additionally, the follow-up works of this research are outlined below in order to extend 

the knowledge from the current findings. 
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  III. Simulations on other large-scale datasets from scratch 

 

As mentioned earlier that the CNNs used in this research are previously trained on the 

ImageNet dataset, when the computational capacity is increased, other existing large-

scale image datasets could be considered for the process of model training. For 

example, the Open Images dataset [245] is consisted of over 9 million images with 

600 diverse object classes. The Street View House Numbers dataset [246] is a real-

world image and object detection dataset of over 600k images with 10 classes. COCO 

[247] is large-scale object detection, segmentation, and captioning dataset which has 

330k images with 80 object categories. 

 

  IV. Moving image classification and retrieval 

 

Apart from a vast collection of digital images on online platforms, it is undeniable that 

digital moving images such as videos, films, and commercials are other data types 

that are enormously created in today’s society. Tankovska [248] reports that, as of 

May 2019, more than 500 hours of video were uploaded to YouTube in every minute 

and this number of video content hours grew by around 40% between 2014 and 2019. 

Therefore, moving image classification and retrieval on low-computational devices 

could be further researched to accommodate this demand. 

 

Lastly, new approaches could be considered in order to offer an alternative to this field. 

 

  V. Building small-size CNN models 

 

Since smartphone users have surpassed 3B worldwide and are expected to grow 

hundreds of millions more in the coming years [249], small size CNN models with good 

performance like SqueezeNet (5.2 MB with 1.24M parameters), MobileNet-v2 (13 MB 

with 3.5M parameters), EfficientNet-b0 (20 MB with 5.3M parameters) or GoogLeNet 

model (27 MB with 7M parameters), could be created in order to facilitate mobile 

applications on image classification/retrieval task and other computer vision tasks in 

the future. 
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  VI. Building small-size non-linear CNN models 

 

Most of the available pretrained CNN models consist of a linear sequence of modules 

which can be clearly understood/explained, easier for the model update, and 

regularized to avoid overfitting. Nevertheless, non-linear models could improve 

performance when variables have non-linear relationships and/or there is more than 

one parameter per variable. NASNet-Mobile (Neural Search Architecture Network-

Mobile) (20 MB with 5.3M parameters) and NASNet-Large (332 MB with 88.9 

parameters) are examples of the non-linear models. By building the non-linear 

alternative which is small in size, more CNN options could be explored for tasks on 

low-computational devices. 

 

VII. Compressing and accelerating best-performed CNN models 

 

Even though ResNet152, DenseNet121, and DenseNet201 are not the biggest models 

tested in this study, their model sizes are larger than several pretrained CNNs 

available. Therefore, model compression and acceleration could be considered while 

maintaining the model performance without having a significant decrease. Cheng et 

al. [250] categorize the techniques into four approaches, parameter pruning and 

quantization, low-rank factorization, transferred/compact convolutional filters, and 

knowledge distillation. In particular, the parameter pruning and quantization, and low-

rank factorization approaches support pretrained CNN models. Consequently, these 

two approaches could be applied in further experiments. 
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