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HMANet: Hyperbolic Manifold Aware Network for 

Skeleton-Based Action Recognition 
Jinghong Chen, Chong Zhao, Qicong Wang, Hongying Meng, Senior Member, IEEE 

Abstract-Skeleton-based action recognition has attracted sig
nificant attentions in recent years. To model the skeleton data, 
most popular methods utilize Graph Convolutional Networks to 
fuse nodes located in different parts of the graph to obtain rich 
geometric information. However, these methods cannot be gener
alized to different graph structures due to their dependencies on 
the input of the topological structure. In this paper, we design a 
novel Hyperbolic Manifold Aware Network without introducing 
a dynamic graph. Instead, it leverages Riemannian geometry 
attributes of hyperbolic manifold. Specifically, this method uti
lizes the Poincare model to embed the tree-like structure of 
the skeleton into a hyperbolic space to automatically capture 
hierarchical features, which may explore the underlying manifold 
of the data. To extract spatio-temporal features in the network, 
the features in manifold space are projected to a tangent space, 
and a tangent space features translation method based on the 
Levi-Civita connection was proposed. In addition, we introduce 
the geometric knowledge of Riemannian manifolds to further 
explain how features are transformed in the tangent space. 
Finally, we conduct experiments on several 3D skeleton datasets 
with different structures, successfully verifying the effectiveness 
and advancement of the proposed method. 

Index Terms-Action recognition, hyperbolic manifold, 
Poincare model, Riemannian geometry, spatio-temporal features. 

I. INTRODUCTION

A
CTION recognition is one of the most important fields 

in computer vision research. It utilizes computer vision 

methods to determine the action category of the camera 

recorded data. Generally, two different types of data are used 

in action recognition tasks, RGB video data and skeleton data. 

Most methods based on RGB video data use Convolutional 

Neural Networks (CNN) to extract image information or use 

traditional methods to extract video optical flow trajectory 

information. RGB video data has the advantages of easy 

collection and data regularization, but it is susceptible to inter

ference from the shooting environment. With the development 

of reliable skeleton estimation methods in depth video [1] and 

RGB video [2], the 3D joint positions of human bones in 

action videos can be easily obtained in real time, which greatly 

promotes the research and application of skeleton-based action 

recognition. In recent years, skeleton-based human action 

recognition has received widespread attention. It mainly uses 

the Euclidean coordinates of 3D joint points for modeling. 
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The compact skeleton data makes the model more efficient 

and robust to changes in perspective and environment. These 

methods have achieved desirable results. 

The methods based on manual features [3-6] capture spatio

temporal or geometric features of the skeleton sequence, while 

the methods based on deep learning is directly supervised by 

the action category to learn discriminative spatio-temporal fea

tures. Although action recognition methods based on manual 

features can usually achieve good performance, these methods 

have intrinsic limitations, especially that they can only extract 

shallow features. Deep learning provides a way to obtain high 

semantic representations. For example, taking advantage of 

the characteristics of RNN being suitable for time series data 

processing, methods based on RNN have been proposed to 

improve the ability to learn temporal context. Thus, Long 

Short-Term Memory (LSTM) was introduced to extract time 

series features. Zhang et al. [7] applied geometric joint features 

to multi-layer LSTM networks instead of joint positions. Ma et 

al. [8] utilized dynamic evolution of time series by introducing 

differences of time series as inputs to the LSTM. The main 

drawback of these methods is that they lack spatial modeling 

capabilities, resulting in poor results. CNN has an excel

lent ability to extract high-level semantic information. Many 

approaches [9-11] have utilized the CNN model for action 

recognition by encoding skeletal joints as pseudo images, and 

then input it into the network. Zhang et al. [11] mapped a 

skeleton sequence to an image to facilitate spatio-temporal 

modeling by CNN. Banerjee et al. [12] proposed four feature 

representations of the sequence of key joints, and utilized 

CNNs to encode these features for classificationare. Compared 

to RNN, an significant challenge of using CNN is how to 

organize sequential data for natural input of the model. Most 

methods directly convert the skeleton data into images, which 

may lead to the loss of spatial information and usually complex 

calculations, limiting their practical applications. Therefore, 

the application of CNN for skeleton-based action recognition 

is still an unsolved research problem. In recent years, graph

based skeleton action recognition has become a research 

hotspot in the field of computer vision due to its excellent 

performance. The ST-GCN proposed in [13] applied Graph 

Convolutional Networks (GCN) to action recognition for the 

first time which achieved a great improvement in accuracy. 

In recent researches [14], the authors modeled the skeleton 

sequence as a graph, and applied GCN to capture spatial and 

temporal dynamics to provide high performance. Although 

GCN-based methods have achieved excellent accuracy, they 

have limited applications and are costly in terms of memory 

when there are larger numbers of nodes. In addition, they 
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