
1

Attentive Feature Augmentation for Long-Tailed
Visual Recognition

Weiqiu Wang, Pingyu Wang, Zhicheng Zhao, Fei Su, Hongying Meng

Abstract—Deep neural networks have achieved a great success
on many visual recognition tasks. However, training data with
a long-tailed distribution dramatically degenerates the perfor-
mance of recognition models. In order to relieve this imbalance
problem, an effective Long-Tailed Visual Recognition (LTVR)
framework is proposed based on learned balance and robust
features under long-tailed distribution circumstance. In this
framework, a plug-and-play Attentive Feature Augmentation
(AFA) module is designed to mine class-related and variation-
related features of original samples via attention mechanism.
Then, those features are aggregated to synthesize fake features to
cope with the imbalance of the original dataset. Moreover, a Lay-
Back Learning Schedule (LBLS) is developed to ensure a good
initialization of feature embedding. Extensive experiments are
conducted with a two-stage training method to verify the effec-
tiveness of the proposed framework on both feature learning and
classifier rebalancing in the long-tailed image recognition task.
Experimental results show that, when trained with imbalanced
datasets, the proposed framework achieves superior performance
over the state-of-the-art methods.

Index Terms—Image Classification, Long-tailed Distribution,
Data Augmentation, Data Synthesizing

I. INTRODUCTION

Long Tailed Visual Recogniton refers to visual recognition
with long-tailed label distribution dataset, where head classes
(i.e., the minority of classes) occupy the majority of sam-
ples, while tail classes (i.e., the majority of classes) have
the minority of samples. The conventional Deep Convolu-
tional Neural Network (DCNN) models for visual recogni-
tion are developed on distribution-balanced datasets such as
CIFAR10 [1], CIFAR100 [1], ImageNet-2012 [2] and MS
COCO [3]. Even though these models have achieved a great
success in many visual recognition tasks, they always suffer
performance collapse on long-tailed data. Due to the extreme
imbalance of long-tailed dataset and the lack of samples for
most classes, most methods may learn biased and monotonous
feature representations. Therefore, it is in urgent need of
feature balancing, enhancing and enriching for Long Tailed
Visual Recogniton.

The challenges caused by the long-tailed distribution have
evoked a series of works on the visual recognition based
on imbalanced datasets. As one of the most fundamental
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visual recognition task, image classification with long-tailed
distribution has attracted an increasing research attention. The
existing works for long-tailed image classification can be
mainly divided into three categories: re-balancing methods [4],
[5], [6], [7], [8], [9], [10], transfer learning methods [11],
[12], [13] and ensemble methods [14], [15], [16]. For re-
balancing methods, re-sampling and re-weighting are effective
to relieve the imbalance problem of datasets. However, by
under-sampling head classes or over-sampling tail classes, re-
sampling methods may cause underfitting for head classes
or overfitting for tail classes. Besides, re-weighting methods
often require the sample distribution, which is nearly impos-
sible for online and streaming data. Even worse, extensive
experimental results have demonstrated that re-sampling and
re-weighting methods are likely to learn suboptimal image
representations [14], [15]. For transfer learning methods, they
carefully design complicated modules to transfer knowledges,
but might not be able to combine with other methods. For
ensemble methods, multi-branch models contribute to mining
the complementation among different branch models, but may
not specifically improve the recognition performance of single
branch model. Considering the drawbacks of these previous
works, it is non-trivial to explore method for long-tailed
feature learning of single-branch, which can not only relive
the extreme imbalance without damaging feature embeddings,
but also be convenient to combine with other methods.

In this paper, an effective Long-Tailed Visual Recognition
(LTVR) framework is proposed to boost image classification
and feature learning by generating new features with rich
diversities. Specifically, a novel Attentive Feature Augmen-
tation (AFA) module is designed in order to denoise, en-
hance and enrich feature embeddings, which consists of three
main components: feature decomposition, attention addition
and self-adapted feature generation. Firstly, original features
extracted by the feature extractor are decoupled into class-
related features and variation-related features via an attention
mechanism. Secondly, the class-related features are added to
original features to enhance the representation capabilities of
original features. Finally, class-related and variation-related
features are used to synthesize new features for each class,
and the number of generated features is determined by the
frequency of each class in a mini-batch. In addition, a straight-
forward Lay-Back Learning Schedule (LBLS) is proposed to
ensure good initial feature embeddings for AFA module, which
is vital for the following feature augmentation.

Extensive experiments are conducted on public bench-
marks such as CIFAR-10-IR100, CIFAR-100-IR100 and Im-
ageNet LT. The elaborate performances on three subsets of
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these datasets are reported as well. The three subsets are
Many-shot(more than 100 training samples for each class),
Medium-shot(20∼100 training samples for each class) and
Few-shot(less than 20 images for each class). In order to
further analyze the effectiveness of our proposed method, the
performances of our framework for two-stage training [15],
containing feature learning and classifier adjusting stages are
given. Experimental results show that when trained with im-
balanced datasets, the proposed framework achieves superior
performance over the state-of-the-art methods.

In summary, our contributions are below:
1) We propose Class-Aware Feature Decomposition

(CAFD) method to decompose features into class-
related and variation-related features through attention
mechanism.

2) We introduce a Self-adapted Feature Generation (SFG)
sub-module and achieve significant performance im-
provements. The sub-module sythesizes diverse fake
features to enrich features for each class and relieve the
class-imbalance between head and tail classes.

3) We design a simple but effective strategy, Lay-Back
Learning Schedule (LBLS), to train the network ensur-
ing the quality of initial feature embeddings.

4) The proposed end-to-end Long-Tailed Visual Recog-
nition (LTVR) framework benefits for both feature
learning and classifier rebalancing in long-tailed image
classification. It achieves superior performance over the
previous state-of-the-art methods.

The remaining sections are organized as follows. We firstly
review previous works related to long-tailed visual recogni-
tion in Section II. Then, our prorosed Long-Tailed Visual
Recognition (LTVR) framework is described in Section III.
In Section IV, experimental results on three benchmarks are
presented. Finally, Secion V shows the results of some ablation
studies to verify the effectiveness of our proposed method
further and Section VI is the conclusion.

II. RELATED WORKS

A. Long-tailed Recognition

Long-tailed distribution is prevailed in many manually-
collected datasets [17], [18]. Therefore, there are many works
focusing on solving the imbalance problem in the image recog-
nition task. The existing long-tailed image recognition meth-
ods can be roughly divided into three categories: rebalancing
methods, augmentation methods and ensemble methods.

Following the data processing pipeline, the rebalancing
methods can be further divided into three types: re-sampling
data [4], [5], [19], [20], [21], [22], re-weighting loss [6], [7],
[8], [9], [10], [17], and re-adjusting classifier [23], [15], [24].

Re-sampling data methods try to rebalance the data distribu-
tion via under-sampling head classes [22], [5] or over-sampling
tail classes [22], [21], [4]. The over-sampling manner samples
tail data repeatedly, which enables the classifier to learn tail
classes better. But duplicated tailed samples might lead to
over-fitting upon tail classes [14]. The under-sampling manner
decreases sampling frequencies for head classes, which may
lose discriminative information on head classes.

In practice, re-weighting loss methods [6], [7], [8], [9], [10]
assign larger weights to tail classes than head classes in loss
terms. However, when the samples of tail classes are far from
sufficient to recover the true distribution, the performance of
these methods deteriorates [6].

Although re-sampling and re-weighting methods contribute
to the classifier learning, they may hamper the feature learn-
ing [15], [14]. In addition, both sampling-based and loss-based
re-balancing methods aim to focus on learning tail classes,
but they may lead to overfitting upon tail classes [25]. Sev-
eral works show that re-sampling only on classifier learning
stage [15] or directly re-adjusting classifier weights are more
effective [15], [24].

Unlike re-balancing methods with many variants, feature
learning of long-tailed data lacks exploration. As the base of
image recognition, feature learning becomes the bottleneck of
the long-tailed visual recognition. When trained with long-
tailed data, image recognition models are unable to learn
balanced and robust features because of the dominance of head
classes and the insufficient diversity of tail classes. In order
to take full advantage of head classes, several works [11],
[12], [26] transfer knowledges from head classes to tail
classes to improve the representation capability of features
from tail classes. For example, the representative approaches
are transferring knowledges with memory module [27], [28],
transferring feature distribution from head to tail [13], [17]
and generating fake data [29], [4]. However, these methods
usually design specific but complicated modules for feature
transfer [15] and do not have an effective guide for the transfer
process [25].

With inadequate data, the predicted distributions of tail
classes are unreliable. One effective solution is to ensemble
multiple models for better classification decisions. Binary
Branches Network (BBN) [14] uses two branches to focus
on head classes and tail classes, respectively. RIDE [15]
dynamicly ensembles multiple branches by routing diverse
distribution-aware experts. In addition, LFME [16] learns
from multiple experts by self-paced knowledge distillation.
In most cases, each single branch of the ensemble models
performs worse than the baseline and the ensemble process is
complicated or hard to optimize. In addition, there are also
many other methods adopting different learning strategies to
cope with the long-tailed visual recognition, e.g., mixup [30],
metric learning [31], meta learning [32]. However, they are
beyond the scope of this article.

B. Data Augmentation

According to the law of large numbers, it requires many
samples to estimate the mean value of real data distribution.
Most deep learning methods are data-hungry. In many visual
recognition tasks, data augmentation methods adopt linear
transformation strategies and nonlinear generation modules to
enhance the diversity of training samples, which contributes to
boosting the generalization capabilities of recognition models.
Specifically, these works can be divided into image-level aug-
mentation and feature-level augmentation. Inspired by Gener-
ative Adversarial Networks (GANs) [33], several image-level
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augmentaion works [34], [35] construct generation models
to synthesize new images to enlarge the amount of training
data. However, these generation models evidently increase the
computation and memory costs, and there is no guarantee of
visual quality of generated images. One more effective way is
to conduct data augmentation in feature level [4], [36]. Our
proposed AFA module adopts this way to balance long-tailed
data.

C. Attention Mechanism

In image recognition tasks, attention mechanism is an effi-
cient and effective way to gain better feature representations,
focusing on the features related to final prediction and filtered
some noise. There are many variants of attention mechanism
in visual recognition and it can be divided into three types:
spatial attention [37], [38], [39], channel attention [40] and the
combination of them [41], [42]. Spatial attention mechanism
aims to focus on the foreground of images, while channel at-
tention explicitly models interdependencies between channels
by adaptively recalibrating channel-wise features. CBAM [42]
and GCNet [41] combine spatial attention and channel atten-
tion to strengthen the representation power of the model. It is
worthy to note that self-attention mechanism is proved to be
very effective in natural language processing (NLP) [43], [44].
For example, BERT [43] mainly adopts self-attention mech-
anism and achieves state-of-the-art performances on eleven
NLP tasks, which gives rise to the surge of self-attention
based networks for natural language processing. Recently,
some works [45], [46] show that self-attention mechanism is
beneficial to visual recognition. However, these works split
images into patches, which is likely to destroy the spatial struc-
ture of visual objects and not convenient for various resolution
images. Therefore, we take the image feature patterns as the
counterpart of tokens in sentences rather than split images into
several patches. Our proposed method constructs hierarchical
channel attention to extract class-related features by fusing
self-attention and global channel attention.

III. PROPOSED METHOD

In this section, we firstly introduce our Long-Tailed Visual
Recognition (LTVR) framework addressing image classifica-
tion with long-tailed distribution. Then, the key components
of LTVR framework are described in detail. Challenges in
long-tailed visual recognition mainly arise from the extreme
imbalance data distribution and the lack of diverse samples
for tail classes. Under these situations, the feature embed-
dings learned in recognition models are dominanted by head
classes and the classifier is biased toward head classes as
well, which make it hard to discriminate tail classes. Our
proposed framework focuses on improving feature embeddings
learning and rebalancing classifier at the same time by re-
lieving the imbalance of data distribution and increasing the
diverse features for tail classes. Specifically, in feature space,
considering that visual features of different kinds of objects
consist of different combinations of various feature patterns,
our method is designed to decompose an image from feature
pattern view instead of physical patch view [45]. We obtain

TABLE I: NOTATIONS AND DEFINITIONS.

Notations Definitions

Xori original features extracted by the feature extractor for
a batch of input images

Xclass class-related features decomposed from original fea-
tures

Xvar variation-related features decomposed from original
features

Xenh enhanced features for input images
Xgen generated features based on class-related features and

variation-related features
Lori the classification loss of enhanced features
Lall the classification loss of the concatenation of enhanced

features and generated features
LLBLS the classification loss computed by LBLS

different patterns of features via different convolution kernels,
which naturally decompose an image into a group of feature
patterns. Furthermore, our Attentive Feature Augmentation
(AFA) module conducts feature denoising, feature enhancing
and feature enriching via Class-Aware Feature Decomposition
(CAFD), attentive feature addition and Self-adapted Feature
Generation (SFG), respectively. Besides, to ensure the quality
of initial feature embeddings for AFA module, the Lay-Back
Learning Schedule (LBLS) is proposed. Table I shows the
main notations used in this paper.

A. Overall Framework

As shown in Fig. 1, the proposed LTVR framework consists
of three main modules: Backbone Network, Attentive Fea-
ture Augmentation (AFA) and Lay-Back Learning Schedule
(LBLS). Backbone Network includes the feature extractor and
classifier head. Specifically, feature extractor is applied to ex-
tract original features Xori (i.e., real features). The subsequent
AFA module decouples original features into class-related
features Xclass and variation-related features Xvar, which
are used to synthesize new features Xgen (i.e., fake features).
Meanwhile, class-related features are added to original features
to form enhanced features Xenh. Finally, the concatenation
of enhanced features Xenh and generated features Xgen are
fed to the classifier head to obtain the final prediction. When
training, the predictions are used to compute loss with Lay-
Back Learning Schedule (LBLS) driving the network to learn.
During inferencing, we drop the feature generation sub-module
and LBLS module, just using the backbone network (e.g.,
Resnet [47], ResNext [48]) and feature decomposition sub-
module to output the predictions.

B. Backbone Network

Backbone network refers to the feature extractor and clas-
sifier head in Fig. 1. It is canonical residual network (e.g.,
Resnet [47], ResNext [48]). Taking ResNext-50 as an example,
we use the first three residual blocks as feature extractor to
extract original features from input images. The last residual
block and the last fully connected layer of ResNext-50 con-
stitute a classifier head to make the final predictions. In other
words, we insert AFA module between the third and the fourth
residual block of backbone network to do feature denoising,
enhancing and enriching.
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Fig. 1: Long-Tailed Visual Recognition (LTVR) framework. The Feature Decomposition, the Self-adapted Feature Generation
sub-modules and the Lay-Back Learning Schedule (LBLS) are detailed in Section III-C1, Section III-C2 and Section III-D,
respectively.

C. Attentive Feature Augmentation

1) Feature Decomposition: In long-tailed image classifica-
tion, the first important issue is the lack of samples for tail
classes. Therefore, it is necessary to transfer knowledge from
head classes with sufficient samples to enhance the diversity
of features for tail classes. However, knowledge extraction is
intractable [29], [13]. As for the image classification, class-
related features should not be transferred to other classes,
while variation-related features can be viewed as common
attributes shared between different classes. Motivated by the
self-attention [44], we propose an Attentive Feature Aug-
mentation (AFA) module to decouple image features into
class-related features and variation-related features via an
attention mechanism. From feature patterns decomposition
aspect, each channel of the feature maps of an image is
viewed as the counterpart to the words in a sentence. In
practice, we firstly attend on original features by computing
self-related coefficients of themselves. Specifically, for each
batch, different linear transforms (e.g. fully connected layers
or convolution layers with 1 × 1 convolution kernel) are
conducted on flattened original features to get query features
Q ∈ RB×D×(H×W ), key features K ∈ RB×D×(H×W )

and value features V ∈ RB×D×(H×W ). Here, (H,W ) is
the resolution of Xori ∈ RB×D×H×W , D is the number
of channels of original features and B is the batch size.
In Equation 1, softmax(·) represents a softmax function.
dk denotes the embedding dimension of key features, which
equals (H ×W ) in our method.

Xatt = softmax

(
QK>√
dk

)
V (1)

Through Equation 1, features with different feature pat-
tern as the center are obtained and denoted as Xatt ∈
RB×D×(H×W ), which combines features from different chan-
nels. For example, feature of the first channel in Xatt is the
weighted combination of features of all channels of value

features V , and the weighted factors are correlation coeffi-
cients between the first channel of Q and all channels of K,
respectively.

Since key features usually consist of different visual pat-
terns, we adopt SE-Block [40] to assign different weights
to channels of Xatt, which decide their contributions to
the model prediction. Besides, due to the instinct of the
convolution operating within a local receptive field, we can
capture the global information of Xatt as well with the help
of SE-Block as compensation. Therefore, re-weighted Xatt is
formulated as:

X̃att = F se (Xatt) , (2)

where Fse(·) denotes the mapping function of the SE-Block.
After obtaining X̃att and Xatt, we aggregate these two

features to predict the decomposition mask M :

M = softmax(X̃att +Xatt). (3)

As the mask M mainly captures the specific combination of
feature patterns for each sample, this mask is adopted to extract
class-related features via an attention mechanism:

Xclass = M � V . (4)

Suppose class-related and variation-related features are lin-
early mixed together, we acquire variation-related features
by subtracting class-related features from original features as
follows:

Xvar = V −Xclass. (5)

In order to take full advantage of class-related information,
we fuse class-related features and original features Xori to
reduce the noise of original features. The enhanced features
Xenh can be formulated as:

Xenh = Xori +Xclass. (6)

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may 
change prior to final publication. Citation information: DOI10.1109/tcsvt.2022.3161427, IEEE Transactions on Circuits and 
Systems for Video Technology



5

2) Self-adapted Feature Generation: Another important
issue in long-tailed visual recognition is the extreme imbalance
of data distribution. With the extreme imbalance, the final
feature representations of tail classes are biased to head
classes [24], which reduces the discrimination of tail classes.
Therefore, we intend to synthesize samples with smaller
imbalance ratio to relieve the imbalance of original dataset,
so that weaken the dominance of head classes. Moreover,
these synthetic samples enrich the diversity of features for tail
classes. In practice, we simply sample training images with
instance-balanced sampling strategy [15], where every training
sample has the same selection probability as follows:

p =
1

N
=

1∑C
i=1 ni

(7)

where N is the total number of samples in the training set,
ni denotes the number of training samples belonging to the
i-th class and C is the number of classes. Consequently, the
probability of sampling an image from class i is given by:

pi =
ni∑C
j=1 nj

(8)

It is easy to find that in the long-tailed recognition, the sam-
ples of head classes with more samples have larger probability
to appear in a batch. Therefore, the frequency of each class in a
batch can be used to control the synthesizing strategy, making
the synthesize frequency biased towards to the classes with
fewer samples in each batch. To be specific, the synthesizing
control factor Rc is obtained by:

Rc =

(
1
fc

)α
∑
c∈C

(
1
fc

)α , (9)

where fc is the frequency of the c-th class in a mini-batch, α is
the factor controlling the probability distribution of generated
features, and C is the set of class indexes in a mini-batch. The
number of the generated features for the c-th class is:

Gc = dγRcBe ∀c ∈ C, (10)

where γ is the ratio of generated features to original features
and d·e is a ceiling operator.

According to the number of generated features in each class,
we randomly select the i-th sample from the class-related
features of one certain class c, and the selected features are
denoted as X

(i,c)
class. Correspondingly, we also randomly pick

the j-th sample from variation-related features, denoted as
X(j)
var. Then, these two features are aggregated to generate

new features:

X
(g,c)
G = X

(i,c)
class +X(j)

var, (11)

where g ∈ [1, Gc], 0 ≤ i, j ≤ B and i 6= j. Xc
G is the

generated features for class c appeared in the batch, Xc
G =

[X
(1,c)
G ,X

(2,c)
G , . . . ,X

(Gc,c)
G ]. To sum up, the pseudo code of

AFA module is presented in Algorithm1.

Algorithm 1: Attentive Feature Augmentation (AFA)
Input : A batch of input features extracted by feature

extractor: Xori ∈ RB×D×H×W ;
Generated ratio: γ;
Imbalance control factor: α;
Labels for input features: Y ∈ RB

Output: Class-realated features:
Xclass ∈ RB×D×H×W ;
Generated features:
Xgen ∈ R(

∑
c∈C(dγRcBe))×D×H×W ;

Labels for generated features:
Y gen ∈ R

∑
c∈C(dγRcBe)

1 X̂ori ∈ RB×D×(H×W ) ← Reshape (Xori);
2 Q = X̂oriWQ; WQ ∈ RB×(H×W )×(H×W );
3 K = X̂oriWK; WK ∈ RB×(H×W )×(H×W );
4 V = X̂oriW V ; W V ∈ RB×(H×W )×(H×W );
5 // Q, K and V have the same

dimensions with X̂ori

6 Xatt = softmax
(

QK>
√
dk

)
V ;

Xatt ∈ RB×D×(H×W );
7 Ẍatt ∈ RB×D×H×W ← Reshape (Xatt);

8 X̃att = F se

(
Ẍatt

)
; X̃att ∈ RB×D×H×W ;

9 M = softmax
(
X̃att + Ẍatt

)
;

10 Xclass = M � V ;
11 Xvar = V −Xclass;
12 // To generate features for a batch
13 for c in C do
14 fc ← the frequency of class c in labels Y ;

15 Rc =
( 1
fc
)
α∑

c∈C( 1
fc
)
α ;

16 Gc = dγRcBe;
17 for g ← 1 to Gc do

// 0 ≤ i, j ≤ B and i 6= j

18 X
(g,c)
G = X

(i,c)
class +X(j)

var;
19 end
20 for g ← 1 to Gc do
21 Xc

G ∈ RGc×D×H×W ← Stack
(
X

(g,c)
G

)
;

22 end
23 Y c

G ∈ RGc ← c
24 end
25 Xgen ← Stack (Xc

G) ∀c ∈ C;
26 Y gen ← Stack (Y c

G) ∀c ∈ C;
27 Return Xclass, Xgen and Y gen

D. Lay-Back Learning Schedule

The previous study of long-tailed visual recognition has
found that re-weighting and re-sampling methods surprisedly
damage feature learning [15], [14], [7]. Accordingly, it is
necessary for image recognition models based on re-weighting
and re-sampling methods to learn a good initial representa-
tion [7]. Similarly, the proposed AFA module also requires
a good initialization to precisely decouple image features. In
this work, we propose a new Lay-Back Learning Schedule
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(LBLS) in order to ensure the quality of generated features.
At the beginning of the training stage, recognition models with
LBLS can be trained with original samples for some epochs to
guarantee the quality of feature decomposition. Formally, the
proposed LBLS can be easily implemented with loss LLBLS :

LLBLS =

Lori, if 0<e<t

Lori + λLall, if t ≤ e ≤ T
, (12)

where e means the current training epoch, t is the threshold
epoch of using the loss of merged features with weight
λ, T is the total number of training epochs, Lori is the
classification loss of the original samples, and the Lall is the
classification loss of the concatenation of synthetic features
and enhanced features. In the following experiments, we adopt
Cross-Entropy [48] as our loss function for image classifica-
tion.

IV. EXPERIMENTS

To verify the effectiveness of the proposed method, exten-
sive experiments are conducted on three datasets including
Long-tailed CIFAR-10 and CIFAR-100 [1], [7] and ImageNet-
LT [27]. Moreover, we report the results of two stage (the
feature learning stage and the classifier adjusting stage) on
the whole dataset and three subsets (many-shot, medium-shot,
few-shot).

A. Dataset

Long-Tailed CIFAR-10 and CIFAR-100 [1], [7]: The
canonical balanced CIFAR-10 and CIFAR-100 datasets con-
tain the same 50,000 training images and 10,000 validation im-
ages with a resolution of 32×32. With further fine annotation
on these images, CIFAR-100 has 100 classes while CIFAR-10
has 10 classes. We adopt the method in [7] to exert long-
tailed distribution on the original balanced dataset with the
controllable imbalance ratio β, which is the ratio of the most
frequent class to the least frequent class, e.g., β = Nmax

Nmin
. The

larger the imbalance ratio β is, the more difficult for feature
learning is. In our experiments, we explore on the relative
severe imbalanced CIFAR-10 and CIFAR-100 with imbalance
ratio 100, which denote as CIFAR-10-IR100 and CIFAR-100-
IR100, respectively.

ImageNet-LT [27]: ImageNet-LT is the subset of ImageNet-
2012 [2], which is sampled by the Pareto distribution with
the power value α = 6 to satisfy the long-tailed requirement.
ImageNet-LT totally has 115.8K images for 1000 categories
and the number of samples per class ranges from 5 to 1280.
The test set is balanced.

B. Implementation Details

Network Architecture: For all experiments, our backbone
network ResNext-50 [48] is trained from scratch by default.
Without specific description, we apply our AFA module be-
tween the third block and the fourth block of ResNext-50. In
our experiments, the ratio of batch size and learning rate are
consistent with the strong baseline [15].

Hyper-parameters Setting: Without any careful adjustment
of hyper-parameters for different datasets, we adopt the same
setting of hyperparameters for different datasets. In our exper-
iments, the ratio of generated samples to original samples is
set as 1.0, and the factor α is set as 4.

Classifier Adjustment: The previous works [15], [14] have
found that in the long-tailed image classification, the L2 norms
of the classifier of neural network is consistent with the
long-tailed distribution of the dataset, which means the more
samples of a class, the larger magnitude of the class weight
is, and vice versa. Therefore, classifier weight adjusting is
important. The simplest way is to retrain the classifier with
class-balanced sampling [15]. With adjusting classifier, we
can explore the improvements of the feature learning brought
by our proposed method excluding the effect of re-balancing
classifier, which is necessary but not reported in most of the
previous work in long-tailed image classification.

Training/Testing Configurations: We apply the effective
two-stage training on all experiments. Without specific dec-
laration, for the first training stage, the instance-balanced
sampling is adopted as default, which means random sampling
from datasets without any specific design. In the second stage,
we sample the dataset by a class-balanced sampling strategy
to retrain the classifier only, aiming to get a relative balanced
classifier. We set the epoch t = 30 to add the loss of the
concatenate features with weight factor λ = 2 in the first
stage and the total number of training epochs of the first
stage is 90. We retrain the classifier for 10 epochs. We use
SGD optimizer with weight decay 0.0005, momentum 0.9 and
cosine learning rate scheduler [49] gradually decaying from
initial learning rate to 0. To make fair comparison, the training
hyperparameters are the same with the strong baseline [15],
which is also the state-of-the-art result of the single-branch
model in long-tailed image classification.

C. Comparison with State-of-the-Art Methods

We evaluate our proposed LTVR framework on three long-
tailed benchmarks including CIFAR-10-IR100, CIFAR-100-
IR100 and ImageNet LT for image classification. In long-
tailed visual recognition, the common setting is training on
long-tailed datasets and testing on the corresponding balanced
test datasets. We report top-1 accuracy on all benchmarks,
denoted as ALL. To explore the elaborate performance of the
model on these benchmarks, we split the test dataset into three
subsets according to the number of training samples for each
class: Many-shot(more than 100 training samples), Medium-
shot(20∼100 training samples) and Few-shot(less than 20
images) [27]. Top-1 accuracy on the three subsets are denoted
as Many, Medium and Few, respectively.

In Table II, we compare our proposed framework with
current state-of-the-art methods on the long-tailed CIFAR10
with imbalance ratio 100. Following the work [7], we get
the distribution of the number of training samples of CI-
FAR10 LT as shown in Fig. 2a. Specifically, the numbers of
training samples of all classes are larger than 20, therefore,
top-1 accuracy on Few-shot subset is zero. The first two
rows are the first stage results of baseline and our proposed
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TABLE II: Results on CIFAR-10 with imbalance ratio=100. “Baseline” represents the canonical backbone Resnext-50 in
end-to-end training style. “LTVR” denotes that our proposed framework. “Crt” means retraining the classifier only with class-
balanced sampling for the dataset. Therefore, we denote the two-stage training results of the baseline and our framework as
“Baseline + Crt” and “LTVR + Crt”, respectively.

Method All Many Mediumt Few

Baseline 68.3 75.7 38.6 0
LTVR 69.2 77.1 37.4 0

Baseline(PB re-sampling [15]) 71.8 76.7 52.3 0
Baseline(CB re-sampling [15]) 66.0 70.4 48.4 0
Baseline(SR re-sampling [15]) 72.3 78.0 49.5 0

Baseline(PB re-sampling [15])+Crt 73.1 77.1 56.8 0
Baseline(CB re-sampling [15])+Crt 66.4 73.3 39.0 0
Baseline(SR re-sampling [15])+Crt 75.2 79.6 57.9 0

Baseline + Crt 75.8 77.0 71.2 0
LTVR + Crt 78.2 77.3 81.8 0

(a) CIFAR-10-IR100 (b) CIFAR-100-IR100 (c) ImageNet LT

Fig. 2: The number of training samples for each class in CIFAR-10-IR100, CIFAR-100-IR100 and ImageNet LT. Followed
the previous work [7], the imbalance ratio of dataset is obtained by Nmax

Nmin
, where Nmax and Nmin are the frequencies of the

most and the least frequent class, respectively.

TABLE III: Results on CIFAR-100 with imbalance ratio=100. The set of notations is same with the ones in table II.

Method All Many Medium Few

Baseline 37.9 66.5 37.5 5.0
LTVR 42.0 69.7 41.6 10.1

Baseline(PB re-sampling [15]) 41.1 64.3 42.6 12.5
Baseline(CB re-sampling [15]) 36.8 60.9 36.9 8.6
Baseline(SR re-sampling [15]) 39.2 65.3 38.3 9.8

Baseline(PB re-sampling [15])+Crt 41.3 63.9 43.1 13.0
Baseline(CB re-sampling [15])+Crt 36.8 60.7 36.3 9.6
Baseline(SR re-sampling [15])+Crt 41.9 63.8 43.2 14.7

Baseline + Crt 44.7 60.6 45.8 24.9
LTVR + Crt 46.8 63.5 47.4 26.5

LTVR framework. In order to explore the improvements of
feature learning, we adopt two-stage training schedule in our
experiments. With re-training the classifier with class-balanced
sampling, namely, Crt [15], we can get a relative balanced
classifier. Under the circumstance, the previous re-sampling
and re-weighting methods cease to be effective, even perform
worse than the basic instance-sampling method, which is
shown in Table II. We denote the baseline with re-sampling
methods [15] (progressive-balanced sampling, class-balanced
sampling, square-root sampling) as Baseline(PB re-sampling),
Baseline(CB re-sampling), Baseline(SR re-sampling), respec-
tively. For the first training stage, the performances of the PB
re-sampling and SR re-sampling are better than our default
baseline with instance-sampling, but the performance of CB
re-sampling is worse than our default baseline. It shows
that it is possible to improve the performance on long-tailed

visual recognition with appropriate design of re-sampling. But
when stepping further with Crt, the performance gains of re-
sampling methods disappear. However, our proposed LTVR
framework performs better continuously, even combined with
Crt. Compared to state-of-the-art method Crt, our module still
can improve the performance of model by a large margin
2.4%. By analyzing the results of the experiments, we can
conclude two key points: (1) Our proposed method can balance
the classifier to some extent. (2) With our proposed module,
the feature learning is improved as well based on the simple
instance-sampling.

The results of experiments on CIFAR-100-IR100 are given
in Table III. The number of training samples for each class is
illustrated in Fig. 2b. The first two rows of Table III are the
results of baseline and our LTVR framework in the first feature
learning stage. And the last rows of Table III are the results of
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TABLE IV: Results on ImageNet LT with imbalance ratio=100. To make fair comparison, all models were using the ResNeXt-
50 as backbone. Results marked with ♠ are copied from Decouple [15]. Results marked with ♣ are copied from Decouple [24].

Method All Many Medium Few
♠Cross Entropy(CE) [48] 44.4 65.9 37.5 7.7

♣Focal Loss [50] 43.7 64.3 37.1 8.2
♣Cosine [51], [52] 47.6 67.3 41.3 14.0
♣Capsule [27], [53] 46.5 67.1 40.0 11.2
♣De-confound [24] 48.6 67.9 42.7 14.7
♣Consine-TDE [24] 50.5 61.8 47.1 30.4
♣Capsule-TDE [24] 50.6 62.3 46.9 30.6

♣De-confound-TDE [24] 51.8 62.7 48.8 31.6
♣OLTR [27] 41.9 51.0 40.8 20.8

♠Cross Entropy(CE) + NCM [15] 47.3 56.6 45.3 28.1
♠Cross Entropy(CE) + Crt [15] 49.6 61.8 46.2 27.4

♠Cross Entropy(CE) + T-norm [15] 49.4 59.1 46.9 30.7
♠Cross Entropy(CE) + LWS[15] 49.9 60.2 47.2 30.3

LTVR 48.9 68.2 42.9 15.3
LTVR + Crt 52.6 64.8 49.6 28.5

the state-of-the-art method and our framework combined with
the state-of-the-art method in the second classifier adjusting
stage. We also report the results of baseline with re-sampling
methods for the first and second training stage, which can get
the same conclusion stated above. Both for the first feature
learning stage and the second classifier adjusting stage, our
proposed method gains large margins by 4.1% and 2.7% on
the whole dataset, respectively. Besides, with our proposed
method, the performance is improved on Many-shot, Medium-
shot and Few-shot simultaneously compared with the state-of-
the-art method for both the first feature learning stage and the
second classifier adjusting stage. As for the ImageNet LT
dataset, the results are shown in Table IV. The number of
training samples for each class is shown in Fig. 2c, from
which we can see that the imbalance of ImgeNet LT is
severer than the CIFAR-10-IR100 and CIFAR-100-IR100. The
results of different state-of-the-art methods in Table IV are
separated into four parts. All methods take Resnext-50 [48]
as the backbone. The first part of Table IV, denoted as
Cross Entropy(CE), is the baseline trained with Cross-Entropy
loss for the first feature learning stage. The results in the
second part of the table are the methods trained only for
single stage. Focal loss [50], the effective method to mine
the hard samples, is useless under the long-tailed distribution.
The effects of normalized classifiers(the cosine classifier [51],
[52] and the capsule classifier [27], [53]) are similar to the
second classifier adjusting stage to rebalance the classifier
weights [24]. The De-confound and the *-TDE series methods
in Table IV introduce the causal effect into the long-tailed
visual recognition, which need to put restrictions on both the
classifier weights and the features. Even more, these methods
need extra memory to save the head direction of learned
features and extra computing cost to calculate the projection on
the head direction for features of each sample [24]. OLTR [27]
method is carefully designed with memory module, which
sacrifices too much head performance loss as the expense to
obtain the tail performance gain. The results of the effective
two-stage methods for long-tailed classification are shown in

TABLE V: Results of ablation study of attention mechanism
in Feature Decomposition sub-module on CIFAR-100 with
imbalance ratio=100. The set of notations is same with the
ones in table II. “LTVR(CBAM)” represents replacing Feature
Decomposition sub-module in LTVR framework with CBAM.
Similarly, “LTVR(GC Blocks)” means replacing Feature De-
composition sub-module in LTVR framework with GC Blocks.

Method All Many Medium Few

Baseline 37.9 66.5 37.5 5.0

LTVR(CBAM) 34.0 61.7 31.5 4.5

LTVR(GC Blocks) 34.0 61.9 30.7 5.2

LTVR 42.0 69.7 41.6 10.1

Baseline + Crt 44.7 60.6 45.8 24.9

LTVR(CBAM) + Crt 38.9 51.5 39.8 23.2

LTVR(GC Blocks) + Crt 39.0 52.8 38.8 23.1

LTVR + Crt 46.8 63.5 47.4 26.5

the third part of Table IV. We take Crt [15] method for our
second classifier adjusting stage. Compared to these state-of-
the-art methods, it is obvious that our method can rebalance
the classifier to some extent, which brings the gain for the first
feature learning stage. And the learned feature representations
of our framework are better as well, which can be concluded
from the gain of LTVR + Crt compared to Cross Entropy(CE)
+ Crt.

D. Ablation Study

Feature Decomposition: To explore the effectiveness of
our proposed attentive feature decomposition mechanism, we
take CBAM [42] and GC blocks [41] to decompose original
features, respectively. CBAM [42] and GC blocks [41] are
both effective attention mechanism in visual recognition by
combining spatial attention and channel attention. The results
are reported in Table V. Our proposed attention mechanism
performs better than CBAM and GC blocks in feature de-
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(a) Initial Epoch t (b) Weight λ

Fig. 3: Analyzing the sensitivity of hyper-parameters t and λ on CIFAR-100-IR100. “All” and “All(wCrt)” denote top1-accuracy
(%) on the whole test set in the first feature learning stage and the second classifier adjusting stage, respectively.

TABLE VI: Results of ablation study of Self-adapted Feature
Generation Module on CIFAR-100 with imbalance ratio=100.
The set of notations is same with the ones in table II.
“LTVR(w/o Gen)” represents our proposed framework without
the Self-adapted Feature Generation Module.

Method All Many Medium Few

Baseline 37.9 66.5 37.5 5.0

LTVR(w/o Gen) 38.0 67.4 36.7 5.1

LTVR 42.0 69.7 41.6 10.1

Baseline + Crt 44.7 60.6 45.8 24.9

LTVR(w/o Gen) + Crt 44.8 60.4 45.5 25.7

LTVR + Crt 46.8 63.5 47.4 26.5

TABLE VII: Ablation study of attention addition on CIFAR-
100 with imbalance ratio=100. The set of notations is same
with the ones in table II.

Method All Many Medium Few

Baseline 37.9 66.5 37.5 5.0

LTVR(w/o AttAdd) 41.2 68.9 40.1 10.2

LTVR 42.0 69.7 41.6 10.1

Baseline + Crt 44.7 60.6 45.8 24.9

LTVR(w/o AttAdd) + Crt 45.8 62.6 46.1 25.9

LTVR + Crt 46.8 63.5 47.4 26.5

composition. It shows that decomposing features form feature
pattern view is effective.

Self-adapted Feature Generation Module: We compare
the performances of our proposed method with and without the
Feature Generation Module in the first feature learning stage
and the second classifier adjusting stage on CIFAR-100-IR100.
As shown in Table VI, the Self-adapted Feature Generation
Module plays an important role in our proposed AFA module,
which can relieve the imbalance of the dataset and rebalance
the classifier to some extent. In addition, with the supervision
of the synthetic samples, Feature Decomposition sub-module

can learn better as well.
Attention Addition: As the product of Feature Decompo-

sition sub-module in our AFA module, class-related features
Xclass are not only the key components of generated feature
but also beneficial to original feature. To make full use of
it, we add class-related features Xclass to original features as
augmentation. The results in Table VII verify the effectiveness
of the augmentation with the addition of class-related features.
Adding class-related features to original features can augment
the key features related to the final prediction and weaken
the noises in samples to gain better feature representations.
Besides, in the gradient backward process of the neural net-
work, the addition of class-related features is also a pathway
for gradients to backpropagate to Feature Decomposition sub-
module for optimization. We denotes our proposed LTVR
framework without the addition of class-related features as
“LTVR(w/o AttAdd)”. Without the addition of class-related
features, the performance of our LTVR framework drops in
both the first learning stage and the second classifier adjusting
stage.

Effectiveness for Lay-Back Learning Schedule: We study
the importance of Lay-Back Learning Schedule (LBLS) by
adding the loss of synthetic samples at the beginning of the
training process. The results of the experiments are shown in
Table VIII, denoted as LTVR(w/o layback) and LTVR(w/o
layback) + Crt for the first feature learning stage and the
second classifier adjusting stage, respectively. It is obvious that
the performance of the recognition model drops dramatically
without Lay-Back Learning Schedule. It shows that good ini-
tial feature representations are crucial for the long-tailed image
classification, which is also consistent with the observation of
LDAM [7].

Sensitivity of Hyper-parameters: We also explore the
sensitivity of the hyper-parameters t and λ for LBLS, which
is illustrated in Fig. 3a and Fig. 3b, respectively. In the first t
epochs of the first training stage, the model only learns from
original samples, which is associated with the quality of initial
feature representations for AFA module. It can be seen that
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(a) Baseline: features of the test set of CIFAR-10-IR100 (b) Ours: features of the test set of CIFAR-10-IR100

Fig. 4: Feature embedding. Feature embedding visualizations of Baseline (denoted as “Baseline” in Table III) and our method
(denoted as “LTVR” in Table III). Features embeddings gained by our method are semantically separable compared to Baseline
suggesting that feature learning is improved by our proposed method.

(a) CIFAR-10-IR100 (b) CIFAR-100-IR100 (c) ImageNet LT

Fig. 5: The number of synthetic training samples for each class in CIFAR-10-IR100, CIFAR-100-IR100 and ImageNet LT.

TABLE VIII: Results of ablation study of the effectiveness of
Lay-Back Learning Schedule (LBLS) on CIFAR-100 with im-
balance ratio=100. The set of notations is same with the ones
in table II. “LTVR(w/o LBLS)” means the LTVR framework
without using Lay-Back Learning Schedule.

Method All Many Medium Few

Baseline 37.9 66.5 37.5 5.0

LTVR(w/o LBLS) 29.9 59.7 24.7 1.3

LTVR 42.0 69.7 41.6 10.1

Baseline + Crt 44.7 60.6 45.8 24.9

LTVR(w/o LBLS) + Crt 36.9 50.5 36.7 21.2

LTVR + Crt 46.8 63.5 47.4 26.5

with the initial epoch t increasing, the performance of model is
improved. However, feature decomposition sub-module needs
to be trained with synthetic samples for sufficient iterations as
well. So when the initial epoch t occupies a large part of total
epochs of the first feature leaning stage, the performance of
the recognition model decreases. As for the weight factor λ,
Fig. 3b shows the necessity of the loss of the concatenation
of synthetic features and enhanced features. It is a trade-off
between original samples and synthetic samples.

V. DISCUSSION

A. Feature Visualization

In this part, we compare the feature embeddings learned by
Baseline and our proposed LTVR framework by “t-SNE” [54].
Specifically, we extract the feature embeddings of the test set

of CIFAR10 LT(refer to CIFAR-10 dataset with imbalance
ratio 100) from the last hidden layer of the model. These
features are then projected to 2-dimensional space using t-
SNE [54]. The feature embeddings of Baseline and our frame-
work are visualized in Fig. 4a and Fig. 4b, respectively. It
shows that the feature embeddings of our method are more
semantically separable, which means the center features of
each class has larger Euclidean distance with each other in the
2D-dimensional visualized space. In addition, the feature em-
beddings of our method has smaller intra-class distances which
is notably illustrated by “deer” class marked by red circle in
Fig. 4a and Fig. 4b. Therefore, the effects of our method for
feature embeddings learning meet our expectations for image
classification, which expects larger inter-class distances and
smaller intra-class distances.

B. The Number of Synthetic Samples

With our self-adapted feature synthesizing strategy, there
is no need to know the original data distribution (refer to
the number of training samples for each class), which is
usually required by the re-sampling and re-weighting methods.
However, it is hard to get the data distribution of online
and streaming data, which limits the applied scenarios of
the re-sampling and re-weighting methods. Using our strategy
to synthesize samples, the data distribution of the synthetic
samples relies on the batch frequency of each class, which
can dynamically adapt to the different dataset under the most
common instance-balanced sampling circumstance.

The data distributions of synthetic samples for the three
experimental datasets, CIFAR-10-IR100, CIFAR-100-IR100
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(a) CIFAR-10-IR100 (b) CIFAR-100-IR100 (c) ImageNet LT

Fig. 6: Comparison of original and mixed number of training samples for each class in CIFAR-10-IR100, CIFAR-100-IR100
and ImageNet LT.

and ImageNet LT, are shown in Fig. 5a, Fig. 5b, and Fig. 5c.
The imbalance ratios of the data distribution of the synthetic
samples for the three datasets are illustrated on the upper
right corner of these figures. Furthermore, we visualize the
data distributions of the original CIFAR-10-IR100, CIFAR-
100-IR100 and ImageNet LT dataset and the three datasets
with synthetic samples, shown in Fig. 6a, Fig. 6b and Fig. 6c.
With this visualization, we can directly see the rebalance effect
of our synthetic strategy from the aspect of the number of
training samples for each class.

We denote the number of original training samples and
synthetic training samples of dataset as “Original Num” and
“Gen Num”, respectively. The sum of the original training
samples and the synthetic training samples as “Mix Num”.
As illustrated in Fig. 5 and Fig. 6, the synthetic samples have
smaller imbalance ratio than the original dataset so that they
can relieve the imbalance of the dataset when combined with
the original dataset. With the synthetic samples, the imbalance
ratio of CIFAR-10-IR100 is reduced from 100.0 to 10.0, the
imbalance ratio of CIFAR-100-IR100 is dropped from 100.0 to
62.0, and the imbalance ratio of ImageNet LT is reduced from
256.0 to 230.0. We also explore to synthesize more data for tail
classes, however, the performance is worse than our strategy.
Tail classes with few samples lack diversities to sythesize too
many diverse fake features. Under this situation, too many
synthetic samples for tail classes may lead to overfitting on
limited effective training samples.

VI. CONCLUSION

To cope with the series of challenges in long-tailed image
classification, we propose the LTVR framework to relieve the
imbalance of the dataset and improve the feature learning
as well. The proposed LTVR framework explores the feature
initialization, feature denoising, feature enhancing and feature
enriching. Extensive experimental results demonstrate that the
proposed framework achieves superior performance over the
state-of-the-art methods. From our experiments, it is also
found that a good initial feature learning is crucial for the
follow-up feature augmentation and feature synthesizing. In
the future work, we will try to apply our proposed method
on more long-tailed visual recognition tasks and dig more
into feature decomposition methods and imbalance relieving
methods to persistently promote the performance of deep
learning in long-tailed visual recognition.
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