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Abstract

This paper is concerned with the target tracking problem for a class of wireless localization systems with unknown but bounded
noises. Since the energy supply of wireless sensor nodes is rather scarce, a component-based event-triggered mechanism is
utilized to reduce the signal transmission frequency by discarding the unnecessary information transmissions. The objective of
the addressed problem is to design an event-triggered set-membership filter for target tracking with guaranteed performance.
An estimate-based linearization approach is employed to reconstruct the innovation and a particle swarm optimization (PSO)
algorithm is adopted to determine the uncertain scaling matrix generated by the linearization. The desired time-varying filter
gain matrix is derived by solving a convex optimization problem. Finally, the personnel safety monitoring problem in a mine
industrial site is considered in the simulation experiment to demonstrate the effectiveness of the proposed filtering algorithm.

Key words: Target tracking, wireless localization system, set-membership filtering, event-triggered mechanism, energy
conservation.

1 Introduction

With the rapid development of the modern industry, the
safety problem has become a primary concern in the in-
dustrial manufacturing process. Since the unpredictable
accidents are likely to cause unexpected losses and ca-
sualties, it is highly urgent to develop effective person-
nel/equipment monitoring systems in industrial sites. In
particular, the wireless localization system plays a key
role in the personnel monitoring to guarantee the safe-
ty of personnel working under hazardous environmen-
tal conditions. The wireless localization systems gen-
erally utilize advanced informative facilities of wireless
transmission networks, where the wireless intelligent n-
odes are capable of sensing data locally and collaborat-
ing with other sensor nodes to exchange relevant infor-
mation about the monitored objects [26]. In practical
engineering, the wireless localization systems have been
widely applied in industrial sites to track the personnel
and mobile equipment [7], which are able to enhance the
perception capability of security information in the in-
dustrial monitoring system.
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It is quite common in industrial sites that the wire-
less communication environment is complex, and vari-
ous kinds of measurement noises and interferences are
inherent to the environment [24]. Furthermore, the dis-
tance between the sensor nodes and the target of in-
terest is often modeled by certain nonlinear functions,
which gives rise to the nonlinear filtering problem. As
such, various nonlinear filters (e.g. extended Kalman fil-
ter (EKF), unscented Kalman filter (UKF) and particle
filter (PF)) have been developed in the past decades.
Specifically, the EKF is based on the first-order lin-
earization of the nonlinear systems at the state esti-
mates, and the UKF is proposed by virtue of the un-
scented transformation which can address the deficiency
of the linearization method [16, 18]. The PF, based on
the sequential importance sampling technique, is partic-
ularly useful in dealing with the nonlinear and/or non-
Gaussian problem. However, the PF might lead to lo-
calization failures due primarily to the sample impover-
ishment phenomenon, which usually occurs in the case
of low process/measurement noises or small number of
particles [30]. Also, the high computational complexity
in PF significantly hinders its utilization in practical s-
cenarios with the real-time requirement.
It is worth noting that the system noises, including the
process noise and measurement noise, are required to be
stochastic in the above-mentioned filters [27,29]. In this
case, the mean and covariance, or the probability densi-
ty of the stochastic noise are utilized to obtain the state
estimate [1,3]. Nevertheless, in the practical application
of the wireless localization system, the probabilistic as-
sumptions on the system noises are not always realis-
tic. A more reasonable assumption is that the process
and measurement noises are unknown but bounded [25],
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which facilitates the development of the so-called set-
membership filtering technique. The set-membership fil-
tering does rely on unknown but bounded uncertainties
and requires no assumption about the probability dis-
tributions of noises [6]. Such a filtering algorithm can
provide a set of state estimates in state space which al-
ways contains the true states of the system [23]. Up to
now, several effective set-membership filtering approach-
es have been reported in the literature to deal with the
target tracking problem, see e.g. [4, 15, 36, 38]. For ex-
ample, in [21], the set-membership state estimation ap-
proach has been successfully applied to estimate the lin-
ear position of an octorotor used for radar application-
s. Ellipsoidal sets that constrain the real system state
were calculated, and their sizes were then minimized. In
addition, the reliable localization problem has been in-
vestigated in [4] for the autonomous mobile robot in an
unstructured environment, and the proposed set-valued
nonlinear filter has removed the need of an accuratemod-
el of the noise statistics and attenuated the influences of
linearization errors.
With the revolution of embedded systems and wireless
communication technologies, wireless sensing strategies
have been widely adopted in various industrial applica-
tions with examples including, but are not limited to,
the information collecting, signal processing and data
transmission. It is often the case in engineering prac-
tice that the wireless sensor nodes are subject to the
limited energy supply. For the energy-saving purposes,
numerous effective energy management methods have
been developed in the wireless communication commu-
nity, and there are two type of representative method-
s reducing the packet size and the communication rate
of sensors [34]. For the latter method, a quite straight-
forward way is to lower the sampling frequency of sen-
sors, which might result in the loss of useful informa-
tion, thereby degrading the estimation accuracy. As an
alternative solution, the so-called event-triggered mech-
anism has been developed to adjust the data transmis-
sion frequency by considering the characteristic of the
measurement change, under which the sensing informa-
tion is transmitted to the controller/filter only when cer-
tain conditions are satisfied [13, 17, 20, 37]. The prima-
ry advantage of the event-triggered transmission scheme
over the traditional time-triggered one is the improved
resource efficiency while guaranteeing the desired con-
trol/filtering performance [12, 35]. As such, the event-
triggered mechanism has recently attracted increasing
research interest in the communication and control com-
munities, see e.g. [14].
It is worth mentioning that the research on event-
triggered wireless transmission is of practical impor-
tance for wireless localization systems. Nevertheless, a
thorough literature search has revealed that the target
tracking problem for wireless localization systems with
event-triggered transmission has not gained adequate
research attention yet, and this motivates us to short-
en such a gap. In response to the above discussions,
in this paper, we aim to design a set-membership fil-
tering algorithm for the wireless localization systems
under the event-triggered transmission scheme, such
that the personnel position can be well estimated to

further enhance the safety management level in the in-
dustrial sites. The main technical contributions of this
paper can be summarized as follows: 1) The system
model under consideration is subject to the unknown
but bounded noises, thereby better reflecting the real-
istic characteristics of system noises and interferences
of the wireless localization system in industrial sites;
2) The component-based event-triggered transmission
mechanism is proposed to achieve a trade-off between
the filtering performance and the network energy con-
sumption; 3) The particle swarm optimization (PSO)
algorithm is adopted to determine the uncertain scaling
matrix generated by linearization of the nonlinear mea-
surement function; 4) The developed filter is applied to
the personnel tracking in the mine industrial site for
improving the safety management capability.
The remainder of this paper is organized as follows. In
Section 2, the network structure and dynamic system
model are briefly introduced, and the component-based
event-triggeredmechanism is presented. In Section 3, the
set-membership filter under the event-triggered trans-
mission mechanism is designed, and the filtering param-
eters are obtained through the optimization algorithm
with the semi-definite programming. Simulation result-
s are presented in Section 4. Finally, we conclude this
paper in Section 5.

2 System Description and Problem Formula-
tion

2.1 Network Structure of Wireless Localization System
in Industrial Sites

In the practical application, considering the reliable
monitoring requirement, the monitoring region is usu-
ally divided into several subregions, and wireless sensor
nodes are deployed in different subregions, as shown in
Fig. 1. Sensor nodes in the same subregion make up
a node cluster, where the related sensors monitor the
target of interest cooperatively. In addition, each node
cluster has a head node, and the head node is assumed
to have higher computing ability and enough power,
which connects with the monitoring center by the wired
communication. Sensor nodes send their measured data
to the corresponding head node, where the estimates are
derived via the filtering algorithm and then transmit-
ted to the monitoring center for the further cooperative
control implementation.

2.2 System Model
In this section, the target moves in a two-dimensional
surveillance region. The target state vector is described

Fig. 1. Network structure of the wireless localization system.
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by xk = [x1,k v1,k x2,k v2,k]
T , where xi,k ∈ R and vi,k ∈

R (i = 1, 2) denote, respectively, the coordinate values
of the target positions and velocities along the xi axis
at time tk. Subsequently, under the consideration of the
actual moving characteristics of the target, the system
model is given as follows:

xk+1 = Akxk +Bkuk + ωk (1)

where

Ak =


1 ∆tk 0 0

0 1 0 0

0 0 1 ∆tk

0 0 0 1

 , Bk =


∆t2k
2 0

∆tk 0

0
∆t2k
2

0 ∆tk

 ,
and ∆tk = tk+1 − tk represents the time interval be-
tween two successive sampling instants of the wireless
localization system. uk denotes the control input, where

uk = [u1,k u2,k]
T ∈ R2 with u1,k and u2,k being the ac-

celerations along the x1 axis and x2 axis, respectively. In
addition, Bk describes the weights of different accelera-
tions. ωk ∈ R4 stands for the process noise. Moreover,
suppose that there are m sensors in one subregion, and
the measurement model of the ith sensor node at time
tk is given by

yi,k = gi(xk) + vik, (2)

where yi,k denotes the measurement output, vik is the
measurement noise, and gi(xk) is the distance function

defined as gi(xk) =
√
(x1,k − x∗1,i)

2 + (x2,k − x∗2,i)
2,

where x∗1,i and x
∗
2,i denote, respectively, the coordinate

values of the ith sensor node along the x1 and x2 axes.

For notation simplicity, we denote

yk ,


y1,k
...

ym,k

 , g(xk) ,

g1(xk)

...

gm(xk)

 , vk ,


v1k
...

vmk

 . (3)

Then, the measurement output is rewritten as
yk = g(xk) + vk. (4)

In this paper, the system noises ωk and vk are determin-
istic and satisfy the following assumption.
Assumption 1 The noise sequences ωk and vk are con-
fined to the following ellipsoidal set:{

Fk , {ωk : ωT
k Q

−1
k ωk ≤ 1}

Rk , {νk : vTk R
−1
k vk ≤ 1}

(5)

where Qk = QT
k > 0 and Rk = RT

k > 0 are known
matrices with compatible dimensions characterizing the
sizes and orientations of the ellipsoids.

Remark 1 In this paper, as for the considered target
monitoring problem, the wireless sensor nodes are de-
ployed in the monitoring region, and divided into differ-
ent clusters. It is worth mentioning that there is no con-
nection between sensor nodes of different clusters. When
the target enters a subregion, the related sensor nodes
in the same cluster would sense the target state coop-
eratively that facilitates the reliable state estimation for
the target. In addition, we consider the distance-based

localization algorithm, with which the distance measure-
ments are obtained for tracking the targets to be moni-
tored. In the wireless localization system, the beacon n-
ode is fixed on the target, which periodically sends its
identity and time stamp information through the wire-
less radio frequency (RF)channel [32]. After receiving
the signals from the target, the sensor nodes can utilize
the received signal to evaluate the distance between sen-
sors and the target. The measurement model of the ith
sensor node at time tk is presented as (2), where yi,k
denotes the measurement output, and gi(xk) represents
the distance measurement function given as gi(xk) =√
(x1,k − x∗1,i)

2 + (x2,k − x∗2,i)
2 with x∗1,i and x

∗
2,i being,

respectively, the components of coordinate values of the
ith sensor node along the x1 and x2 axes.

Remark 2 In the practical application, the performance
of the wireless localization system is vulnerable to the in-
terferences in the complex environment. In particular,
the electromagnetic interference problem is serious in the
industrial sites, and the noise sources are generally de-
terministic, unknown but bounded (by energy or ampli-
tude) [9]. To better reflect the engineering reality of the
wireless localization system, in this paper, the process
noise ωk and measurement noise vk are assumed to be
deterministic, unknown but bounded within certain ellip-
soidal sets. In this case, most conventional statistic-based
filtering schemes (e.g. Kalman filtering) are no longer
applicable and thus, the set-membership filtering scheme
is put forward to tackle such an issue.

2.3 Component-Based Event-Triggered Mechanism

With the event-triggered mechanism, sensor nodes de-
termine whether the newly obtainedmeasurement is sent
to the filter or not, which is based on the difference be-
tween the previously transmitted measurement and the
latest measurement. For the wireless localization system,
sensor nodes are capable of adjusting the transmission
rate according to the dynamic change of sensing signal,
which would lower the frequency of the data transmis-
sion. In order to improve the energy efficiency of sensor
nodes and ensure the desired tracking performance of
the localization system, each sensor node examines the
triggering condition independently, and the consisten-
cy with other nodes in the same cluster is not required.
As such, the component-based event-triggered strategy
is adopted to decide when the newly obtained measure-
ment is released to the filter for state estimation.
Now, let us elaborate the component-based event-
triggered scheme as follows. First, suppose that the
event instant sequence of the ith sensor node is de-
noted as 0 < ki0 < ki1 < ki2 < · · · < kit < · · · , where
kit (t = 0, 1, 2, . . . ) represents the (t + 1)th triggering
instant of the ith sensor node. Subsequently, define
σi,k , yi,ki

t
− yi,k, which denotes the difference between

the latest transmitted value yi,ki
t
and the current value

yi,k of the ith sensor node. Furthermore, for the ith sen-
sor node, the event generator function fi(·, ·) is defined
as fi(σi,k, δi) = σT

i,kσi,k − δi, where δi is a pre-assigned
triggering threshold. Under the event-triggered mech-
anism, the ith sensor node transmits its current mea-

3



surement data to the filter only when fi(σi,k, δi) > 0
is satisfied. Then, the forthcoming triggering instant is
determined iteratively by

kit+1 = inf{k ∈ N |k > kit, fi(σi,k, δi) > 0}. (6)

In addition, the received information of the filter from
the ith sensor node can be expressed as

ȳi,k =

{
yi,k, fi(σi,k, δi) > 0;

yi,ki
t
, fi(σi,k, δi) < 0,

(7)

which implies that

σi,k =

{
0, fi(σi,k, δi) > 0;

yi,ki
t
− yi,k, fi(σi,k, δi) < 0.

(8)

Moreover, let σk =
[
σT
1,k σ

T
2,k . . . σ

T
m,k

]T
, we can get

σT
k σk ≤ δ, where δ =

∑m
i=1 δi.

Remark 3 For the purpose of saving energy of wireless
network, the component-based event-triggered transmis-
sion scheme is employed, with which the measuremen-
t transmission of each component (i.e. yi,k) is in fac-
t scheduled individually according to its own triggering
condition δi, which determines the transmission frequen-
cy catering for the specific practical requirements. Un-
der the component-based event-triggered mechanism, it
focuses on the individual change of each component (or
sensor) of the system output, while in the usual event-
triggered case, it pays attention to the change of the w-
hole output vector. Considering the characteristics of
network architecture of the wireless localization system,
the component-based event-triggered mechanism is more
suitable for multi-sensor cooperative monitoring system.

Remark 4 Under the component-based event-triggered
mechanism, the changes of the transmission rate of sen-
sor nodes in the same cluster are independent of each
other. In addition, due to the different locations of sen-
sor nodes deployed in the monitoring region, the environ-
mental influences on different sensors may be different,
which might cause sensors in the same cluster to change
the transmission rate inconsistently. In particular, even
under the same triggering threshold δi, the triggering
number of sensors in the same cluster might be different.
Furthermore, the asynchronous transmission of sensors
may lead to the consequence that the number of nodes par-
ticipating in the filtering process at some time instants
is less than that of member nodes in the cluster. For in-
stance, the asynchronous transmission of member nodes
in the same cluster is illustrated in Fig. 2. In the cluster
ι (ι ∈ 1, 2, · · · ,M), there are 6 member nodes, i.e., Sι,i

(i = 1, 2, · · · , 6), and tj (j = 0, 1, · · · ) is the time instant
for the filtering action at the head node. From Fig. 2, we
can find that node Sι,3 is not available at time instant t1,
and there are 5 sensors that can transmit information to
the filter. Moreover, for the usual event-triggered mech-
anism (which is implemented based on the whole mea-
surement output), all the sensors would transmit their
measurements simultaneously to the filter at each trigger-
ing instant. In this regard, the asynchronous transmis-
sion phenomenon induced by the component-based event-
triggered mechanism will give rise to certain challenges
in dealing with the filter design and performance analysis
issues.

Fig. 2. Asynchronous measurement of sensor nodes in the
same cluster.

3 Event-Triggered Set-Membership Filter De-
sign

In this section, we will propose an event-triggered filter-
ing algorithm for the wireless localization system with
nonlinearmeasurementmodel, and unknown but bound-
ed noises. The sufficient conditions for the existence of
the desired filter are developed in terms of the recursive
linear matrix inequality (RLMI), such that the true s-
tate is guaranteed to reside in a set of state estimates.
Moreover, the semi-definite programming method has
been proposed to get the optimal estimation set.
3.1 Filter Structure
In this paper, according to (1)-(4) and the proposed
event-triggered strategy, the event-triggered filter struc-
ture is presented as

x̂k+1 = Akx̂k +Bkuk +Kk(ȳk − g(x̂k)) (9)

where ȳk =
[
ȳ1,k ȳ2,k . . . ȳm,k

]T
, x̂k is the estimate of

xk at time instant k, and Kk is the filter gain to be
determined.
From (1) and (9), the one-step ahead filtering error ek+1

is written as
ek+1 = xk+1 − x̂k+1

= Akek + ωk −Kk(ȳk − g(x̂k)). (10)
On the other hand, it follows from the definition of σi,k
that the received measurements of the filter from the
sensor nodes in the same cluster can be expressed as

ȳk = yk + σk. (11)
Moreover, the nonlinear measurement function g(xk) is
linearized around the estimate x̂k as

g(xk) = g(x̂k) + (Gk + Lk∆k)(xk − x̂k) (12)

where Gk = ∂g(xk)
∂xk

|xk=x̂k
, Lk is a problem-dependent s-

caling matrix, and ∆k is an unknown matrix satisfying
∥∆k∥≤ 1. In this paper, we use the deterministic ma-
trix ∆k and the scaling matrix Lk to account for the
linearization errors induced by the calculation of matrix
Gk. For more details, we refer the readers to Appendix
C in [4], where a nice interpretation has been presented.
If Lk is set to zero, the effects of linearization errors (i.e.,
the high-order terms in the Taylor expansion) would be
simply neglected.
Subsequently, substituting (12) into (4) results in

yk = (Gk + Lk∆k)(xk − x̂k) + g(x̂k) + vk. (13)

Then, combing (10) and (11) with (13), the filtering error
is reformulated as
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ek+1 = (Ak −Kk(Gk + Lk∆k))(xk − x̂k)

−Kkσk −Kkvk + ωk. (14)
3.2 The Optimization of Scaling Matrix
In order to derive the accurate filter parameters, we need
to determine the uncertain scaling matrix Lk. From the
presentation for the linearization errors in [4], we can

get that Lk =
√
m
2 ∥Ek∥diag{N1,k,N2,k, . . . ,Nm,k}, and

the positive scalars Ni,k satisfy ∥∂2gi(xk)
∂x2

k

∥≤ Ni,k for all

i = 1, 2, . . . ,m, where gi(xk) is the ith element of g(xk).
Moreover, if (xk − x̂k)

TP−1
k (xk − x̂k) ≤ 1, then there

exists a vector zk with ∥zk∥ ≤ 1, which satisfies

xk = x̂k + Ekzk (15)
where Ek is a factorization of Pk = EkE

T
k [9]. It is clear

that the value of Ni,k is affected by zk (∥zk∥≤ 1). Then,
we can convert the determination of Lk to the following
optimization problem

Ni,k = max∥∂
2gi(xk)

∂x2k
|xk=x̂k+Ekzk∥

s.t. ∥zk∥≤ 1. (16)

It is well known that PSO is an evolutionary computa-
tion algorithmwhich is easy to implement [11]. Due to its
high efficiency, effectiveness in solving difficult optimiza-
tion problems, and the fast convergence speed to a rea-
sonably good solution, the PSO algorithm has attracted
much research attention in a wide range of engineering
design problems [33]. In PSO, a population of candidate
solutions moves in a d-dimensional search space accord-
ing to two simple mathematic formulas over the parti-
cle’s position and velocity.More specifically, each parti-
cle’s movement is influenced by its local best known po-
sition and also the best known positions, which are up-
dated by other particles, in the search space. In this pa-
per, considering the characteristics of PSO and the op-
timization requirement, we adopt the PSO algorithm to
deal with the constrained optimization problem (16). By
the iterative approach, the swarm of the particles moves
toward the best solutions [19]. The velocity and position
of particle l at the next iteration are updated according
to the following formulas:

vl(s+ 1) =ωvl(s) + c1r1(pl(s)− xl(s))

+ c2r2(pg(s)− xl(s))

xl(s+ 1) =xl(s) + vl(s+ 1)

(17)

where xl(s) =
[
xl1(s), . . . , xld(s)

]
and vl(s) =[

vl1(s), . . . , vld(s)
]
are, respectively, the position and

velocity of the lth particle at the sth iteration. ω is the
inertia weight, c1 and c2 are the acceleration coefficients
called cognitive and social parameters, respectively. r1
and r2 are two random numbers that are distributed
uniformly in [0, 1]. pl(s) and pg(s) are the local best
position found by the lth particle and the global best
position in the swarm at the sth iteration, respectively.
In addition, the speed update formula consists of three
parts, as shown in (17). The first term is the inertia
velocity of particle, which reflects the memory behavior
of particle. It is shown that a larger inertia weight tends
to facilitate the global exploration and a smaller inertia

weight achieves the local exploration to fine-tune the
current search area. The second and the third terms are
used to adjust the search direction. The second term
tries to tune the search direction toward the best loca-
tion ever found by the particle itself and the third term
is used to change the search direction toward the global
best location ever found by all the particles. Because
of these two terms, a particle will change its moving
direction gradually and coordinately toward those his-
torically found best locations [5, 11]. By the aid of the
PSO algorithm, the more accurate value of Ni,k is de-
rived through the ergodic search in the search space
with the constraint condition ∥zk∥≤ 1. As such, we are
able to get the appropriate value of parameter Lk.
3.3 Main Results
Firstly, let us recall the following two lemmas, which will
be used in the subsequent developments.
Lemma 1 (S-Procedure [2]) Let ψ0(·), ψ1(·), . . . , ψp(·)
be quadratic functions of the variable ς ∈ Rn, ψi(ς) ,
ςTXiς(i = 0, 1, . . . , p): where Xi = XT

i . If there exist
τ1 ≥ 0, . . . , τp ≥ 0 such that X0 −

∑p
i=1 τiXi ≤ 0, then

the following is true

ψ1(ς) ≤ 0, . . . , ψp(ς) ≤ 0 → ψ0(ς) ≤ 0. (18)

Lemma 2 (Schur Complement Equivalence) Given
constant matrices S1, S2, and S3 where S1 = ST

1 and
S2 = ST

2 > 0, then S1 + ST
3 S−1

2 S3 ≤ 0 if and only if[
S1 ST

3

S3 −S2

]
< 0 or

[
−S2 S3

ST
3 S1

]
< 0. (19)

Before proceeding further, we give the following assump-
tion.
Assumption 2 The initial state x0 and its estimate x̂0
satisfy

(x0 − x̂0)
TP−1

0 (x0 − x̂0) ≤ 1 (20)

where P0 = PT
0 > 0 is a given positive definite matrix.

The objective of this paper is to determine an ellipsoid

Xk+1 , {xk+1 : (xk+1 − x̂k+1)
TP−1

k+1

× (xk+1 − x̂k+1) ≤ 1} (21)

for the state xk+1, given the measurement information
ȳk at time instant k for the process noise ωk ∈ Fk and
the measurement noise νk ∈ Rk.
The following theorem presents a sufficient condition
for the solvability of the formulated event-triggered set-
membership filtering problem.
Theorem 1 For the wireless localization system in the
form of (1) and (4), and the component-based event-
triggered transmission mechanism with σT

k σk ≤ δ, sup-
pose that the state xk belongs to its state estimation el-
lipsoid (xk − x̂k)

TP−1
k (xk − x̂k) ≤ 1. Then, the one-step

ahead state xk+1 resides in its state estimation ellipsoid
(xk+1 − x̂k+1)

TP−1
k+1(xk+1 − x̂k+1) ≤ 1, if there exist

Pk+1 > 0, Kk, λ1,k > 0, λ2,k > 0, λ3,k > 0, λ4,k > 0
and λ5,k > 0, such that[

Ωk ΠT
k

Πk −Pk+1

]
< 0 (22)
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where

Ωk =diag
{
λ1,k + λ2,k + λ5,k + λ4,kδ − 1, λ3,kE

T
kEk

− λ1,kI,−λ2,kQ−1
k ,−λ3,kI,−λ4,kI,−λ5,kR−1

k

}
Πk =

[
0 (Ak −KkGk)Ek 1 −KkLk −Kk −Kk

]
.

In addition, the center of the state estimate ellipsoid is
determined by (9).
Proof : In view of the condition (xk−x̂k)TP−1

k (xk−x̂k) ≤
1, it follows from (14) and (15) that

ek+1 = xk+1 − x̂k+1

= AkEkzk + ωk −Kk(Gk + Lk∆k)Ekz

−Kkσk −Kkvk. (23)

Denoting ℵk = ∆kEkzk with ∥∆k∥ ≤ 1. we have

ℵT
k ℵk ≤ zTk E

T
k Ekzk. (24)

Then, the filtering error is expressed by

ek+1 = (Ak −KkGk)Ekzk + ωk

−KkLkℵk −Kkσk −Kkvk. (25)

Next, letting

ηk ,
[
1 zTk ωT

k ℵT
k σT

k vTk

]T
, (26)

the filtering error is further rewritten in the compact
form with ek+1 = Πkηk, where

Πk =
[
0 (Ak −KkGk)Ek 1 −KkLk −Kk −Kk

]
.

(27)
Therefore, the one-step ahead filtering error constraint
(xk+1 − x̂k+1)

TP−1
k+1(xk+1 − x̂k+1) ≤ 1 can be reformu-

lated as

ηTk

[
ΠT

k P
−1
k+1Πk − diag{1, 0, 0, 0, 0, 0}

]
ηk ≤ 0. (28)

It follows from (5), (9) and (24) that the unknown vari-
ables zk, ωk, vk, σk and ℵk satisfy:{

∥zk∥≤ 1, σT
k σk ≤ δ, ℵT

k ℵk ≤ zTk E
T
k Ekzk,

ωT
k Q

−1
k ωk ≤ 1, vTk R

−1
k vk ≤ 1

(29)

which are rewritten by means of ηk in (26) as follows:

ηTk diag{−1, I, 0, 0, 0, 0}ηk ≤ 0

ηTk diag{−1, 0,Q−1
k , 0, 0, 0}ηk ≤ 0

ηTk diag{0,−ET
k Ek, 0, I, 0, 0}ηk ≤ 0

ηTk diag{−δ, 0, 0, 0, I, 0}ηk ≤ 0

ηTk diag{−1, 0, 0, 0, 0,R−1
k }ηk ≤ 0.

(30)

By resorting to the S-procedure in Lemma 1, the inequal-
ity (28) holds if there exist positive scalars λ1,k, λ2,k,
λ3,k, λ4,k and λ5,k such that the following inequality is
true:

ΠT
k P

−1
k+1Πk − diag{1, 0, 0, 0, 0, 0}

− λ1,kdiag{−1, I, 0, 0, 0, 0}
− λ2,kdiag{−1, 0,Q−1

k , 0, 0, 0}
− λ3,kdiag{0,−ET

k Ek, 0, I, 0, 0}
− λ4,kdiag{−δ, 0, 0, 0, I, 0}
− λ5,kdiag{−1, 0, 0, 0, 0,R−1

k } ≤ 0. (31)

Furthermore, denote

Ωk =diag
{
λ1,k + λ2,k + λ5,k + λ4,kδ − 1, λ3,kE

T
k Ek

− λ1I,−λ2,kQ−1
k ,−λ3,kI,−λ4,kI,−λ5,kR−1

k

}
.

(32)
It is clear that (31) can be rewritten as

ΠT
k P

−1
k+1Πk +Ωk ≤ 0. (33)

By applying Lemma 2, it is not difficult to verify that
(33) is equivalent to[

Ωk ΠT
k

Πk −Pk+1

]
< 0. (34)

Hence, if there exist the filter parametersKk, and scalars
λ1,k > 0, λ2,k > 0, λ3,k > 0, λ4,k > 0, λ5,k > 0 such that
(22) holds, the one-step ahead state xk+1 resides in its
state estimation ellipsoid (xk+1 − x̂k+1)

TP−1
k+1(xk+1 −

x̂k+1) ≤ 1. The proof is now complete.

Theorem 1 has outlined the principle of determining the
filtering parameters by solving the RLMI. However, it
should be pointed out that the proposed method has not
provided an optimal solution (i.e., a minimal state esti-
mation ellipsoid). As such, we now proceed to tackle the
optimization problem by minimizing the trace of Pk+1

at each time instant. In this paper, the convex optimiza-
tion approach [31] is utilized to determine the optimal
state estimation ellipsoid. To be more specific, Pk+1 is
obtained by solving the following optimization problem:

min
Pk+1,Kk,λ1,k≥0,λ2,k≥0,λ3,k≥0,λ4,k≥0,λ5,k≥0

trace(Pk+1)

(35)
subject to (22), where trace(Pk+1) denotes the trace of
Pk+1.
Subsequently, an iterative algorithm can be obtained
to compute the sequences of the filtering parameters
{Kk}k>0.

Algorithm 1: Event-triggered set-membership filtering for
target tracking
Step 1. Initialization: Set k = 0 and the maximum

computation step kmax, set the positive definite
matrices Qk and Rk to satisfy (5), select the
initial values of x0 and x̂0 satisfying (20), and set
the triggering threshold δi for all i = 1, 2, . . . ,m.

Step 2. With the obtained x̂k and Pk, use the PSO
algorithm to get Ni,k (i = 1, 2, . . . ,m), thereby
obtaining Lk.

Step 3. With the obtained x̂k, Pk and Lk, solve the
convex optimization problem (35) to obtain Kk,
Pk+1 and λj,k(i = j, . . . , 5).

Step 4. With the obtained x̂k and Kk, compute x̂k+1

according to (9)
Step 5. Set k = k + 1, if k > kmax, exit. Otherwise, go to

step 2.

Remark 5 In this paper, with the component-based
event-triggered mechanism, the number of valid sensors
nodes accessing to the filtering process is time-varying.
In order to deal with this challenging issue, we have used
the zero-order holder to guarantee that the received mea-
surement signal of the filter is vector with fixed dimension
(which equals to the dimension of yk). More specifical-
ly, under the event-triggered mechanism, sensor node i
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would transmit it current measurement to the filter only
when fi(σi,k, δi) > 0. Otherwise, when fi(σi,k, δi) < 0,
the filter cannot receive information from sensor node
i, and the latest transmitted one yi,ki

t
would be used to

the filtering process instead of yi,k. As such, if all sensor
nodes in the same cluster do not transmit data to the
filter at the same time, the filter would use their latest
transmission values of sensor nodes to estimate the tar-
get state of this time. Then, the difficulty brought by the
“time-varying valid node” is converted to dealing with
the effects of σk on the subsequent filter design and anal-
yses. In this paper, to tackle the effects of σk, we employ
the prescribed triggering condition which can be rewrit-
ten as a quadratic constraint (see the second formula
of eq. (29)). Subsequently, by using S-procedure, this
quadratic constraint can be easily dealt with and reflected
in the obtained RLMIs. In addition, we have designed
the filter by using the constraint σT

k σk ≤ δ (which is
in fact the compact form of the original event-triggered
condition fi(σi,k, δi) > 0), since the employment of
σT
k σk ≤ δ will make our result (Theorem 1) more concise

yet efficient, though some conservatism exists.
Remark 6 In Theorem 1, with the condition (22)
satisfied, there exists an estimation ellipsoidal set
{xk+1|(xk+1 − x̂k+1)

TP−1
k+1(xk+1 − x̂k+1) ≤ 1}, and the

one-step ahead state xk+1 will reside in this ellipsoidal
set. There are mainly three factors affecting the bounds
of the system state, which are given as follows: 1) the
system dynamics reflected in Ak, Gk, Lk; 2) the matrix
P0, which reflects the bounds of the initial estimation
error, and the larger P−1

0 is, the larger the upper bound
is; and 3) Qk and Rk that characterize the bounds of
the external process noise and measurement noise, re-
spectively, and Q−1

k and R−1
k are with the same law with

P−1
0 . Moreover, as an essential parameter in (22), the

scalar δ is capable of indicating the triggering frequen-
cy. A low value of δ would give rise to a high triggering
frequency and enlarge the feasible region of the LMI con-
dition. Similarly, the matrices Qk and Rk would reflect
the bounds of the process noise and the measurement
noise, respectively. The low values of Qk and Rk would
help to enlarge the feasible region of (22), which might
lead to a small value of Pk+1.
Remark 7 In this paper, we have adopted the method
of minimizing the trace of Pk+1. In fact, the volume is
an effective measure for the size of ellipsoids [8], and
the filter parameters can be determined by optimizing
the volume of the obtained ellipsoidal sets. However, it
should be noted that calculating the volume of the el-
lipsoidal set {ek+1| eTk+1P

−1
k+1ek+1 ≤ 1} is more diffi-

cult than the trace of the matrix Pk+1, that would in-
evitably lead to more complexities in the design of filter
and the realization of the filtering algorithm. Further-
more, the trace of the matrix Pk+1 is capable of reflect-
ing the volume of the obtained ellipsoid. The adopted ap-
proach in this paper owns the following merits: 1) the
trace of Pk+1 is the sum of the semi-axes of the ellipsoid
{ek+1|eTk+1Pk+1ek+1 = 1}, by which the size of the el-

lipsoidal set {ek+1|eTk+1Pk+1ek+1 ≤ 1} can be reflected
effectively; and 2) minimizing the trace of Pk+1 subject

to (22) is a convex optimization problem that is easy to
solve by using MATLAB LMI Toolbox.

Remark 8 It should be mentioned that if the nonlinear-
ity in the measurement model given by (4) is dealt with
using the traditional EKF, the high-order terms in the
Taylor expansion would be simply neglected, which in-
evitably leads to conservatism in certain cases. In this
paper, similar to [4], the scaling matrix Lk and deter-
ministic matrix ∆k have been utilized, as shown in (12),
to account for the linearization errors resulting from the
calculation of matrix Gk, where Lk is related to Ni,k that

satisfies ∥∂2gi(xk)
∂x2

k

∥≤ Ni,k (i = 1, 2, · · · ,m). For the op-

timization problem shown in (16), we can easily find from
the analytic expression of gi(xk) that gi(xk) is twice times
continuously differentiable, and the maximum problem

argmax∥zk≤1∥∥∂2gi(xk)
∂x2

k

|xk=x̂k+Ekzk∥ is feasible. In this

paper, considering the characteristics of the PSO algo-
rithm and the optimization requirement, the PSO algo-
rithm has been adopted to derive the optimal solutions of
Ni,k through the ergodic search in the search space with
the constraint condition ∥zk∥≤ 1. As such, we are able to
get the appropriate value of parameter Lk. In order to get
a minimal state estimation ellipsoid containing the true
state of the target, an optimization problem has been for-
mulated in (35) to obtain the optimal parameters, which
can be solved by the existing semi-definite programming
methods [22].

4 Wireless Localization over Wireless Sensor
Networks in Industrial Sites

In this section, we present an application example for the
wireless localization system to demonstrate the superi-
ority of the proposed filtering algorithm. For the pur-
pose of improving the mine personnel-safety monitoring
capability, wireless sensors are deployed in the multi-
layer maintenance platforms above the mine wellhead to
monitor the workers staying in this region. As shown in
Fig. 3, on one of the platforms, six sensors form a node
cluster. The sensor nodes in the same cluster sense the
signals from the target of interest and further transmit
them to the filter. Then, the position estimate of the tar-
get is obtained via the proposed filtering algorithm and
transmitted to the monitor center for the cooperative
control of the mine hoister.

Fig. 3. Maintenance platform of mine hoister.
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In this simulation, as shown in Fig. 3, six wireless sen-
sors are deployed to perform the monitoring task coop-
eratively, and the positions of Sensors 1-6 are (20, 2),
(20, 12), (10, 14), (0, 12), (0, 2) and (10, 0), respectively.
The target moves along certain elliptical trajectory with
a constant speed. The sampling period is ∆tk = 200 ms
and the initial position of the target is (10, 1). The initial

conditions of the filter are chosen as x̂0 = [10 0.13 1 0]T

and P0 = I. Set Q = 0.01I and R = 0.01I. In addition,
the parameters related to the PSO algorithm are set as
follows: the particle number Np = 20, the maximum
generation number is 100, ω = 1 and c1 = c2 = 1.5.
Furthermore, in order to show the advantage of the pro-
posed filtering algorithm, the mean square error (MSE)
is adopted to verify the filtering accuracy of the target

location. Let Ec,i = (1/Ns)
∑Ns

k=1(xi,k − x̂i,k)
2 be the

MSE of xi,k (i = 1, 2), and Ep = (1/Ns)
∑Ns

k=1[(x1,k −
x̂1,k)

2+(x2,k− x̂2,k)2] be the MSE of the target position
estimate, where Ns = 100 is the number of simulations,
Nt = 200 is the number of sampling instants, and x̂i,k is
the estimate of xi,k.
From Algorithm 1 developed in Section 3, the filter pa-
rameters can be derived recursively and the simulation
results are shown in Figs. 4-7. In particular, in order to
reveal the superior performance of the proposed filter, we
first conduct the experiment with the event-triggering
threshold δ = 0.6. During the target tracking process, as
depicted in Fig. 4(a), six sensors trigger the data trans-
mission independently. Fig. 4(b) plots the average trig-
gering times of these six sensors in the same cluster,
from which we can observe that the triggering times of
different sensors maybe different. Specifically, the aver-
age number of triggering times of Sensor 3 is 35, and
that of Sensor 4 is 42. Moreover, Fig. 5 plots the actual
moving trajectory and the estimated trajectory of the
target in the two-dimensional plane, and Fig. 6(a) and
(b) display, respectively, the actual coordinates x1,k and
x2,k and their corresponding estimates. The MSE of the
target position estimate is about Ep = 0.31, and the M-
SEs of x1,k and x2,k coordinates are about Ec,1 = 0.16
and Ec,2 = 0.15, respectively. In addition, Fig. 7(a) and
(b) show that the estimates of x1,k and x2,k both reside
between their upper bounds and lower bounds, which
implies that the estimated ellipsoids always contain the
true states.
In the data transmission process of wireless networks,
the energy consumption is mainly related to the amount
of transmitted data and the transmission distance [10].
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Fig. 4. Triggering sequences and average triggering times of
sensors with δ = 0.6. (a)Triggering sequences for δ = 0.6.
(b)Average triggering times of sensors with δ = 0.6.
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Fig. 5. Actual and estimated trajectories of the target.

0 50 100 150 200
No.of samples.k

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20
Estimatcd state of x

1
 coordinate

Actual state of x
1
 coordinate

(a)

0 50 100 150 200
No.of samples.k

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15
Estimatcd state of x

2
 coordinate

Actual state of x
2
 coordinate

(b)

Fig. 6. True state and its estimation. (a)The true x1,k coor-
dinate and its estimation. (b)The true x2,k coordinate and
its estimation.
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Fig. 7. The state estimation and its upper and lower bounds.
(a) The estimation of x1,k and its upper and lower bounds.
(b) The estimation of x2,k and its upper and lower bounds.

For the wireless localization system considered in this
paper, the transmission distance under consideration is
fixed. Accordingly, the energy consumption is dependen-
t on the data transmission rate, which is determined by
the triggering frequencies of sensor nodes. In order to re-
veal the impact from the proposed event-triggered mech-
anism on the filtering performance, we conduct simula-
tions with different triggering thresholds. Tab. 1 shows
the MSEs of the proposed filtering algorithm at ten time
instants with δ = 0, 0.2, 0.4, 0.6, 0.8, 1.0. Note that δ = 0
means sensor nodes transmit their measurements with
no triggering constraint. It can be observed obviously
that the filtering performance is improved as the thresh-
old decreases. In addition, Tab. 2 presents the triggering
times of different sensor nodes in the same cluster with
different thresholds, where S and N denote the sensor
number and the triggering times of sensor nodes, respec-
tively. It can be seen that the triggering times of sensor
nodes will decrease as the thresholds increase. For in-
stance, the average number of transmission of Sensor 2
is about 59 when δ = 0.4, and that is about 42 when
δ = 0.6. Obviously, the energy consumption of sensor
nodes would be reduced by increasing the thresholds δ.
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From Tab. 1 and Tab. 2, it is clear that decreasing the
transmission frequency by increasing δ can significant-
ly reduce the energy consumption of sensor nodes at
the expense of sacrificing certain filtering performance.
Therefore, an appropriate threshold should be selected
in practice to achieve a trade-off between the energy con-
servation of wireless sensor nodes and the filtering per-
formance of the wireless localization system.

Table 1
The MSE of different sampling instants under different trig-
gering thresholds.

δ

Ep Nt

20 40 60 80 100 120 140 160 180 200

0 0.02 0.01 0.01 0.02 0.03 0.02 0.01 0.01 0.02 0.02

0.2 0.08 0.08 0.08 0.09 0.10 0.10 0.07 0.06 0.08 0.07

0.4 0.19 0.20 0.21 0.18 0.18 0.18 0.17 0.20 0.19 0.19

0.6 0.37 0.32 0.28 0.34 0.32 0.28 0.29 0.31 0.30 0.29

0.8 0.58 0.52 0.61 0.64 0.56 0.50 0.62 0.59 0.64 0.59

1.0 0.88 1.04 0.96 1.06 0.85 0.83 0.96 0.64 1.02 0.86

Table 2
Triggering times of sensors with different triggering thresh-
olds.

δ

N S
S1 S2 S3 S4 S5 S6

0.2 98 99 79 98 98 79

0.4 59 59 48 59 59 48

0.6 42 42 35 42 42 34

0.8 33 33 27 32 32 27

1.0 26 27 22 25 26 22

5 Conclusion

In this paper, we have focused on the moving target
tracking problem for the wireless localization system
with hope to improve the personnel safety monitor ca-
pability in industrial sites. Considering the fact that the
wireless information transmission is vulnerable to the
unknown but bounded noise in complex industrial envi-
ronment, the ellipsoidal state estimation approach has
been adopted to provide a set of state estimates in s-
tate space that contains the true state of the system.
Moreover, the component-based event-triggered mecha-
nism has been proposed to adjust the signal transmis-
sion frequency to reduce the unnecessary information
transmission, thereby saving the communication cost.
A sufficient condition for the existence of filter parame-
ters has been established. In addition, the semi-definite
programming method has been employed to get the op-
timal estimation set. Subsequently, an event-triggered
set-membership filtering algorithm has been develope-
d for computing the state estimate ellipsoid to enhance
the reliability of the wireless localization system. Final-
ly, the personnel tracking problem in a mine equipment
maintenance platform has been considered to illustrate
the effectiveness of the proposed filtering algorithm. Fur-
ther research topics include the moving target tracking
problem for the wireless localization system subject to
various communication protocols [28,39].
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