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Abstract
This study presents a fail-safe wireless communication architecture for Internet of Things based fire alarm control panels. 
In fire safety industry, one of the most important issues is to ensure the key information be delivered. A radio frequency 
wireless communication link is considered for enabling the fail-safe feature when the primary Internet of Things link is 
failed. In this paper, the design of the wireless communication architecture is proposed, and the system hardware based 
on customised micro-controller and wireless communication processors is implemented. In order to examine the perfor-
mance of the proposed wireless communication architecture, a long-term evaluation is designed and conducted in an 
industrial warehouse, to demonstrate the information latency with parameter of round-trip time, and system reliability 
with parameter of probability failure rate. The experimental results show that the proposed wireless communication 
architecture could achieve the low latency and high reliability requirements and reduce the chance of key information 
loss. With the multi-disciplinary findings discovered, the proposed wireless communication architecture is feasible to 
be considered to use in future Internet of Things based fire safety products.
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1 Introduction

Nowadays, the Internet of Things (IoT) has been rapidly 
advancing the way of daily life and work. With the avail-
ability of affordable processors and effective wireless 
communication means, it becomes possible to connect 
a number of physical objects globally to the internet for 
collecting, receiving, sharing and even analyzing different 
kinds of data [1], thus to reveal endless new applications 
based on this technology. With the commercial utilization 
of IoT, it has found its way into massive industrial scenarios 
[2] in recent years.

However, although it is possible to create novel and 
exciting IoT solutions for existing commercialized wire-
less fire alarm systems to achieve the next level, it is still 
highly limited for massive applications due to the critical 

requirements of the fire safety industry. The limitations, 
that hold back IoT enabled fire alarm system (FAS) to 
bloom, are mainly focusing on (1) system reliability that 
prevents fire events message (i.e., information) loss by 
wireless communication link [3]; (2) information latency 
that needs to be the lowest, or requires fastest internet 
access and response if IoT based [4], and (3) lack of specific 
industrial standards for IoT enabled FAS or perfection of 
current standards [5] related to IoT based FAS. Therefore, as 
FAS requires high reliability and low latency with the fact 
that every failure of FAS may cause significant casualties 
or property loss, the limitations of IoT based FAS must be 
carefully considered for the design and implementation.
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1.1  Review of related work

There are a number of related works for IoT based FAS, 
most of them focus on the proposal of system architec-
ture and their hardware design for different application 
scenarios. For example, Mahzan et al. [6] introduced a 
fundamental architecture of IoT based home fire alarm 
system by using Arduino micro-controller board and 
GSM module to realise wireless communication between 
the system and end user mobile platform. The system 
was able to detect abnormal temperature caused by fire 
event and automatically send SMS to the user for alert-
ing. Imteaj et al. [7] proposed an extended architecture 
of the system for workhouse in factory. In this system, 
Raspberry Pi 3 micro-controller was selected to control 
and cooperate multiple Arduino based sub-systems with 
WiFi modules to enable different type of sensors inte-
grated into the entire system. Moreover, an IoT based fire 
fighting robot was designed in [8] based on XRL8 micro-
controller board, with the assistance of image detection 
and auto-tracing capabilities, the robot was able to not 
only detect, but also take actions in fire event, i.e., extin-
guishing the fire automatically.

The most recent related work were presented in [9, 
10]. The IoT-based fire alarm system proposed in [9] was 
an ad-hoc network that consisted of several microcon-
troller based nodes, which connected to a number of 
different type of detectors. The system communicated 
with other nodes via WiFi connection and utilized cel-
lular communication to deliver notifications to user 
mobile phones. By using such system, the authors [10] 
continued applying it for smart city application sce-
narios and described their proposed system as edge 
computing-based system to minimise communication 
latency without giving any statistic analysis. Reliability 
of their proposed system was attempt to be addressed 
by removing a node from the system and monitor the 
message sent to the user for alerting them. They claimed 
their proposed system was reliable as the message was 
successfully delivered to user.

Other works [11–14] contributed to IoT based FAS by 
providing a variety of hardware solutions with proof of 
their availability. However, none of them provided per-
formance analysis of reliability or latency for their pro-
posed systems. As latency and reliability are the most 
critical parameters in fire alarm system, without such 
statistical results presented, it is questionable for their 
proposed systems to satisfy the critical requirements for 
the fire safety industry.

Traditional wireless fire alarm system, which uti-
lises radio frequency only, has several disadvantages. 
For example, it is difficult to predict the spatial cover 

of wireless signal in the deployment environment; the 
transmission quality may vary at different time, and the 
radio link can be disturbed by other transmitters [15]. 
In addition, while IoT is enabled, further system related 
issues must be carefully considered. Firstly, for example, 
if the internet is failed (e.g., WiFi router is broken down or 
cellular module signal for internet is dropped), how will 
such system to recovery for delivering emergency noti-
fications. Secondly, with use of internet, cyber-security 
needs to be considered. Malfunction of such system by 
cyber-attack may result to chaotic evacuations, property 
damage and even loss of human life [16]. Therefore, it is 
important to take the cyber-vulnerabilities into account 
while design the IoT based fire alarm system.

In order to understand the metrics used to describe 
the characteristics of reliability and latency in fire alarm 
system, and to tackle the critical issue of failed internet 
link, some further related research are reviewed. Chen [17] 
carried out a reliability analysis for a commercial wired FAS 
deployed in a student apartment. The metrics used in the 
work were probability of failure on demand and prob-
ability of failure per hour as the measurement of system’s 
reliability. By recording the total failure times over 2-year 
period, the risk of relying on such a system was analyzed 
and the future suitable system configuration could be 
considered in such environment. Furthermore, a system-
atic analysis of latency for IPv6 based low power internet 
standards IoT wireless communication system used in 
building automation was delivered in [18]. CC2650 micro-
controller based blue-tooth module was selected to be the 
Internet gateway and round trip time was used to evaluate 
the latency for different test cases. Finally, a fault tolerance 
and fail safe that is capable for IoT based dual layer control 
system was proposed in [19]. Similar to the system archi-
tecture in [7], the difference between the proposed system 
was the capability of utilizing a 2.4 GHz Zigbee wireless 
communication link across the sensors and actuators to 
ensure continuity of control action in case of internet link 
failure. System hardware in [19] was designed and tested 
for its availability, but there was lack of the analysis on reli-
ability or latency, which made the system questionable 
whether it was suitable for fire safety industry.

1.2  Contributions and organisations

To the best of our knowledge, there is a lack of both 
theoretical and practical design of the system hardware 
architecture for emergency situation to ensure the suc-
cessful delivery of notification message. In addition, the 
research work on IoT based FAS, which focuses on the 
statistical analysis of latency or reliability, is significantly 
limited. Therefore, in order to tackle the limitations that 
restrains the development of using IoT in FAS, the main 
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contributions of this case study are: (1) Novel design of 
system architecture for IoT based FAS with the integration 
of WiFi for internet access to cloud server, and peer-to-peer 
RF for information delivery with fail-safe capability avail-
able; (2) Statistical analysis of latency and reliability issues: 
latency analysis of evaluating round-trip times (RTT) with 
received signal strengths (RSSI), and reliability analysis of 
evaluating packet loss rate (PLR), packet failure rate (PFR), 
and probability of failure per hour (PFH).

The rest of the paper organised as follows: In Sect. 2, 
diverse aspects of the experimental setup, such as the 
design of the system architecture, the implementation 
of the hardware with the selection of relevant electronic 
components and wireless communication modules. 
In Sect.  3 the experimental procedures including the 
test environment and evaluation process in details are 
described. In Sect. 4, the experiment results are presented 
and analyzed. And finally, the conclusions and future work 
are included in Sect. 5.

2  Experimental setup

2.1  System architecture

A typical modern FAS consists of a fire alarm control 
panel (FACP), initiating devices (i.e., detectors or sensors), 
notification appliance (such as a flashing strobe light, an 
electromechanical horn or siren or combination of these 
devices), safety action mechanisms (such as door release, 
gas valve release, automatic phone call to fire brigade), 
and power supplies (including backup power supply) 
[20]. The fundamental of FAS also applies to the IoT based 
FAS, but as an addition, the devices and FACPs are now 
fully connected with cloud server via internet for unified 
management.

Figure 1 shows the system architecture of our proposed 
IoT based FAS. Initiating devices are able to collect various 
type of data, such as environmental temperature, concen-
tration of smoke, etc., then update to FACP via wired or 
wireless [21] conductivities. The connection between fire 
safety devices and FACPs is well established and widely 
used commercially. However, the connection between 
FACP and another FACP remains difficult as the deploy-
ment of cable based connection is highly expensive and 
inflexible for large-scale application scenarios such as 
industrial park, residential blocks etc,. Therefore, the con-
nections between FACPs are aimed at in this case study.

By applying IoT technology, an individual FACP operates 
as an IoT gateway to update the data to a cloud server, 
exchange important fire event status and send con-
trol commands to mechanisms for actions. Particularly, 
inspired by [19], the RF wireless communication links, are 
deployed into the FACPs to realise simultaneously peer-to-
peer key information and commands exchange between 
each other to prevent fatal consequences caused by infor-
mation delay or failure of information delivery.

2.2  System prototype

According to the system architecture, a general transceiver 
for FACP to enable the IoT as well as the fail-safe feature 
is aimed to be developed. Figure 2 shows the transceiver 
which has been built to demonstrate the function of the 
system. The transceiver consists 4 key components: (1) 
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Fig. 1  The system architecture of IoT based FAS
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Fig. 2  Prototype hardware of the transceiver
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micro controller unit (MCU), (2) WiFi unit, (3) RF unit, and 
(4) power supply.

The MCU used is the STM32F4 Nucleo, which is a com-
plete, cost-effective and breadboard-friendly board based 
on the STM32F401RET6. This board is chosen to mimic the 
core chipset widely used in commercial FACPs to operate 
IoT tasks as supplement of other fire alarm functions.

The WiFi unit uses ESP8266EX module to connect the 
Internet via 802.11n wifi protocol. This module is highly 
integrated for efficient power usage, compact design and 
reliable performance for IoT industrial application scenar-
ios [22]. The WiFi module used is to access open source 
BlynkTM cloud server via customised TCP/IP protocol to 
achieve cloud computing and controlling. The cloud server 
user interface can be accessed via a mobile platform (e.g., 
smart phones or tablets) and PC based applications. By 
using BlynkTM , it is efficient to deliver the key information 
or commands to destinations and is effective to manage 
the data received from the sensors or detectors for further 
analysis and investigation.

The RF unit uses Adafruit RFM95 module based on 
SX-1276 Long Range ( LoRaTM ) [23] modem, which pro-
vides ultra-long range spread spectrum communication 
and high interference immunity with transmission power 
of 20 dBm and reception sensitivity of − 148 dBm. The 
frequency is set at 868 MHz, according to the EU legisla-
tion that demands this specific radio frequency can only 
be commercialised used for FAS in the UK [5]. The RF unit 
connects to an one-quarter of the RF wavelength swivel 
type dipole antenna with gain of 1 dBi via SMA connector.

A battery packet with 5 V power regulator is used to 
supply power for the entire transceiver.1 Table 1 sum-
marises the parameters of the components used in our 
experimental prototype.

3  Experimental procedures

3.1  Test environment

As the propagation of RF signal can be heavily affected by 
the communication environment, where the surroundings 
are typically highly reflective or absorptive, creating sig-
nificant multi-path effects or electromagnetic resonance 
[24]. Therefore, in order to prove the feasibility of the pro-
totype system in such complex environment, a typical 

deployment scenario in an industrial estate is considered. 
The estate shown in Fig. 3 has two area: office and ware-
house. The office area has two floors, where both floors 
are modern styled and well furnished. The warehouse is 
approx. 850m2 with 7 m in height, which consists of 4 
zones, namely, production machinery, workstation, stor-
age with fully loaded multi-level metal rack and delivery 
terminal.

The experiments were proceeded under the working 
time of the whole estate to demonstrate the performance 
of the prototype system in the in situ state. There were 
5 proof of concept systems had been prepared for the 

Table 1  The experimental prototype and components’ parameters

Feature Parameters and values

MCU STM32 Nucleo
 Micro-controller chip STM32F401

WiFi unit ESP8266EX
 Transmission band 2.4 GHz
 Protocol 802.11n
 Transmission power + 14 dBm
 Receiver sensitivity − 72 dBm
 Antenna PCB trace on ceramic chip
 Security WPA/WPA2

RF units RFM95
 Transmission band 868 MHz
 Transmission power + 20 dBm
 Receiver sensitivity − 148 dBm
 Receiver antenna gain + 1 dBi
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Fig. 3  System deployment locations in floor plan of industrial ware-
house

1 It is worth noting that power supply is not a critical concern in 
design the IoT based FAS as FACP in a typical FAS is required to be 
connected to mains and a secondary battery power supply unit for 
emergency power backup, therefore, a battery packet is used here 
only for the convenience of experiment tests.
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experiments. One system was placed at the fixed loca-
tion, which is denoted as SF (i.e., system at fixed location), 
and another 4 systems deployed at 4 different and num-
bered (number from 1 to 4) locations2 for the experiment, 
which are denoted as SD1 to SD4 (i.e., system at different 
numbered location). All the systems were connected to 
the local WiFi router located in the server room for cloud 
access.

3.2  Evaluation process

To show the feasibility of the proposed prototype system 
and to record the packets loss during the testing hours, 
every packet sent by the proposed system was designed 
to be recorded. In order to create sufficient results for such 
analysis, a long-term evaluation was considered. The long-
term evaluation was conducted for 1000 h in the test envi-
ronment to collect round-trip time (RTT) and received sig-
nal strength indicator (RSSI) as the metrics for performance 
analysis. To demonstrate the system reliability, the calcula-
tion of packet loss rate (PLR), packet failure rate (PFR), and 
evaluated the probability of failure per hour (PFH) based 
on the 1000-h test were processed.

During the long-term evaluation, SF was programmed 
to broadcast test packets every 3 s to 4 in situ SDs via both 
wifi and RF link. Once received by SDs, acknowledgment 
message (ACK) would be sent back to the SF via both WiFi 
and RF link. SF was able to measure the RTT and RSSI and 
also record any packet loss (i.e., ACK was not received) for 
both WiFi link and RF link for later reliability analysis. Fig-
ure 4 illustrates the packets routes between SF and SDs 

and the test topology for our evaluations. The key evalua-
tion metrics are explained as follows:

3.2.1  RTT and RSSI

• RTT  RTT is one of the important metrics to indicate the 
latency of a wireless communication link. The RTT is 
defined here as the time delay for the successful end-
to-end transmission of one test packet. tRF and tWF 
define the RTT for RF and WiFi cloud link between SF 
and SDs respectively as follows. 

where tPSF and tPSD are the signal processing delay at the 
transceivers, tAcc is the time cost to access the propaga-
tion channel, tRFPR is the time for the packet transmis-
sion in the air, and tACK is the time to receive the ACK 
from SD. 

where tPSF , tPSD and tAcc are the same as the definitions 
in Eq. (1), as the packet transmitted from SF needs to be 
delivered to one SD via the WiFi router with access to 
internet, thus, tWFTR denotes the total time for the prop-
agation between SF and the router and tWFRT denotes 
the total time between router and each SD. tCD is the 
total time used for exchange the packet between cloud 
server and the Wifi router.

• RSSI RSSI test identified the transmission quality and 
signal attenuation in the complex warehouse environ-
ment. The RSSI measurements were divided into two 
categories on SF side: (1) RF RSSI, where the RF unit of 
SF was able to provide RSSI measurements while every 
ACK received from each SD and then store the RSSI in 
the MCU for further analysis; and (2) WiFi RSSI, where 
the wifi module of SD could collect the RSSI with the 
local wifi router at different location and store the RSSI 
measurement in cloud server for further analysis.

3.2.2  PLR, PFR and PFH

In order to show the long-term reliability of our prototype, 
following three metrics, namely PLR, PFR and PFH, were 
evaluated.

• PLR PLR is used to estimate the quality of our proposed 
prototype with RF or WiFi link, it is defined as the rate 
of the number NL of lost packets over the total number 
NT of packets sent, given as, 

(1)RTTRF = tPSF + tAcc + tRFPR + tPSD + tACK,

(2)RTTWF = tPSF + tAcc + tWFTR + tCD + tPSD + tWFRT,

(3)PLR =
NL

NT

.

CLOUD

Packets Route (a) Evalua�on Topology (b)

SF SD

SD1

SD2
SD3

SD4

SF

ACK

RFP

CD

WFRT

WFTR

Test Packet via RF Test Packet via WiFi

BROADCAST

Fig. 4  Illustration of the test topology: packets route during com-
munication (a) and evaluation topology used in the experiment (b)

2 The locations were selected at the place where manual operation 
is potentially needed or a point to install a FACP or a control inter-
face.
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• PFR Similar to PLR, the communication failure is defined 
as the ACK was not received either via RF or WiFi link 
from each SD for the same packet sent by SF. The num-
ber of failure, denotes as NF , is able to be recorded and 
accumulated during the experiment. Therefore, the PFR 
is given as, 

• PFH PFH was used to demonstrate the overall reliability 
of our proposed prototype and it is given as, 

where NHours denotes the total hours of test, which 
equals 1000 for each location in our case.

4  Results and analysis

In this section, the robustness of RSSI and RTT perfor-
mance of the proposed prototype is firstly discussed and 
compared between RF and WiFi link based on the col-
lected evaluation results during 1000 h. Afterwards, the 
metrics of PLR, PFR and PFH are analysed for the reliability 
of the long-term operation of our proposed system.

4.1  Robustness of RSSI and RTT 

4.1.1  RSSI analysis

Figure  5 shows the statistic analysis of the entire test 
packets sent and received at each locations. According to 
Fig. 5a, it can be observed that the RSSI of location 1 to 
location 3 fluctuate significantly, due to the RF signal that 
had to penetrate several walls and warehouse working 
zones to reach the SDs. While the SD on location 4 was just 
above the SF, showed a better RSSI than other 3 locations. 

(4)PFR =
NF

NT

.

(5)PFH =
NF

NHours

,

Figure  5b statistically analyzed the RSSI for the signal 
connected to the WiFi router. Compared to RF link, over-
all WiFi RSSI (> −  90 dBm) is better than RF RSSI (< −  90 
dBm) for our specific system hardware setup according to 
Fig. 5b. It can be observed that location 4 also has a better 
RSSI than other 3 locations, due to the same reason as RF 
link, that the WiFi router located in the server room (see 
Fig. 3) is closer to location 4, where signal only penetrates 
through office ceilings rather than metal racks or operat-
ing machineries.

4.1.2  RTT analysis

Figure 6 shows the preliminary results of WiFi RTT. In order 
to statistically analyze the preliminary results, a boxplot 
is presented in Fig. 7. In Fig. 7, the WiFi RTT as the sum of 
Local Router (LR) RTT (i.e., tPSF + tAcc + tWFTR + tPSD + tWFRT ), 
and Cloud Link (CL) RTT (i.e., tCD ) is separately analyzed. 
The RTT of WiFi link was significantly varied due to the 
time spent on local router access and cloud server access 

Fig. 5  Statistic boxplot of overall RSSI for RF (a) and WiFi (b) link
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Fig. 6  Preliminary results of WiFi link RTT 
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Fig. 7  Statistic boxplot of RTT for local router access (a), cloud link 
(b) and RF (c)
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according to Fig. 7a, b respectively. However, it is impor-
tant to note that the mean time of CL RTT is around 55 ms, 
which is approximate 4 times higher than the mean time 
of LR RTT. Based on Fig. 7c, RF RTT is varied at around 45 
ms despite the location of SDs, and it is also much more 
stable than the time spent in WiFi link. According to Figs. 5 
and 7, it can be concluded that (1) RF signal strength is 
worse affected by the environment compared to WiFi sig-
nal but the RF RTT is more stable than WiFi link; and (2) 
RTT for both RF and WiFi link is not significantly impacted 
to the locations of the SDs as long as the wireless com-
munication link existed.

4.2  Reliability of long‑term operation

Reliability is one of the most important considerations 
for FAS. In this section, long-term evaluation for reliabil-
ity is shown in Fig. 8. The cumulative numbers of packet 
loss for RF and WiFi link are presented in Fig. 8a, b respec-
tively. It can be observed that both RF and WiFi links suf-
fered from packets loss in all 4 locations and the number 
of cumulative loss packets approximately increase line-
arly at similar rate. Figure 8c shows the number of cumu-
lative system failure where both RF and WiFi link failed to 
deliver the test packet. It is clear that the order of magni-
tude ( ∼ 101 ) of system failure is significantly less than the 
order of magnitude ( ∼ 103–104 ) of packet loss for RF or 

WiFi link alone during 1000 h test. The results confirmed 
the significant risk that current wireless communication 
used in FAS without a fail-safe solution, could introduce 
key information loss during the operation of FAS.

In order to analyze the reliability of the proposed 
system, Table 2 summarized and compared the metrics 
of PLR, PFR and PFH based on Eqs. (3), (4), and (5). It is 
worth addressing that, the PFH was defined as the fail-
ure of communication for a loss of ACK rather than the 
failure of the FAS system. the message was considered 
as lost due to the absence of ACK. However, in reality, 
according to [5] for commercial wireless communication 
based FAS, the requirement of message delivery time 
for fire event status between FACP must be less than 
100 s, which means at least 1 out of 33 status data pack-
ets must be delivered within 100 s. In this case, it is far 
more sufficient for our proposed prototype to deliver 
the message based on our test results. Thus, the results 
in Table 2 confirmed our proposed prototype was able to 
significantly reduce the chance of key information loss 
compared to using RF or WiFi alone, therefore, to provide 
better reliability performance for IoT based FAS.

5  Conclusions

In this paper, the recent works on IoT based FAS were 
firstly reviewed. The need to develop a specific system 
with IoT capabilities, that has high reliability and low 
latency for the fire safety industry, was pointed out. 
Inspired by the design found in Sect. 1.1, the system 
architecture and system prototype to achieve the high 
reliability and low latency requirements were proposed. 
In order to prove such achievements, a long-term evalu-
ations in an industrial estate for its robustness of latency 
and reliability were conducted. It was proved according 
to the experimental results that the proposed system 
was able to reduce the chance of key information loss, 
and satisfy current fire safety standard on wireless infor-
mation transfer in FAS.

Future work will focus on: (1) reducing the WiFi router 
accessing time to minimise the overall WiFi link communi-
cation RTT; (2) providing multiple internet access options 
(i.e., ethernet, cellular network, etc.,) at the same time to 
ensure fail-safe internet link; (3) conducting further experi-
ments to evaluate the system performance in an industrial 
park with multiple infrastructure or a residential zone with 
estate blocks, to demonstrate the potential deployment 
of such system for a larger scale, rather than in a single 
building; and (4) exploring suitable cyber-security means 
to be applied to the proposed wireless communication 
architecture.

Test Hours [h]

(a) RF PACKET LOSS (b) WiFi PACKET LOSS (c) System Failure
Nu

m
be

r o
f E

ve
nt

s

Fig. 8  The cumulative packet loss and the communication failures 
versus the testing time period with comparison of 4 locations

Table 2  Reliability metrics performance

Location PLR (RF) (%) PLR (WiFi) (%) PFR (System) (%) PFH (/h)

1 1.000 0.871 1.5 ×  10−3 0.018
2 0.979 0.788 1.3 ×  10−3 0.015
3 0.989 0.711 1.8 ×  10−3 0.022
4 0.793 0.865 1.0 ×  10−3 0.012
Overall 0.940 0.809 1.4 ×  10−3 0.017
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