Novel Haptic Interfaces
and their Impact on

Perception and Performance

¥ | Brunel
%2 | University
M London

Jens Maiero

Department of Computer Science

Brunel University London

A thesis submitted for the degree of
Doctor of Philosophy

Brunel University April 2021



Abstract

This thesis explores novel haptic user interfaces for touchscreens, virtual and remote envir-
onments (VE and RE). All feedback modalities have been designed to study performance
and perception while focusing on integrating an additional sensory channel - the sense of
touch. Related work has shown that tactile stimuli can increase performance and usability
when interacting with a touchscreen. It was also shown that perceptual aspects in virtual
environments could be improved by haptic feedback. Motivated by previous findings, this
thesis examines the versatility of haptic feedback approaches. For this purpose, five haptic
interfaces from two application areas are presented. Research methods from prototyping
and experimental design are discussed and applied. These methods are used to create and

evaluate the interfaces; therefore, seven experiments have been performed.

All five prototypes use a unique feedback approach. While three haptic user interfaces
designed for touchscreen interaction address the fingers, two interfaces developed for
VE and RE target the feet. Within touchscreen interaction, an actuated touchscreen
is presented, and study shows the limits and perceptibility of geometric shapes. The
combination of elastic materials and a touchscreen is examined with the second interface.
A psychophysical study has been conducted to highlight the potentials of the interface.
The back of a smartphone is used for haptic feedback in the third prototype. Besides a
psychophysical study, it is found that the touch accuracy could be increased. Interfaces
presented in the second application area also highlight the versatility of haptic feedback.
The sides of the feet are stimulated in the first prototype. They are used to provide
proximity information of remote environments sensed by a telepresence robot. In a study,
it was found that spatial awareness could be increased. Finally, the soles of the feet are
stimulated. A designed foot platform that provides several feedback modalities shows

that self-motion perception can be increased.
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Chapter 1

Introduction

New technologies have grown immensely in recent decades. Most people use a smartphone
for everyday things. Virtual environments allow users to immerse themselves in computer-
generated worlds and meet with others. Telepresence systems allow users to attend remote
events in person. Robots and artificial intelligence are other strong trends that reflect the
impact of digitalisation. From a philosophical point of view, it can be said that computers
and humans have become closer in recent years. Somehow, what used to be science
fiction is now reality. However, what does the interaction between humans and computers
actually look like? Will perception and performance be improved when multiple senses
are used for interaction? This thesis presents five novel haptic user interfaces that show
that engaging the sense of touch positively affects touchscreen interaction and perception

in virtual and remote environments.

1.1 Context and Motivation

Looking briefly at the history of human-computer interaction (HCI) [Mye98], it can be
seen that people have been searching for more effective ways of interacting with computers
ever since the beginning of the computer era. The first computing operations were realized

using punched card systems, and there was no human-computer interaction in the way
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that it is understood today. At that time, computers were used to perform specific tasks,
sequentially, and only a few experts were able to operate them. With the first personal
computers, such as the Apple 2 (1977) and the IBM PC (1981), a command-line was used
to operate and interact with the operating system. Although the first research results
on graphical user interfaces were already available at this time, they were not included
in their systems. In December 1968, at the Stanford Research Institute in California,
Doug Engelbart gave a legendary demonstration of how to control content on a computer
monitor with a mouse [EEGS]. However, it was still time before a graphical user interface

(GUI) was available to a mass audience.

In the 1970s, graphical user interfaces were developed at the Californian Research Center
Xerox PARC. However, for some reason, GUIs were not accepted by the market. In 1983,
the Apple Lisa brought in first ideas of graphical user interfaces, and one year later, the
Apple Macintosh was born. Two years later, Microsoft also presented the first version of
Windows however, the graphical user interface’s concept and implementation were not
very user-friendly. The successor version, Windows 3.1; received more acceptance from
users. However, the breakthrough came with Windows 95 and the introduction of the
start button. Since then, human-computer interaction has continued to evolve, and rapid

development has continued.

Mobile phones, later smartphones, have had a significant influence on HCI. The first mobile
phones appeared in 1983 (Motorola DynaTAC 8000X), obviously without a touchscreen.
The first smartphone (Apple iPhone) with a touchscreen, appeared in 2007, when Apple
also introduced gesture-based interaction using touchscreens. Google presented the first
Android smartphone about a year later. Multitouch gestures, such as pinch to zoom or
rotate, are now indispensable. Early mobile phones had physical buttons to interact with.
Display and interaction were physically decoupled. With the introduction of touchscreens,
it became possible to combine display and interaction within a single device. However,
feeling a button and sensing physical events has an impact on perceptual and performance
aspects. That is why many researchers have been working on recreating precisely these
lost properties as closely as possible. For example, vibration motors are used to enrich
graphical user interface (GUI) elements with tactile feedback; even blind people can
benefit. They are much more dependent on the haptic exploration. It seems that the

combination of touchscreen interaction with haptic feedback has much potential.

However, haptic feedback can also be useful in other areas. When looking at the history
of virtual reality (VR), it becomes clear that the rendering of physical properties, for
instance, feeling textures, will enhance the experience. A milestone in VR history was
the head-mounted display (HMD) by Ivan Sutherland in 1968. His stereoscopic display
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system made it possible to perceive three-dimensional environments visually. In the 1980s,
it was realised that there was more to VR than just visual stimuli and other senses began
to be included; for example, data gloves were explored. Since around 2010, starting with
Oculus Rift, there was another VR hype. Alongside stereoscopic displays, HMDs were
now available on the consumer market and affordable for everyone. While photorealistic
three-dimensional environments can be rendered almost in real-time, the representation
of physical properties, for example, not just seeing objects but also feeling them, is still

an open issue in this domain.

Interaction, including haptic interaction and exploration, with a computer has been
formalized over time; two models will be presented to demonstrate how interaction works.
Interaction is a dynamic action that adapts inputs through a dialogue with feedback and
provides corresponding results. In particular, haptic feedback aims at either changing a
perceptual state or improving interaction performance. Norman’s model [Nor13] focuses
on the user’s view, his interaction model consists of six stages per cycle. Each cycle begins
with an execution part intended to achieve an established goal: (i) form the intention, (ii)
specify the action sequence and (iii) execute the action. This is followed by an evaluation
part: (i) perceive the system state, (ii) interpret the system state and (iii) evaluate the
system state with respect to the goals. Norman introduced the terms gulf of execution
and gulf of evaluation to provide an understanding of interface failures, while the gulf
of execution refers to a misinterpretation of the functionalities provided by the system
and how to use them, the gulf of evaluation is the difference between the physical state
or feedback, and the state assumed by the user. It is important when designing haptic
user interfaces to know and consider these possible failures. Abowd and Beale’s model
[DFABO04] is a universal version of Norman’s interaction model which has four components:
(i) user, (ii) input, (iii) system and (iv) output. Each component has its own language.
An interaction cycle starts with the user’s input; the input pursues a certain goal. In this
context, a failure in the interface or in the interaction, is understood as a misinterpretation

or mistranslation of the corresponding language.

The interaction models presented above are based on the fact that users can perceive and
communicate with their world. A person’s senses are used to interact with and in the real
world; they help individuals communicate with other people and perform everyday tasks.
Humans have five senses: sight, hearing, taste, smell and touch [Gol10]. In principle, the
senses all function on a similar principle. Environmental stimuli such as light or odours
are converted by the appropriate sense, into electrical neural signals that then reach the
brain through the nervous system and are processed there [Goll0]. Each sensory organ

has evolved its method of transforming an environmental stimulus. The eyes have rods
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and cones, while the ear converts vibrations through various stages, into nerve signals.
The olfactory mucosa and the taste buds transmit smell and taste to the brain. The skin
works differently, as it consists of thermoreceptors (hot and cold), nociceptors (pain) and
mechanoreceptors (pressure), which convert the stimuli into nerve signals. Although the
entire body has these receptors, some areas are more sensitive than others [DFABO04].
Kinaesthesia is a further, little known part of the sense of touch, which is the awareness

of the body and limbs’ position.

After this brief excursion into human physiology, we return to interaction with computers
and look at the sensory channels most commonly used in HCI. The visual and auditory
channels dominate in HCI [Sut03] which is in line with the discussion about the hierarchy
of the senses, which has existed since Aristotle [Gru08]. However, when considering this
order from a technological point of view, it should also be considered that visual and
auditory sensations are more straightforward to synthesise than haptics. Of course, tactile
feedback can easily be generated using vibration motors, but if looking at the simulation
of real properties, haptic feedback becomes difficult. This is due to the fact that visual and
auditory sensations are perceived by specialised organs, the eyes and ears. In contrast, a
sensation of force can be perceived anywhere on the human body and is therefore directly
related to physical contact [Gru08]. Another difference that makes haptic interaction
fascinating is that it has a unique property compared to our other senses: interaction is
bi-directional, for example, in manipulation tasks or when pressing a button. In both

cases, input and output occur at the same location at our body [EOEC11].

Interacting with multiple senses leads to various concepts; to avoid confusion, four
often used in this context will be introduced: multimedia, mulsemedia, multimodal and
multisensory. The following explanations are inspired by [OSC*17]. The term multimedia
is probably the first that has been established. Multimedia is a communication of
information that uses more than one medium. It is rather a passive way of interaction
and focuses on the system components. Whereas multimedia applications are mostly
bi-sensorial in nature, mulsemedia applications are those that engage three (or more) of
our senses [GTLG14]. In multimodal interaction, the focus is on modalities such as speech,
gesture, touch or gaze. Multiple senses are not necessarily involved, in the definition by
Oviatt et al. [OSCT17], it is assumed that the motor system is involved in the interaction.
Multisensory interaction is a more general term and describes an interaction that is based
on more than one sensory channel and is in comparison to multimedia more active. If we
look at the haptic interfaces that have been developed in the context of this thesis, they
can mainly be classified into two of the categories explained above, namely multisensory

and multimodal.
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When considering the potential of the sense of touch, the haptic sensation has many
convincing aspects - haptic feedback can bring a wide range of improvements. This is
why researching novel interfaces that address particular challenges is so important. For
example, haptic perception can increase presence, which is especially important for virtual
environments and for telepresence scenarios in remote environments to represent the
whole rather than just a part. Furthermore, the sense of touch allows us to explore the
world and objects. This is often referred to as active touch. Not just seeing objects on a
touchscreen but also feeling them would be a huge step forward in HCI. Sensing geometry
on a touchscreen would not only help blind people but could also create new interaction
metaphors. It would be possible to interact with content and information without looking
at the display (eyes-off). In this case, the eyes could be used for something different.
Another point that makes haptic interaction so interesting is to feel and sense objects
or people who are not in the same room. Haptic feedback could make it possible to feel
textures of objects without owning them or interacting emotionally with close friends or
acquaintances. Moreover, haptic feedback is essential when controlling robots in dangerous
areas or during remote maintenance in order to take the right action. The sense of touch
is incredibly versatile and offers a broad spectrum for interacting with a computer, so why

not explore these possibilities further?

As already mentioned, the field of haptic exploration is extremely diverse, which is why
we want to narrow the focus of this thesis to haptic feedback for hands and feet. Besides,
we have chosen two application areas as the focus of this thesis. Both application areas
(touchscreens and virtual /remote environments) were preferred because we see great
potential in these areas. In the next section, the aims and objectives of the thesis are
discussed and linked to the five prototypes implemented, which are presented later in the

main chapters.

1.2 Aims and Objectives

In line with the above, the aim is to find the right balance, that combines already
established interaction approaches and technologies with novel methods and interfaces,
focusing on haptic interfaces. This means that we are looking for haptic feedback methods,
concepts and technologies that can increase performance, enhance perception and improve
user experience. We expect that applying these concepts will shift the focus more to the
users, and novel haptic interfaces could be created. Exploring this subject also means that

various aspects of several scientific areas are included and required. These scientific areas
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are outlined in Figure 1.1, which shows the three main research fields (human factors,

technology and computer science) in the context of haptic interaction.

Haptic exploration

Human Factors

[ Psychophysics ]

Prototyping

Technology

[Computer Science

Data Analysis

[Sensors and Actuators]

Figure 1.1: Classification of the individual areas that are important in this thesis. The
three main areas important for researching haptic feedback are human factors, technology
and computer science.

How the three research fields (see Figure 1.1) relate to Norman’s interaction model [Nor13]
to design haptic feedback is explained below. In the haptic feedback principle applied in

this thesis (see grey circle in Figure 1.1):

Human: A user is at the beginning. A person wants to achieve a particular objective or
experience something specific by interacting with a machine: an action that serves

as an input for the system.

Computer science: The user’s intention is passed on to the machine through sensors.
Then, an algorithm calculates the output state, which is passed to an actuator using

a micro-controller.

Technology: An actuator passed on the stimulus to the user. The user adjusts his/her

input accordingly through the feedback - which in turn serves as new input.



1.2 Aims and Objectives 7

Further disciplines can be found in Figure 1.1. They are just as important and are needed
to achieve the objectives of the thesis. Therefore, besides the theoretical interaction model,

creating prototypes, their design and evaluation are essential disciplines.

To explore a number of parameters, the two application areas were identified. Both areas
will be referred to as focus areas in the following and will be presented in the two main
chapters Chapter 4 and Chapter 5. The first focus area explores the combination of haptic
feedback with touchscreens, as found in smartphones. For this purpose, three novel haptic
interfaces are being developed whose feedback spectrum exceeds current research. Each of
the three interfaces will follow a unique feedback approach. Hardware concepts will be
developed and studied regarding perception, performance and user experience. Haptic
feedback in this area focuses on the hands and fingers and attempts to solve common

challenges or provide new opportunities.

The second focus area follows the same principle of providing haptic feedback to explore
perception, performance and user experience. However, the focus in this case is more
on unconventional metaphors - developing concepts and prototypes to show how haptic
feedback to the feet can be applied in virtual and remote environments. Foot haptics
has great potential; the feet can be used as a reference system for navigation. Moreover,
foot-based feedback can enable hands-free interaction so that the users’ hands can be used

for other purposes.

Both aims and the five objectives are defined by the two focus areas and are reflected in the
research questions that have synthesised from the literature review (see Section 2.3). The

first three objectives belong to Chapter 4 while the last two are addressed in Chapter 5:

Aim 1: To develop novel haptic interfaces for touchscreens that provide a wide range of

feedback stimuli to enhance perception and thus improve performance (see Chapter 4).

Objective 1: Create a motion platform that actuates a rigid touchscreen to explore

the limits of haptic perception of geometric shapes (see Section 4.2)

Objective 2: Combine an elastic material with touchscreen interaction to create a

novel haptic experience in mid-air (see Section 4.3).

Objective 3: Implement a back-of-device approach for touchscreens, that allows

to improve touch accuracy and hence improve occlusion issues (Section 4.4).

Aim 2: Implementing haptic interfaces for the feet to explore self-motion perception and

spatial awareness in virtual and remote environments (see Chapter 5).
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Objective 4: Build a haptic foot platform that maps spatial data of a remote
environment sensed by a telepresence robot to increase spatial awareness (see

Section 5.2)

Objective 5: Explore the effect of haptic feedback combinations to the feet on

self-motion perception in virtual environments (see Section 5.3)

Based on these five objectives, several results have been achieved, including the design and
development of five novel prototypes in each of the focus areas. New aspects of perception
will be addressed in the course of evaluating these prototypes. Besides, it is intended to

propose various application scenarios that are considered valuable.

1.3 Thesis outline

This thesis consists of six chapters, the bibliography and the appendix. The developed
haptic prototype interfaces will be presented in the two main chapters together with the
results and evaluations of seven empirical studies. There is also a detailed overview and
analysis of the related work, the research methodology, a summary of the results in the
conclusion chapter, and finally future work and research directions. Most of the work
described in the main chapters has already been published (see List of publications). The

structure of the thesis is as follows:

Chapter 1 - Introduction: summarizes the subject area, provides a historical
overview and motivates research through the potential for involving further sensory

modalities in the interaction, followed by the aims and objectives.

Chapter 2 - Literature Review: provides an summary of the state-of-the-art of

all focus areas, resulting in the research questions.

Chapter 3 - Research Methodology: reflects quantitative and qualitative re-
search philosophies and describes research methods that have been applied in this
research. This includes e.g. methods originates psychophysic and prototyping as

well as experimental design.

Chapter 4 - Haptic Interfaces for Touchscreens: presents three metaphors
and prototypes that enable haptic feedback for touchscreens. Studies for evaluation

focus on the perception and broadening of system-specific performance parameters.
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Chapter 5 - Foot Haptic Interfaces for Virtual and Remote Environments:
studies the potential of feet-based feedback in virtual environments and telepresence
systems, mainly targeting the evaluation of the interfaces in terms of self-motion

perception and spatial awareness.

Chapter 6 - Conclusion: discusses the findings of the main chapters, summar-
izes them, and lists all the contributions achieved. Finally, it provides ideas and

recommendations for further research.



Chapter 2

Literature Review - Haptic User
Interfaces

This chapter provides an overview of haptic user interfaces (HUI) and associated interaction
methods and metaphors. It especially illustrates HUI’s impact on performance and
perception and highlights the need for additional research in our focus areas. Therefore,
essential related work is introduced, discussed, presented, and synthesized into research

questions.

The literature review starts with the fundamentals of haptic perception and the technic-
al/mechanical principles for generating haptic feedback. This is followed by a literature
review that looks into haptic interaction with touchscreens and explores foot-based haptic
feedback and interfaces for virtual and remote environments. A final section highlights
the thesis’s main direction, derived from the literature review, followed by the research
questions (see Section 2.3). The questions are the links to the two main chapters of this
thesis. The underlying methodology for composing the literature review can be found in
Chapter 3.



2.1 Fundamentals 11

2.1 Fundamentals

Basic principles of haptic perception and the key technologies for creating HUIs are
introduced in this section. Therefore, the first subsection looks at human physiology and
explain the sense of touch, which is essential for haptic interaction. After that, the key
technologies are presented; this includes the main actuation methods and how capacitive

touchscreens work.

2.1.1 Sense of Touch

The sense of touch is probably the most versatile and definitely the largest sense organ
of our body. It is distributed over the entire body, unlike the other senses, which are
centralized around specific parts of our body [EOECI1]. Haptic perception is often
neglected, but it is essential for survival - without the sense of touch, also called the
somatosensory system, we would not feel any injuries and would not even be able to
walk. Haptics refers to touch and it includes haptic interaction. Our haptic system uses
sensory information that comes from mechanoreceptors and thermoreceptors in the skin
and mechanoreceptors in muscles, tendons and joints [LIKK09]. The interpretation and
processing of these information allows us, for instance, to interact with object, to use
tools or to gesture. The somatosensory system consists of several perceptual channels,
including [Goll0]:

1. cutaneous senses (skin), which are responsible for perceptions such as touch, pain

and temperature that are normally produced by stimulation of the skin
2. proprioception, the ability to sense the position of the body and limbs

3. kinaesthesia, the ability to sense the movement of the body and limbs

The skin consists of two layers: the visible outer layer is called epidermis and mainly consists
of dead skin cells. Below the epidermis is the dermis. These two layers are responsible for
our haptic sensations; they contain four receptors that, for example, to perceive pressure,
tension, force and vibration. The four receptors are called mechanoreceptors: The Merkel
receptor and the Meissner corpuscle, are located close to the skin’s surface, while the
Ruffini cylinder and Pacinian corpuscle, are located deeper in the skin. Neural connections
transmit the signals along the thalamus to the somatosensory cortex where they are
processed. According to Goldstein, each of these four mechanoreceptors has a specific

task, a particular response behaviour and an assigned frequency (see Figure 2.1) [Gol10]:
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Merkel receptor is a disc-shaped receptor located close to the skin surface, it emits a
continuous signal as long as the stimulus is on; the Merkel receptor perceives fine

details and frequencies between 0.3-3 Hz.

Meissner corpuscle is a stacked receptor, which is also located near the skin surface.
In comparison to Merkel receptors, it only fires when a stimulus is sensed and when
it is removed. They perceive frequencies between 3-40 Hz and allow us to control

tools with our hands

Ruffini cylinder consists of multi-branched nerve fibres located within a cylinder. They
are located in the dermis, similar to the Merkel receptors they send a continuous
signal. They sense the stretching of the skin and respond to stimuli of frequencies
between 15-400 Hz.

Pacinian corpuscle is an onion-like receptor that surrounds a nerve fibre. The response
behaviour is similar to that of Meissner receptors, they fire to on and off. The
Pacinian corpuscle perceives vibrations and fine texture by finger movements; the

perceived frequency is between 10-500 Hz.

Merkel receptors Meissner corpuscle Ruffini cylinder Pacinian corpuscle

Epidermis

Fires to Fires to Fires to Fires to

continuous pressure “on” and “off” continuous pressure “on” and “off"
Perception Perception Perception Perception
Dermis > « Vibrati
et i tion
) ; atenter + Handgrip % f iora
* Fine details ‘ s P » Stretching « ‘
O SR e « Fine texture

by moving fingers *iti

Figure 2.1: Characteristics of the four mechanoreceptors located in our skin [Goll0].

According to Goldstein et al. the sense of touch can be divided further: there is tactile
perception, the perception of vibrations and surface structures and the perception of
objects [Goll0]. While tactile feedback is perceived through the cutaneous system,
i.e. the perception of surface textures and pressure sensations, force feedback is about
the mechanical generation of information perceived by the human kinaesthetic system
[EOEC11]. Vibrations such as those generated by vibration motors are referred to as

tactile feedback and can perceived to a frequency up to 250 Hz.Not every part of the body
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reacts equally to haptic stimuli; the different distribution and density of the receptors is
responsible for this. Considering our fingers, it can be seen that there are significantly
more Merkel receptors in the fingertip than in the palm. This means that the resolution of
tactile stimuli is higher at the fingertips than in the palm. The resolution can be measured
in a similar way to an eye test, but in this case, two-point discrimination is used. This
differs for each region of the body, on the calf or upper arm it is about 45mm, but less
than 5mm on the fingers [Wei68]. Mentioned above, our skin can also perceive vibrations,
responsible for this are the Pacinian corpuscle, which can react quickly to changes. The
perception of textures can be divided into two types: spatial cues and temporal cues.
Spatial cues are rather rough structures that can be recognized without active movements
just by touching them with the fingertips (for example, Braille). Whereas temporal
cues can perceive fine textures, hereby the surface is actively explored. In general, the
sensory system perceives sensations such as touch, temperature, and fingers’ position.
Whereas the motor system enables us to explore objects, e.g. to grasp an object, and the
cognitive system combines the information from the two previous systems, resulting in

the perception of an object [Goll0].

Alongside the described perception capabilities through the mechanoreceptors, the sense
of touch also offers the ability to sense a joint or limb’s motion, this called kinaesthesia.
Proprioception is often confused with kinaesthesia but refers to something different. While
kinaesthesia focuses on movements, proprioception is about the position and orientation
of limbs and the body. All of us know where in space our arms, hands or feet are located
without actively verifying. Mainly responsible for the two perceptive abilities are so-called
muscle spindles. They can perceive an stretching or contraction of the muscles [Gru08].
Another difference between those both is that proprioception is cognitive while kinaesthesia
is more behavioural. For example, to walk we need to actively start the behaviour, whereas

knowing where which limbs are is more passive.

Another aspect that should be considered is the time it takes for a stimulus to travel to the
cortex. For example, in the case of hearing and seeing, the stimulus travels for a certain
time outside the body, i.e. physically through space (i.e. 300000000 ms for vision vs.
330 ms for hearing), whereas in the case of the sense of touch, the stimulus is transported
directly within the body, i.e. nerve system only. In addition, the position of the eyes
and ears are at fixed parts of the body, while the skin is distributed over the whole body,
which leads to different travel times of a stimulus. Assuming a typical transmission speed
of 55 ms, will lead to a difference of about 30 ms between a stimulus perceived by either
the toes or the nose [MW11]. Harrar et al. showed that a tactile stimulus have different

latencies depending on the distance from the brain [HH05]. A more detailed explanation



2.1 Fundamentals 14

of their study is given in the following literature review. Despite the different travelling
times of the stimuli, surprisingly the reaction times on the different senses are quite similar.
According to Kosinski, the average reaction time on audio is 140ms to 160 ms , which
is faster than the reaction time of sight (180 ms to 200 ms) and touch (155ms) [Kos10].
The average times can of course vary, this is due to the complexity of the overall system
and therefore depends on various other factors such as the spatial separation between the
components of the stimuli, the complexity of the stimuli, whether it is speech or not and

also the semantic nature of the stimulus [MW11].

The physiology of the sense of touch was introduced in the previous paragraphs. It
was shown that the sense of touch is versatile and can, at least through its perceptual
prerequisites, support or even enrich the interaction with a computer. In the following,
tactile stimuli, vibrations and the perception of movements, such as force feedback or
spatial interaction, will be mentioned frequently; all of them are part of the somatosensory
perception. This chapter helps to better understand the perception of haptic feedback and
to evaluate its quality. In the main chapters, we will present five haptic user interfaces,
these ranges from flexible stimuli (see Section 4.3) and force feedback (see Section 4.2).
The presented prototypes also focus on different parts of the body, from finger (see

Section 4.4) to foot sensations (see Chapter 5).

2.1.2 Actuators

In line with the previous narrative, this subsection will further explore haptic perception
and interaction, in detail haptic feedback. Actuators can be considered as the motor
system of a machine. The main technologies are introduce in this subsection. We present
several systems which are based on different actuation methods. To illustrate the principle
of actuating, key concepts are presented: ranging from servo motors to piezo actuators
to electromagnetic motion. There are, of course, more approaches, but we would like to

concentrate on the most common and applied solutions in our field.

In this thesis servo motors were used to create haptic feedback [JKT"16], [LGBT16],
thus this paragraph deals with the basic principle of such motors. In contrast to a regular
electric motor, a servo motor can provide a desired position at a desired speed. This
high precision and efficiency control is often found in robotics and industrial production.
However, it can also be used to provide haptic feedback. A servo motor consists of four
main components: a control circuit, a regular motor, a gear assembly and a potentiometer
(sensor for positional feedback). The servo is controlled either analogously or digitally

[FL14]. For DC motors, the requested speed or position is achieved by the voltage applied.



2.1 Fundamentals 15

In the implemented prototypes, all servos were controlled using pulse width modulation
(PWM). This requires a pulse width voltage converter, which can convert varying pulse
widths to a respective voltage and thus control the speed or position. A potentiometer
measures the position, and in case that the current position deviates from the desired
position, additional voltage is applied to adjust the motor’s position. With this principle,

electrical energy can be converted into motion energy, which stimulates the sense of touch.

Piezo actuators have not been used in the implemented prototypes in this thesis, however,
they appear from time to time in related work [PMO03], [LOMT11], so we would like to
introduce the technology of piezoelectric actuators. Piezoelectric elementary cells change
dimensions when an electric potential is applied. The most common piezo actuators consist
of stacks of thin piezoceramic layers that expand when a voltage is applied. Depending
on the shape of the piezo element, linear and rotational movement can be achieved. Piezo
actuators can be controlled with pulse width modulation similar to servo motors. Looking
at an excerpt of the comparison of the two prototypes by Jang et al., it can be seen that
piezo actuators can achieve much higher accuracy at similar force while being quieter
[JKT*16].

Another frequently used actuator is a vibration motor, which is used to create tactile
feedback [GSKT20], [CBMBI16]. In principle, there are two different types of vibration
motors: eccentric rotating mass vibration motors (ERM) and linear resonant actuator
(LRA) [PT19]. ERM is a standard DC motor with an off-centered mass attached to a
shaft. When the motor is powered, the unbalanced mass creates a centric force. This force
is what we perceive as vibrations. While an ERM operates based on a mechanical motor,
an LRA moves a mass through an electrical signal. This signal activates an electromagnet
that attracts the mass. When the electromagnet is deactivated, it is returned to its original
position by a spring. This oscillating movement generates the vibration. Compared to an
ERM, a LRA has a direction in which the vibration is emitted, i.e. it is a linear vibration.
A key advantage of LRAs over ERMs, especially in terms of haptic feedback, is that they
start and stop immediately, whereas ERMs have a certain start and stop phase - this
is due to the DC motor. In both cases, vibrations can be described by two parameters:
frequency and amplitude. Both parameters are dependent on each other. The frequency
indicates how many oscillations ( rotary or linear) per second the motor makes. The
frequency influences the amplitude, i.e. the offset movement of the motor. Of course, this
depends on the mass of the object to which the vibration motor is attached, which is why

some manufacturers specify the amplitude of the motor for a 100g object *.

thttps://www.precisionmicrodrives.com /vibration-motors/ (last accessed 19th April 2021)


https://www.precisionmicrodrives.com/vibration-motors/
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Another technique for generating haptic feedback is using an electromagnetic actuator,
also known as a solenoid. A solenoid valve can be used to cause a discrete impact or to
realize a motor - we focus on a discrete impact [AS94]. A solenoid consists of a copper
wire wound into a coil. By applying current to the coil, a magnetic field around the coil is
created, forming a south and north pole - also called an electromagnet. To create a discrete
impulse, an additional iron core is needed which is placed inside the coil. Whenever the
electromagnet is activated, the iron core is moved in one direction, and an impact is
created. The higher the voltage, the higher the impact. In this way a stimulus can be

created similar to a small knock - we will use this approach later in Section 5.2.

There are other ways to create haptic feedback, for instance, magnetorheological fluid.
This fluid reacts to magnetism and can change its viscosity. When no magnetism is
present, the fluid is liquid; depending on the electromagnet’s strength, the fluid changes
its firmness from liquid to stiff. Typical reaction times are very fast, less than 2 ms. It
can therefore also be used for tactile feedback [JKB10]. The properties of magnetism can
also be used individually by using the properties of attraction and repulsion [ZDE16].
However, it should be kept in mind that the force is not linear to the distance. The
smaller the distance between the magnets, the stronger the force becomes and is therefore

difficult to control at low distances.

Finally, methods for changing friction properties of rigid surfaces are presented. This can
be done using two techniques: a) ultrasonic and b) electrovibrations. With ultrasonic,
the surface is brought into vibration, however, the frequencies are in the kH z range and
are thus significantly higher as the described vibrations above and can therefore no longer
be perceived as vibrations. The main principle of ultrasonic friction screens is that the
vibrations alter the contact phase between the finger and the screen [WF95]. This can lead
to a slippery or sticky feeling. Electrovibration, in contrast, generates an electrostatic field
which influences friction properties [KIP13]. The vibrations and resulting electrostatic

fields lead to similar perceptual phenomena as with utlrasonic.

In summary, it can be said that haptic feedback can be generated based on a variety of
actuators. Pneumatic and hydraulic actuators have not been considered in this summary;,
as they are not used frequently in the context of this research. Furthermore, it is difficult to
compare the presented actuators in detail, as they often evoke different haptic sensations,
which are used in different applications. Parameters such as response time, form factor,
weight, power consumption and force should be carefully considered before selecting an
actuator. Table 2.1 assigns the different actuators to related work and reflects on further

parameters.
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2.1.3 Touchscreen Technology

A main theme of this thesis’s research is to explore the combination of haptic feedback
with touchscreens. It is therefore essential to introduce base technologies of how to sense
touch events on a screen. The most well-known techniques are based on a resistive film or
on a capacitive mesh to sense a touch event. Further methods, such as touch panels rely on
optical sensors or panels based on electromagnetic induction. However, in this subsection,
we focus on capacitive touchscreens. These have become established for smartphones and
some of the prototypes developed use capacitive screens, for instance, to improve touch

accuracy (see Section 4.4).

There are two capacitive methods for determining a finger’s position on a touchscreen:
surface capacitive and projected capacitive. Both methods are based on a similar principle:
Sensors are used to detect small changes in the electrical current generated by touching
the screen, which changes electrostatic capacity. Surface capacitive technology is mainly
used for large screens and has a limited resolution. A transparent electrode film in the
display is necessary to determine the location of an event. Whenever a finger touches this
film, the capacitance changes and four electrodes placed at the corners can determine
the finger’s position. With this technology, it is challenging to calculate more than one

touchpoint.

On the other hand, projective capacitive screens can be found in smaller screens such as
smartphones [BO10]. This method achieve high-precision multi-touch functionality and
high response speed. Similar to surface capacitive technology, electrodes are also used in
this case, more precisely transparent electrodes. These electrodes are attached to the four
corners, but in a special pattern, a grid, so that far more electrodes can be used. They
are additionally divided into x-y layers. An IC chip is used to read the capacitance of the
individual electrodes. If a finger is detected, the intensity of the neighbouring electrodes
is interpolated to determine the position of the finger. Depending on the configuration
and number of electrodes, the resolution can vary, for instance, Kumar et al. presented
a deep learning approach that achieves an error offset of 2.35 mm [KMRL19]. In their
approach a Synaptics ClearPad 3350 with a 15x27 grid was used.

In this overview, the fundamentals have been presented, on which we will continue to build
later. In the following, related work will be presented that specifically deals with haptic
interaction in the context of this work, starting with the combination of touchscreens with
haptic feedback.



2.1 Fundamentals 18

Table 2.1: Structured overview about the main related work in the context of this
thesis, categorised in actuating technology, feedback type, research focus, body part and
application.

Reference Actuator Feedback type  Research focus Body part  Application

| [JKB10] | Electromagnets | tactile | GUI | finger | Desktop |
| [WRSS16] | Electrovibration | tactile | GUI/information | finger/hand | Pen-interaction |
| [CBMBI16] | Vibration motor (LRA) | tactile | hand writing | finger/hand | Pen-interaction |
| [PMO3] | Piezoelectric | tactile | GUI/gestures | finger | Touchscreen |
| [LMBS07] | Piezoelectric | tactile | GUI/gestures | finger/hand | Touchscreen \
| [YKO8] | Piezoelectric | tactile | texture/materials | finger | Pin-display |
| [PBKW18] | Piezoelectric | tactile | Blind interaction/spatial | finger | Braille display |
| [PH20] | Piezoelectric | tactile | Multitouch | finger | Touchscreen |
| [RGOB15] | Pneumatic | tactile | Blind interaction | finger | Braille display |
| [BCML15] | Servo motor | tactile | Blind interaction | finger | Braille display \
| [AS94] | Solenoid | tactile | Find targets | finger | Mouse |
| [TMMT12] | Sound | tactile | Walking experience | feet | Desktop \
| [CSLT13] | Ultrasound | tactile | GUI/information | hand/finger | Mid-air |
| [BCBO7] | Vibration motor (ERM) | tactile | Keyboard typing | finger | Touchscreen \
| [KLS09] | Vibration motor (ERM) | tactile | GUI/text | finger/hand | Pen-interaction |
| [NNTS12] | Vibration motor (ERM) | tactile | Presence/immersion | feet | VR \
| [VBVT12] | Vibration motor (ERM) | tactile | Information | feet | Blind navigation |
| [TBS13] | Vibration motor (ERM) | tactile | Realism | feet | VR \
| [CCKB15] | Vibration motor (ERM) | tactile | Eyes-free | finger | Touchscreen |
| [GSK'20] | Vibration motor (ERM) | tactile | Keyboard typing | finger/wrist | VR |
| [VTBC20] | Vibration motor (ERM) | tactile | Information | feet | Haptic discrimination |
| [GMPT13] | Vortex rings | tactile | Entertainment | body | Mid-air |
| [SGBT18] | Magnetic fluid | force feedback | Ground firmness | feet | VR \
| [YNO1] | Motor | force feedback | Ground properties | feet | VR \
| [JS19] | Motor (falcon) | force feedback | Manipulation | hand | Desktop |
| [KIP13] | Servo motor | force feedback | 3d features | finger | Touchscreen |
| [SPB14] | Servo motor | force feedback | 3d features/information | finger | VR |
| [WTC*20] | Solenoid valve (air) | force feedback | Ground firmness/Medical | feet | VR \
| [FLOT13] | Motorized potentiometer | tactile/force | Dynamic Affordances | hand | Pin-display |
| [NFMT19] | Motorized potentiometer | tactile/force | Dynamic Affordances | hand | Pin-display |
| [JKT*16] | Piezoelectric/Servo motor | tactile/force | Dynamic Affordances | finger | Touchscreen |
| [MNYT09] | Servo motor | tactile/force | Textures/heights | finger | Mouse |
| [BHSO16] | Servo motor | tactile/force | 3d shape rendering | finger | VR |
| [SHS16] | Spandex | elastic | Info