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1 Introduction 
 
Let  be a simply-connected domain of the complex plane C, whose boundary  is a closed Ω Ω∂
Jordan curve, and let . Then, by the Riemann mapping theorem, there exists a unique conformal Ωζ∈
mapping w= (z) of onto a disc { w: |w| < , }, such that ζf Ω ζr

 =0,   =1. )ζ(ζf )ζ('ζf

The radius  of this disc is called the conformal radius of ζr Ω  with respect to ζ . 

For the inner product 
 ,)()(:),( dmzhzghg ∫∫Ω=  

Where dm is the 2-dimensional Lebesgue measure, we consider the Hilbert space 

 L2(Ω ):={g : g analytic in Ω  , || g ||2 = ( g , g  ) < ∞  } . 

Let K( z , ) denote the Bergman kernel function of ζ Ω  which has the reproducing property 
 
 g( ) = ( g, k (·, )),          (1.1) ζ ζ ).(2 Ω∈∀ Lg
 

(cf. [1], [3], [4], [8]). Then it is known (cf. [4, p.34]) that  = ( and that for z  ζr
2/1))ζ,ζ( −Κπ Ω∈
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 Next letQ  be the sequence of orthonormal polynomials for the ,0,...)( >+= n

n
nn zz γγ

inner product ( · , · ) ,  ie. 
.)()( ,1 lkk dmzQzQ δ=∫∫ Ω  

Since  is a Jordan region, it is known ( cf. [4, p. 17 ] ) that  forms a complete orthonormal Ω ∞
0}{ nQ

system for L2(Ω ) and consequently, from the reproducing property (1.1), that  has the Lζ),.K( 2(Ω)- 
convergent Fourier series expansion 
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 The Bieberbach polynomials nπ  for Ω  are defined by 
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Where ),.(1 ζ−nK denotes the partial Fourier sum 
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and provide approximations to the mapping function  in the sense thatζf ζπ fn →  locally uniformly in 
Ω  ( cf. [4, p.34 ] ). The latter is a direct consequence of the fact that convergence in the norm of 
L2(Ω ) implies uniform convergence on each compact subset of Ω   (cf. [4, p. 26 ] ). More generally, if 

∞
1}j{s   is any complete orthonormal system for L2 (Ω ) and 

∫
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then ζπ fn →ˆ  locally uniformly in Ω  (cf. [4, p.32 ] ). 

In practice the success of the above method for approximating  depends critically on the ζf
choice of the denning orthonormal system. In particular, if the mapping function  has singularities  ζf
either on the boundary  or close to  in C \ Ω∂ Ω∂ Ω , then it is essential that the orthonormal system 
contains functions that reflect the corresponding singularities of  (cf. [7], [9], [10]). For this )ζ,.(K
reason, the problem of determining the location and nature of the singularities of  is of considerable ζf
practical interest. 

The purpose of this paper is to describe the asymptotic behaviour  of the zeros of )( ∞→nas
the Bieberbach polynomials ,nπ , and also of the zeros of certain rational approximants ,nπ of the type 
studied in [7], [9] and [10] ( see also [4, p.36 ] ). Our results show that the distributions of these zeros, 
and also of the zeros of the derivatives  and  are governed by the location of the singularities of '

nπ ,ˆ '
nπ

the mapping function  in C \ Ω . From the more practical point of view, the results of several ξf
numerical experiments indicate that the distributions of the zeros of nπ  and 'nπ  can help to determine 
the approximate location of these singularities. 

The paper is organized as follows: Section 2 contains the statements of our main result concern- 
ing the zeros of Bieberbach polynomials (Theorem 2.2 ) and of an intermediate result (Theorem 2.1) 
which is needed for our proofs. In Section 3 we present three examples illustrating the results stated in 
Section 2, and make several observations regarding the distributions of the zeros of nπ  and 'nπ  in rela- 
tion to the singularities of  . In Section 4 we give the proofs of Theorems 2.1 and 2.2. Finally, in ξf
Section 5 we treat the problem of the distribution of zeros of rational approximants nπ̂ of  the type stu- 
died in [7], [9], and [10]. 

Our main results will be given in terms of a normalized counting measure for zeros, which is 
defined as follows: If P is a polynomial of degree n with zeros z1, z2, . . . . zn ( some of which may be 
repeated), then the measure v(P) is defined by 

 v(P)(B) := .1
n [ # of zeros of P in B ] ,     (1.6) 

 for any Borel set B ⊆  C. Thus, v(P) is a probability measure on the Borel subsets of C. 
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2 Statements of Results for Bieberbach Polynomials 

 
Let w = ф(z) denote the conformal mapping of D := Ω\C onto { w : | w | > 1 }, normalized by 

ф  and ∞=∞)( ,0)( >∞′φ  and observe that the Green  function of D with pole at  is given by ∞

.|(z)|log),( φ=∞zg D  Further, for each  σ > 1, let  Гσ  denote genetically the locus 

 },log),(g:{z}|(z):|{: D σσσσ =∞===Γ zz      (2.1) 
and set  Finally, let  denote the collection of points interior to the level curve . .:1 Ω∂=Γ σΩ σΓ

For the compact set ,1, >Ω σσ there exists a unique probability measure σµ  supported on  σΓ
that minimizes the energy integral 

∫∫ −−= )()(||log:][ 1 tdzdtzI µµµ     (2.2) 

over all probability measures supported on σΩ  ( cf. [5, § 16.4 ], [13] ). The measure σµ is called the 
equilibrium distribution for σΩ  and the logarithmic capacity of σΩ  is definned by 

]).µ[exp(:)(
__

σσ Ι−=Ωcap     (2.3) 

In terms of the mapping function  we have that Φ

cap ).(/)( ' ∞Φ=Ω σσ      (2.4) 

Before giving our main result it is convenient to state 
 
Theorem 2.1   With the notations and assumptions of Section I, 

),1(
ρ
1|)ζ(|suplim /1 <=

∞→

n
n

n
Q      (2.5) 

where )1(ρ > ) is the largest index such that  has an analytic ( single-valued) extension throughout ζf
  .ρΩ

Notice that  if has a singularity on , then ζf ,1 Ω∂=Γ ρ = 1. Moreover, if ρ < ∞ , then has at least ζf

one singularity on   .pΓ

We can now state our main result concerning the zeros of Bieberbach polynomials. 
Theorem 2.2 Suppose that the constant ρ  of Theorem 2.1 is finite and let A ⊆  N be a sequence for 
which 

.1|)(|lim /1

ρ
ζ =

∈
∞→

n
n

An
n

Q  (2.6) 

Then in the weak-star topology of measures, the normalizing counting measures for the zeros of nπ  

 and  satisfy n
'π

( ) ( ) ,,,'
11 Α∈∞→→∗→∗ −− nnasvandv nn ρρ µπµπ      (2.7)  
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Where  is the equilibrium distribution for ρµ .pΩ  

  In (2.7), the first convergence means that 

  ∫ ∫=+

∈
∞→ ρµπ dfdvf n

An
n

)(lim 1

for every function  f  continuous on C having compact support. From this it follows (cf. [6, pp. 8,9] ) 
that if B is any Borel set, then 

 ),(µ))(π(suplim))(π(inflim)(µ ρ11

0

ρ BBvBvB n
n

n
n

<<< +
∞→

+
∞→

 

o
B  denotes the interior of B. where 

Since supp ,)( ρµ Γ=p , we immediately deduce from (2.7) the following. 
 
Corollary 2.3 With p as in Theorem 2.2, every point on ρΓ  is an accumulation point of the zeros of 

the Bieberbach polynomials and of the derived sequence  Consequently, ∞
0}π{ n

∞
1

' }{ nπ 0}{ ∞nπ  can-

not converge uniformly in any neighbourhood containing a point of .ρΓ  
 
Remark 1 Theorem 2.2 (and Corollary 2.3 ) does not preclude the possibility that there exist accu-
mulation points of zeros of  or  that lie off of the level curve }π{ n }π{ '

n .ρΓ  However, the number of 
zeros of  and of  that can lie on a given compact set disjoint from  is o (n). Λ∈+ nn }π{ 1 Λ∈+ n}π{ '

1n ρΓ

Remark 2 For p > 1, Corollary 2.3 also follows from the maximal geometric convergence of the 

sequences  and and Walsh's extension of the Jentzsch theorem [15]. However, this ∞
0}π{ n

∞
1

' }π{ n

argument does not apply to the important case p = 1. 
 
3 Examples 

 
3.1   Consider the case where = { z : | z | < l } .  Then Ω

,...,1,0,
π

1)( =
+

= nznzQ n
n  

and hence 
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,
ζ1
ζ|ζ|1()( 2

ζ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
−

−=
z

zzf  

so that the mapping function  has a simple pole at the point z = ζf ζ/1  but is otherwise analytic in the 
extended plane. Therefore: 

 
(i)  Since Φ (z) = z, the constant p in Theorems 2.1 and 2.2 is 

.
|ζ|

1
=p  

This is, indeed, the reciprocal of 

 .|ζ||ζ
π

1|lim|)ζ(|lim /1/1 =
+

=
→∞→∞

nn

n

n
nn

nQ  

(ii)  If ,0≠ζ  then according to Theorem 2.2 ( which holds with  ) N=Λ

 ,µ)'(µ)( /1

*

/1

*

ζζ ππ →→ nn vandv  

where ||/1 ζµ  is the equilibrium distribution 
for the disc .|ζ|/1|| <z  That is, 

 
 

,
π2
|ζ|µ |ζ/|1 dsd =

where s denotes arc length on the circle .|ζ|/1|| =z  In other words,  is the uniform distribu-||/1µ ζd
tion on the circle ζ  This limit behaviour can be verified directly from the explicit formulae 
for  ).(π)}ζ,ζ(/)ζ,({)(π 1

' zandkzkz nnn −= 1n−

3.2 Let  be the rectangleΩ Ω  = { z =x + iy ; \ x \ < 2 , \ y \ < 1 } and set ζ = 0. Then, the 
mapping function f0 is analytic on Ω∂ , but its analytic extension has a simple pole at each of 
the points 

z = 2 ( 2 k + i l ) ,  k  , 1  = 0 , ± 1 , ± 2 , . . . ,  k + l = o d d .  
Thus, the singularities of f0 nearest to Ω∂  occur at the points z = ±2i and, consequently, the value of  
ρ in Theorems 2.1 and 2.2 is (to 5 significant digits ) 

4095.1)2(ρ =Φ= i  

(cf.[10,p.662]). 
 In Figure 1 we have plotted the zeros of the Bieberbach polynomials  and  and in Figure 2 17π 29π
those of their derivatives  and  These zeros were obtained by using the Fortran conformal  17'π .'π 29

mapping package BKMPACK of Warby [16] ( for computing the Bieberbach polynomials ) and the     
NAG zero finding subroutine C02AEF. 

Figures 3 and 4 contain, respectively, plots of the images of the zeros of  (with the 2917 π,π
exception of z = 0 ) and of , under the conformal map ф: C \17'π ,'π 29 }.1||:{ >→Ω ww  These images 
were obtained from an accurate approximation to ф, which was sagain computed by using 
BKMPACK
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 (a) n =17 (b)   n=29 

 
 

 
Figure 1: Zeros of   nπ
 
 
 
 
 
 

 
 
 
 (a) n = 17 (b)   n = 29 

 
 

Figure 2 : Zeros of  'πn
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 (a) n=17 (b) n=29 

 
 
 
Figure 3 : Images of zeros of  nπ  
 
 
 
 
 
 

 
 
 
 

(a) n=17 (b)   n =29 
 
 
Figure 4 : Images of zeros of  '

nπ
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      We observe the following in connection with the plots in Figures 1-4 : 
      (i) The plots in Figures 3 and 4 illustrate the position of the images of the zeros relative to  the 
circles  | w| = 1 and | w | = P = 1.4095, and hence the closeness of the zeros to the level curve ρΓ . 

      (ii) As predicted by Theorem 2.2, the zeros of the Bieberbach polynomials appear to be 
approaching the level curve  that corresponds to the nearest singularities of fρΓ 0. Although the zeros 
appear to thin out near the two singular points ±2i, where  f0  becomes unbounded, Theorem 2.2 
assures us that they do approach these points as n increases. 

(iii) The behaviour of the zeros of the derivatives is similar to that described above, except that 
now there is always a zero close to each of the four corners of  Ω  . This reflects the fact that  f0'  is zero 
at each of these points. 

 
3.3 LetΩ be the L-shaped domain illustrated in Figure 5 and take .0=ζ  In this case, the map-

ping function f0 has a branch point singularity at the re-entrant corner zc = 1 , in the sense that 
.,)()()( 3/2

00 ccc zzaszzzfzf →−−−  

In addition, f0 has simple pole singularities in Ω\C , of which the closest to  occur at the points Ω∂

]). p.663 [10,.cf(1 l±−  Since f0 has a singularity on Ω∂=Γ1 , it follows that  in Theorems 2.1 1ρ =
and 2.2. 
 
 
 
 

 
 

Figure 5 : L-shaped region Ω  
 

In Figure 6 we have plotted the zeros of the Bieberbach polynomials 13π  and 23π  and in Figure 7 
those of their derivatives 13'π  and 23'π . These zeros were again computed by using the conformal 
mapping package BKMPACK and the NAG zero finding routine C02AEF . 
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(a) n = 13 (b)   n = 23 

 
 

Figure 6 : Zeros of nπ  
 
 
 
 

 
 
 
 
(a) n = 13 (b)   n = 23 

 
 
Figure 7: Zeros of  '

nπ
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 As predicted by Theorem 2.2, the zeros of both the Bieberbach polynomials and their derivea- 
tives appear to be approaching the boundary Ω∂ . In both cases, the zeros appear to thin out near the  
re-entrant corner zc = 1, where f0' becomes unbounded. They do, however, approach zc as n 
increases. A similar, but less pronounced, thinning out occurs near the parts of  which are close to    Ω∂

the two points -1 ±i , where f0 becomes unbounded. Finally, in the case of the derivatives, there are 
always zeros close to each of the right-angled corners, reflecting the fact that f0' is zero there. 
 
4 Proofs of Theorems 2.1 and 2.2 

 
To establish Theorems 2.1 and 2.2 we shall make use of several lemmas. The first is due to 

S.N. Bernstein and J.L. Walsh. 
 

Lemma 4.1 ( [14, p.77 ] ) Let E ⊂  C be a compact set whose complement U := EC \   is connected 
and regular with respect to the Dirichlet problem. Let (z ,Ug ∞ ) denote the Green function for U 
with pole at . P∞ n is a polynomial of degree at most n and 
 

  ,|)(|max:|||| )( MzPEZP nELn <∈=
∞  

then 
.)},,(exp{)( UzzgnMzP Un ∈∞<         (4.1) 

 
Lemma 4.2 ( [14, p.28 ] ) If G is a bounded simply-connected domain and R > 1 is given, then 
there exists a closed Jordan region  such that the closed regionGE ⊂ G  lies interior to the level 
curve 

}.log),(:{:
\

Rzgzl
ECR =∞=  (4.2) 

 
Combining the above lemmas we shall establish 

 
Lemma 4.3 The orthonormal polynomials Qn of Section 1 satisfy 
 

                           
.1||||lim

/1

)(
=

∞→ Ω∞−

n

LnQ
n          (4.3) 

Proof The argument is similar to that in [14, p.96 ]. Let R > 1 be given. Then, by Lemma 4.2, there 
exists a closed Jordan region E Ω⊂  such that Ω  lies interior to the level curve lR of 
(4.2).Let r:= dist (E , ). From the well-known estimate Ω∂

    ,,||1|)(| 2
2

2 Ezdmg
r

zg ∈< ∫∫Ωπ
       (4.4) 

 
which holds for every we get  ),]4.,4.[()(2 pcfLg Ω∈
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π
1|||| 2

2
2

2
)( r

dmQ
r

Q nELn =< ∫∫ Ω−
 

and so, by Lemma 4.1, 

 .
π

|||| )( r
RQ

n

lLn R
<

∞
        (4.5) 

Since Ω  lies interior to lR , we have by the maximum principle that 
 
     .|||||||| )() RlLnLn QQ

∞−
<

Ω∞
 

Thus, from (4.5), 
     .||||suplim /1

)(
RQ n

Ln
n

<
Ω

∞→ ∞
 

But as R is arbitrary, letting R  yields 1↓
 
     .1||||suplim /1

)(
<

Ω
∞→ ∞

n
Ln

n
Q  

Moreover, the inequality 
     1||||inflim /1

)(
>

Ω∞→ ∞

n
Lnn

Q  

is an easy consequence of the fact that the Qn ’s are orthonormal. Thus, (4.3) holds. □ 
    In the terminology of [11, §3 ], Lemma 4.3 shows that the measure dm on Ω  is completely regu-
lar. Consequently ( cf. [11, Proposition 3.2 ] ), the leading coefficients of the polynomials Qnγ n 

satisfy 

 .
)(

1γlim /1

Ω
=

∞→ cap
n

nn
        (4.6) 

We remark that in the special case when Ω  is bounded by an analytic Jordan curve, then 
estimates finer than that in (4.6) can be obtained for the 's (cf. [4, p.12 ] ). nγ

We can now give the : 
Proof of Theorem 2.1 Again the proof is essentially the same as that given by Walsh [14, 
p.130]. From (1.2) and (1.3), we have 

).()ζ()()ζ,ζ(
0

'
ζ zQQzfK nn

n

∞

=
∑−          (4.7) 

)(ζnQ are the Fourier coefficients of the function ζζζ fK ),( '(z): ie. the constants

 ∫∫Ω= .)ζ,ζ()ζ( '
ζ dmQfKQ nn            (4.8) 

Now suppose that p > 1 so that  ( and hence ) is analytic on ζf
'
ζf ,Ω⊃Ωρ  and let pn denote the poly- 

nomials of respective degrees at most n of best uniform approximation to  on 
'
ζf ,Ω . From a result of 

Walsh [14, p.90 ], we have 
.1||||suplim /1

)(1
'

ρζ <−
Ω−

∞→ ∞

n
Ln

n
pf        (4.9)  

 



-12- 

Furthermore, by the orthogonality property of the Qn ' s, equation (4.8) can be written as 

   dmQpfKQ nnn )()ζ,ζ()ζ( 1
'
ζ −Ω −∫∫=            (4.10)

  
Thus, from (4.10) and the Cauchy-Schwarz inequality, we get 

lim sup .
ρ
1)ζ( /1 ≤n

nQ         (4.11) 

Note that in the case when  is not analytic on ζf Ω , that is  = 1, inequality (4.11) remains valid. ρ
Next, we suppose that 

.
ρ
11)ζ(suplim /1 ≤=

→∞ σ
n

n
n

Q   (4.12) 

and show that this leads to a contradiction. Indeed, from (4.3) and Lemma 4.1, we have for ρτσ >>  
      

,suplim /1

)(
τ

τ
≤

Ω
∞→ ∞

n

Ln
n

Q  

and so, by (4.12), 
 
 

Thus, the  series in (4.7) converges  uniformly on τΩ  to an analytic extension of But this '
ζ)ζ,ζ( fK

contradicts the definition of  as being the largest index for which  (and, equivalently,) is ana-ρ ζf

lytic throughout    □ ρΩ

.1).()ζ(suplim /1

)(
<≤

Ω
→∞ ∞ σ

τ
τ

n

Lnn
n

QQ

In the proof of Theorem 2.2 we shall make use of the following result due to Blatt, Saff and 
Simkani, which generalizes an earlier theorem of G. Szeg [12]. ö

 
Lemma 4.4 ([2]) Let S be a compact set with positive capacity and suppose that the monic polyno-
mials Pn (z) = nz + … , which are given for a subsequence of indices n, say  satisfy ,Nn ⊆∧∈
 
(a)     ,),(suplim /1

)(
∧∈≤

∞∞→
nScapP n

SLn
n

 

and 
(b) ,,0)A)((vlim ∧∈=

∞→
nPnn

 for all closed sets A contained in the (2-dimensional) interior of   

the polynomial convex hull of the set S. 
  Then, in the weak-star sense, 

      ,,,µ)(
*

∧∈∞→→ nnasPv sn

       
where  is the equilibrium distribution for S. sµ

By the polynomial convex hull of S we mean the complement of the unbounded component of 
.\ SC



-13-  
Proof of Theorem 2.2 With the subsequence ∧  as in (2.6) and with the assumption that ∞<ρ , 
we shall first establish that 

                                                     (4.13) ∧∈∞→→+ nnasv n ,,µ)π(
*'

1 ρ

  
Since 

                                      )()ζ(
)ζ,ζ(

1)(π
0

'
1 zQQ

K
z j

n

j
j

n
n ∑

=
+ =              (4.14) 

     
we see that the leading coefficient of  is given by '

1π +n

                                       ,
)ζ,ζ(

)ζ(:
n

nn
n K

Q γλ =                                        (4.15) 

  
that is, Notice that since....λπ '

1 +=+
n

nn z ,ρ ∞< (2.6)gives 0λ ≠n  for n ∧∈n  sufficiently large. 
Setting we shall show that the hypotheses (a) and (b) of Lemma 4.4 are valid ,,λ/π: '

1 ∧∈= + nP nnn

with .ρΩ=S  
Since as 0)ζζ,()ζζ,( >→KKn ∞→n , we deduce from (4.15), (2.6) and (4.6) that 

                  .
)(cap

1
)(capρ

1λlim
1

p

n
n

n
n Ω

=
Ω

=
∧∈

→∞
               (4.16)  

Furthermore, it can be seen from the proof of Theorem 2.1 that converges locally uniformly in '
1π +n

pΩ to and that '
ζf

.1πsuplim
/1

)(

'
1

ρ
≤

Ω+
∞→ ∞

n

Ln
n

                                (4.17) 

Thus, from (4.16) and (4.17) we have 
 

                         ),(capsuplim ρ
/1

)(
Ω≤

Ω

∧∈
∞→ ∞

n

Ln

n
n

P
ρ

                                              (4.18) 

            
which establishes property (a) of  Lemma 4.4. Also, since can have at most a finite number of '

ζf
zeros                    in any compact subset ,ρΩ⊂A property (b) of Lemma 4.4 follows from 

the theorem of Hurwitz. Hence 

     .,,)()(
*'

1 ∧∈∞→→= + nnasvPv nn ρµπ

Finally, we note that the leading coefficient of  differs from that of  only by a 1π +n 1π +n

factor        1 / (n + 1) which does not affect the n th root estimates needed for applying Lemma 4.4. 
Thus, by the same reasoning as above, we get that 

 
.,,µ*)π( ρ1 ∧∈∞→→+ nnasv n  □ 
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5 Rational Approximants 
 

Suppose that the mapping function ζ  is analytic on f Ω  (so that the constant ρ  of Theorem 2.1   is    
greater than one), and assume that  is analytic on ζf ρΓ  except for simple poles at the l points                      

ρα Γ∈j ,  j = 1, 2,..., l . Let  denote the largest index such that )ρ(ρ̂ >

                                                     (5.1) (∏
=

−=
l

j
jzzfzf

1

)(:)(ˆ αζζ )
has an analytic ( single-valued) extension throughout .ρΩ Then, as discussed in [10], improved rates 
of convergence can be obtained in the Bergman kernel method when the defining orthonormal system                      
is constructed by orthonormalizing the set consisting of the monomials 1, z, z2,... and the l rational          
functions 

                                        ,,...,2,1,
)α(

1:)(η 2 lj
z

z
j

j =
−

=                                            (5.2) 

that reflect the singularities of  at the points , j= 1,2,..., l . Our goal in this section is to               )ζ,.(K jα
study the zeros of the resulting approximations to  .ζf

Consider the nested spaces 

    { } ,1,η,,...ηspan: 1 lkS kk ≤≤=  

   { } ....,2,1,,...,,1,η,,...ηspan: 1
11 == −

+ jzzS j
lj  

Let {s1, s2,... ,sn} denote an orthonormal basis for Sn , n = 1, 2,... and, for each n, write 

                                           ,
)(
)()( 2zq

zPzs n
n =                                                           (5.3) 

where 

                                                                     (5.4)                            (∏
=

−=
l

j
jzzq

1

:)( α )
and Pn is a polynomial. We note the following regarding the polynomials pn : 
 

(i)  For n > l, Pn has the form 
 

                   (5.5) ,...γ̂...)(γ̂)( 112 +=+= −+−− ln
n

ln
nn zzzqzP

where we can assume  .0γ̂ >n

(ii)  For n > l, Pn satisfies the l linear homogeneous constraints 
        

    Res ,,...,1,0}
)(

)(
{),(

1

22

lk
z

zP
d
d

q
P

kzl

kj
j

j

n

z
k

n ==
−

= =

≠
=
∏

α

α
α        (5.6a) 

which, for brevity, we denote by 
 

                  L (Pn) = 0,   n >l.                                         (5.6b) 
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(For l = 1 the empty product in (5.6a) is taken to equal 1 .) 

(iii) Additional constraints hold for n = 1,. . . , / ,  and Pn has degree at most 2 l - 2 for such n. 

(iv) Since 

∫∫∫∫ ΩΩ
== ,)(),( 422 q

dmPPdm
q
P

q
P

ss kn
kn

kn          (5.7) 

the polynomials Pn are orthonormal with respect to the weighted measure dm l \ q  |4 on . Hence, for  Ω
n > l, 

...
γ̂

)(:)(ˆ 11

n

+== −+nn
n zzPzP             (5.8) 

solves the extremal problem 

.0)(,...)(,min 11
4

2 =+=∫∫Ω
−+ pLzzp

q
dmp n

p
            (5.9) 

We next observe that the rational functions sn = Pn / q2, n = 1,2,..., form a complete ortho-
normal system for L2(Ω). Therefore, the function  has the Fourier series )ζ,.()ζ,ζ( '

ζ KfK =
expansion 

   2
1

2
'
ζ )(

)(
)

)ζ(
)ζ(

(~)()ζ,ζ(
zq

zp
q
p

zfK j

j

j∑
∞

=

          (5.10) 

and, as in [10], this leads us to consider rational function approximations to  given by ζf

∫= −
−

=
z

t n
n

dttK
K

z
ζ 1

1
n ,)ζ,(ˆ

)ζ,ζ(ˆ
1:)(π̂                       (5.11) 

where 

    ∑
−

=
− =

1

1
221 .

)(
)(

)
)ζ(
)ζ(

(:)ζ,(ˆ
n

j

jj
n zq

zP
q
P

zK                      (5.12) 

We observe that  is rational, since nπ̂

)ζ,ζ(ˆ
)ζ,(ˆ

)(π̂
1

1'
n

−

−=
n

n

K
zKz             (5.13) 

is clearly rational and has zero residue at each of its poles. Indeed, ’and  have, respectively, the nπ̂ nπ̂
forms 

   =)(π̂ '
n z ,

)(
)(
2zq

zg n and    =)(π̂n z ,
)(
)(

zq
zhn           (5.14) 

where gn and hn are polynomials. Thus, for the study of the zeros of  and we define the normal-nπ̂
'
nπ̂

ized counting measures v( ) and v( ) by nπ̂
'
nπ̂

 
),(v..)π̂(v),(v..)π̂v( '

n
'
n nn hg ==           (5.15) 

 
where gn and hn are the polynomials in (5.14). 
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We can now establish the following analogues of Theorems 2.1 and 2.2. 
 
Theorem 5.1 With the assumptions of this section, 

    .
ρ
1

ρ̂
1

)ζ(
)ζ(suplim

/1

2 <=
∞→

n
n

n q
P

          (5.16) 

Theorem 5.2   Suppose that the constant  is finite and let ρ̂ N⊆∧ be a sequence for which 

                   
∧∈

=
∞→

n

n
n

n q
P

ρ̂
1

)ζ(
)ζ(lim

/1

2                                                                                (5.17) 

Then 

,,,µ)v(µandµ)v(µ ^^ ρ

*

1nρ

*

1n ∧∈∞→→→ ++ nnas    (5.18) 

where ρµ . Is the equilibrium distribution for .ρΩ  

Since the proofs of the above results are similar to those of Theorems 2.1 and 2.2, we shall pro-
vide only a sketch of the details. 

We first observe from (5.7) and (5.10) that the constants ,)ζ(/)ζ( 2qpn which are the Fourier 

coefficients of K n the basis{ }  are the same as the Fourier coefficients in the expan-( ) '
ζζ,ζ f ,1

∞
ns

sion of the function 
                                                                           (5.19) )()()ζ,ζ(..)( ' zfzqKzF ζ=

in terms of the orthonormal basis of polynomials { }1
∞

nP  (with respect to the measure dm/ q |4 on 
Ω ). The latter expansion can easily be shown to converge maximally to F onΩ . in the sense of 
Walsh [14, p. 79 ]. (We note that the weight 1 /| q |4 does not present any difficulties, since it is 
bounded from above and below by positive constants on Ω.) Thus, 

 ,
ˆ
1/1

)(suplim ρ
=−

Ω
∞→

∞

n

Ln
n

gF  (5.20) 

from which it follows ( by the same reasoning as that used in the proof of Theorem 2.1 ) that (5.16) 
holds. 
 Next, to prove Theorem 5.2, we can imitate the proof of Theorem 2.2 provided that we first 
establish the analogue of (4.6), ie. 

 .
)(

1ˆ /1lim Ω
=

∞→ cap
n

n
n

γ   (5.21) 

This can be seen as follows. Let Tn (z) = zn + • • • be the monic polynomial of degree n that satisfies  
 
 ,min

)()( ΩΩ ∞∞
=

LLn PT  

 
where the minimum is taken over all monic polynomials p =zn + • • • of degree n . As is well- 
known (cf. [13, § III.5]) 
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 ( ).lim /1

)(

−

Ω∞→
Ω=

∞
capT n

Lnn
         (5.22) 

since ( ) 01
2 =−−lnTqL  for n >l , we see from the extremal property (5.8)-(5.9) of that

∧

nP

 ∫∫∫∫ Ω −−Ω
≤= ,ˆ

ˆ
1

4

2

1
2

4

2

2 q
dmTq

q
dmP lnn

nγ
 

and so from (5.22) we get that 

 .
)(

1ˆinflim /1

Ω
≥

∞→ cap
n

n
n

γ              (5.23) 

 
On the other hand, it is known (cf, [13, § III.5]) that for any monic polynomial p (z) = zn + ...of  
degree n , 
 [ ] .)(

)(
−

∞ Ω
≤Ω

L

n Pcap  

Thus, 
 [ ] ,

γ̂
1ˆ)(

)()(

1
−

∞
−

∞
ΩΩ

−+
=≤Ω

Ln
n

Ln
ln PPcap  

and so 
 

 .suplim.
)(

1ˆsuplim /1

)(
/1 n

Ln
n

n
n

n
P

cap Ω
∞→∞→ ∞Ω

≤γ           (5.24) 

Finally, it is easily verified that the orthonormal polynomials Pn satisfy 
 .1lim /1

)(
=

Ω∞→ ∞

n

Lnn
P  

Hence, (5.24) yields 

 ,
)(

1γ̂suplim /1

Ω
≤

∞→ cap
n

n
n

 

and this, together with (5.23), establishes (5.21). 
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