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HOReID: Deep High-Order Mapping Enhances
Pose Alignment for Person Re-Identification

Pingyu Wang, Zhicheng Zhao, Fei Su, Xingyu Zu, Nikolaos V. Boulgouris

Abstract—Despite the remarkable progress in recent years,
person Re-Identification (ReID) approaches frequently fail in
cases where the semantic body parts are misaligned between
the detected human boxes. To mitigate such cases, we propose
a novel High-Order ReID (HOReID) framework that enables
semantic pose alignment by aggregating the fine-grained part
details of multilevel feature maps. The HOReID adopts a high-
order mapping of multilevel feature similarities in order to
emphasize the differences of the similarities between aligned and
misaligned part pairs in two person images. Since the similarities
of misaligned part pairs are reduced, the HOReID enhances
pose-robustness within the learned features. We show that our
method derives from an intuitive and interpretable motivation
and elegantly reduces the misalignment problem without using
any prior knowledge from human pose annotations or pose
estimation networks. This paper theoretically and experimentally
demonstrates the effectiveness of the proposed HOReID, achiev-
ing superior performance over the state-of-the-art methods on
the four large-scale person ReID datasets.

Index Terms—Person Re-Identification, Pose Alignment, High-
Order Mapping, Convolutional Neural Networks

I. INTRODUCTION

PERSON Re-Identification (ReID) is the challenging task
of matching person images of the same person across

multiple cameras. Although the recent application of Convo-
lutional Neural Networks (CNNs) on person ReID has been
a great success, the problem of pose misalignment is far
from being resolved, as shown in Fig. 1. In order to address
this issue, prior ReID works have broadly followed two
main paradigms, i.e., pose-based [1–11] and pose-free [12–
19] methods. The pose-based approaches require human pose
annotations [2, 8, 10] or pose estimation networks [20–22] to
supervise pose alignment. However, such high dependence on
pose knowledge might limit the generalization of the ReID
models to new person images with unseen human poses.
Another widely-used workaround is to partition the person
image into a few fixed rigid parts and learn detailed local
features to get rid of human poses. Nevertheless, such coarse
partition is unable to effectively align body parts without
considering fine-grained pose variations within each part.
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In this paper, we propose a High-Order ReID (HOReID)
framework to perform refined pose alignment by adaptively
selecting aligned part pairs for computing image similarities.
In the HOReID, we adopt a hierarchical structure to design
two novel feature pooling layers, i.e., a Global Hierarchical
Pooling (GHP) layer and a Local Hierarchical Pooling (LHP)
layer. Both the GHP and LHP layers learn high-order fea-
tures to facilitate fine-grained pose alignment without relying
on any additional pose estimation networks or human pose
landmarks. Specifically, the GHP layer aims to align global
image-based features including foreground and background
regions. For excluding background effects, the LHP layer
adopts a hierarchy-shared sampler to automatically sample
discriminative part descriptors and then align the local body-
based parts to learn subtler pose-robust features. Besides, we
put forward a novel regularizer called Discriminative Sampler
Regularization (DSR) to enrich the diversity of sampled body
parts and dislodge background-aware regions. Since both the
GHP and LHP layers compute the high-order mapping of
multilevel feature maps, the image matching similarity is
equivalent to an averaging sum of products of multilevel part
similarities from all part pairs. According to the increasing
property of the high-order mapping, the similarity product of
aligned part pairs is dramatically larger than the misaligned
part pairs. In this way, the HOReID highlights the aggregated
similarities of the aligned part pairs without depending on the
relative positions of body parts in person images. Therefore
the pose misalignment problem is alleviated.

Overall, this paper makes the following contributions:

• We prove that the high-order mapping of multilevel
feature similarities facilitates fine-grained pose alignment
in theory.

• We propose an end-to-end HOReID framework with two
novel layers, i.e., GHP and LHP, which can learn both
global and local pose-invariant representations.

• We propose a novel DSR regularizer to guide a descriptor
sampler to detect discriminative body parts without using
the supervision of pose landmark annotations.

• Our framework conducts pose alignment at the position
level without relying on any extra prior pose knowledge,
making it computationally efficient and highly generaliz-
able to other unknown pose variations.

• The HOReID achieves state-of-the-art ReID performance
on Market1501 [23], CUHK03 [24], DukeMTMC [25]
and MSMT17 [26] datasets.

The remainder of this paper is organized as follows: In
Sec. II, some related works about person ReID and bilinear
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Fig. 1: Pose misalignment in person ReID caused by different camera viewpoints, different poses, imperfect person detection and partial body occlusion.

pooling are discussed. In Sec. III and IV, we introduce
the details of the motivations and the proposed methods. In
Sec. V and VI, the experimental discussions and results are
reported. In Sec. VII, conclusions are drawn.

II. RELATED WORK

A. Pose-Based Person Re-Identification

To solve the pose misalignment problem, human semantics
in terms of pose/part is widely used to localize body parts
for pose-robust feature learning [1–11]. For instance, GAN-
based works [8, 10] use extra pose annotations to guide
the generative model [27] to synthesize pose-specific person
images and supervise the identity encoder model to mine
pose-aligned features. In [28], body parts are first detected
by DeeperCut [20] and multiple CNNs are designed for both
global and local representation learning. Global and local
features are aggregated by concatenation [2, 28] or mixture
using a fully-connected layer [29]. Two stream networks, i.e.,
GoogLeNet [30] and OpenPose [21], are applied in [9] to
independently generate appearance and pose representations
which are fused to intensify pose-robustness property within
the learned descriptors. To achieve a more precise alignment,
the fine-grained pixel-level person semantics predicted by
DensePose [22] are used in [11] as an additional regularizer
to guide the pose-robust representation learning from the
original images. Some works [5, 7, 31] rely on constrained
attention selection mechanisms from human pose information
to implicitly align person representations by screening out
semantic descriptors on the feature space. All of the above
works aim to address misalignment using extra prior pose
information. However it is non-trivial to obtain sufficient pose-
labeled person images and strong pose estimation networks in
real-world circumstances. Therefore, those methods might not
generalize well to new images with unseen pose variations.
In this work, the HOReID heads from a totally different but
simple idea that highlights the similarities of aligned part pairs
via the high-order mapping of multilevel feature similarities.
Besides, our method is able to automatically rectify pose
misalignment without depending on any extra pose knowledge,
so it has increased practical significance and wide application
prospect.

B. Pose-Free Person Re-Identification

Since pose annotations and networks are rarely available to
the real-world applications, many works [12–19] adopt less-
than-ideal alternative methods to align person features of
body patches in a very coarse manner. As global features,
which are learned from the full image, intend to capture the
coarse-grained clues of appearance, the global feature maps
in [13–15] are equally divided into multiple horizontal patches
to exploit fine-grained local details. Analogously, the image

feature map in [12] is rigidly partitioned into local stripes
and a shortest path loss is introduced to align local stripes.
Besides, some cross-modality person ReID works [32–34]
also adopt the feature partition strategy to reduce the pose
misalignment problem. The STN module [35] is integrated into
ReID models [16–19] for rectifying person patches via affine
transformation. However, the pose-free ReID approaches only
achieve the coarse-grained pose alignment without considering
detailed part semantics. In this work, we propose a subtle
pose alignment method to achieve the efficient learning of
semantically aligned features.

C. Bilinear Pooling

Bilinear pooling generates aggregate feature representations
by using the Kronecker product. Such representations have
achieved excellent performance in various visual recognition
tasks [36–40]. For example, Lin et al. [36] propose bilinear
pooling to aggregate the second-order feature interactions. For
higher-order representation learning, Cui et al. [39] put for-
ward a general pooling framework that captures higher-order
interactions of features in the form of kernels. Furthermore,
Cai et al. [40] propose a polynomial kernel based predictor
to capture higher-order statistics of convolutional actions for
modeling part interactions. For person Re-ID, Ustinova et
al. [41] propose an architecture based on the deep bilinear
convolutional network. Although that architecture leads to
some performance improvements, it is not explicitly concerned
with pose alignment. In this work, we extract multilevel
appearance feature maps from a single backbone network. The
extracted feature maps are then fused by the GHP and LHP
layers in order to learn pose-aligned feature maps, without
using any pose estimation networks. Besides, we extend the
second-order bilinear pooling to the high-order pooling to
explore the effectiveness of the high-order features on pose
alignment.

III. INTUITION AND MOTIVATION

A. Problem Definition

Given a training dataset of person images Dtrain = {Ii,yi}
N
i=1,

where Ii and yi are the ith person’s image sample and identity
(class) label respectively, and N is the number of training per-
son images. During the training phase, we train a CNN model
F (·) to extract the convolutional feature A ∈ RC×H×W
of the image Ia, i.e., A = F (Ia), where C, H and W
denote the channel, height and width dimension, respectively.
Then the feature map is pooled by a Global Average Pooling
(GAP) layer to obtain the corresponding descriptor a ∈ RC
as follows,

a =
1

HW

∑
hawa

Ahawa , (1)
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(c) n = 3, max
min = 7.09×10−3

−3.51×10−4

Fig. 2: Similarity distribution of H2W 2 part pairs of two images with the same class. We extract a pair of high-order feature maps from the first-order
(n = 1), second-order (n = 2) and third-order (n = 3) GHP layers. The two feature maps are individually l2 normalized by dividing the norms of spatially
pooled features. Finally, the similarity matrix is calculated by the inner product of all H2W 2 part pairs. Note that “max” and “min” denote the maximal and
minimal high-order part similarities, respectively.

where Ahawa ∈ RC is the part descriptor at the position
(ha, wa). Besides, the part position satisfies ha ∈ [1, H] and
wa ∈ [1,W ]. In the testing stage, given a pair of person images
{Ia, Ib} from a testing dataset Dtest, where the person classes
are not overlapping between both datasets, we use CNNs in
order to extract a pair of descriptor vectors {a, b}. Finally,
the identity similarity between a and b is computed to judge
whether ya = yb or ya 6= yb.

B. Pose Misalignment

In this part, we give a mathematical treatment for the mo-
tivation of our HOReID framework. Suppose the two input
person images Ia and Ib from the same class, we use the
inner product of a and b to measure the identity similarity of
the two images Ia and Ib,

Sim (Ia, Ib) =
〈 1

HW

∑
hawa

Ahawa ,
1

HW

∑
hbwb

Bhbwb

〉
=

1

H2W 2

∑
hawa

∑
hbwb

〈
Ahawa ,Bhbwb

〉 , (2)

where 〈a, b〉 denotes the inner product between a and b. In
addition, A and B represent the convolutional feature maps
of Ia and Ib, respectively. The similarity of a and b can
be interpreted as an average sum of part similarities between
H2W 2 position pairs. However, such coarse similarity ag-
gregation may degenerate into a suboptimal solution, which
can be attributed to two major reasons. (1) The first reason is
associated with the unbalanced quantity distribution between
about HW aligned and HW (HW − 1) misaligned body part
pairs. Since the number of the misaligned pairs (shoulder ↔
hand) is quadratically larger than the aligned ones (hand ↔
hand), the similarities of the aligned part pairs may be over-
whelmed by the misaligned part pairs, which might exacerbate
the person misalignment problem to some extent. (2) The
second reason is related to the non-person part descriptors
containing various background clutters as shown in Fig. 1.
This problem is especially obvious when person bodies are
partially occluded by other non-person objects. As a result, the
background-aware part descriptors may bring an objectionable
bias to the aggregated similarities in Eq. 2. In view of the two
reasons, we propose two novel ideas, i.e., highlighting aligned

similarity and sampling semantic descriptor, to enhance the
generalization capability of the ReID model.

C. Highlight Aligned Similarity

Motivated by the attention selection mechanism [42–44], we
use the similarities from other hierarchical or non-hierarchical
layers as attention values to intensify the aligned part similar-
ities. Interestingly, we find that the hierarchical layers always
outperform the non-hierarchical layers in our experiments of
Sec. VI, because the hierarchical layers provide richer multi-
level characteristics of person poses than the non-hierarchical
ones. For adaptively weighting part similarities, we extend
the first-order similarity to the high-order one by extracting
n hierarchical feature maps {Al}nl=1 and {Bl}nl=1,

Sim (Ia, Ib;n) = 1
H2W 2

∑
hawa

∑
hbwb

n∏
l=1

〈
Ahawa

l ,Bhbwb

l

〉
, (3)

where Al,Bl ∈ RC×H×W denote the l-th level feature
maps. The high-order part similarity can be represented as the
product of the similarities of all n part similarities in the same
position pairs. Since the aligned body parts usually contain
identical semantics, the similarity of the aligned part pair is
likely to be higher than the similarity of the misaligned part
pair at the same feature level. To make the part similarity be
always non-negative, we restrict Al and Bl to be element-
wise non-negative by adding a ReLU layer. In this way,
the high-order part similarity may lead to an exponential
increase of the similarity discrepancies between aligned and
misaligned part pairs in theory. Notably, the high-order product
results in a sharper distribution of part feature similarities as
shown in Fig. 2. Hence the high-order mapping highlights the
importance of aligned part pairs without depending on the
relative positions of person parts in person images. As the
order n increases, the aggregated similarity is approximated
by the summation of the similarity product from the aligned
pair set. Therefore, the high-order similarity is beneficial to
solve the pose misalignment problem without the requirement
of auxiliary person pose knowledge during the training and
testing phase.
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Fig. 3: Overview of the proposed HOReID framework. It consists of three parts, i.e., a backbone network, a Global Hierarchical Pooling (GHP) layer and
a Local Hierarchical Pooling (LHP) layer. The backbone network is input with misaligned person images to extract convolutional person representations.
Then we adopt a series of nonlinear residual blocks to produce multilevel convolutional feature maps with informative pose knowledge. Next, those multilevel
feature maps are fed into the GHP and LHP layer to output high-order global and local features. They are supervised by two independent triplet loss functions
during the training stage, while we concatenate them to make use of the global and local information during the testing phase.

D. Sample Semantic Descriptor

Since the background descriptors are likely similar, the aligned
part pair set may still contain several non-person part locations.
Then aligned background similarity brings some noise to
the similarity aggregation, which hampers background-robust
feature learning. Thus, the foreground descriptors should be
sampled into Eq. 3 and the background descriptors need to be
excluded from global features. Meanwhile, each high-order
part similarity is calculated using the product of multilevel
similarities from the same part pairs. For this reason, the
sampler should select the same part locations for all levels.
To realize this goal, an identical sampler S needs to be shared
among multilevel feature maps, otherwise the phenomenon of
interlevel inconsistency occurs, implying that local descriptors
are sampled inappropriately. The shared sampler S is formu-
lated by,

Al =
{
S (ha, wa; {Al′}nl′=1)Ahawa

l

}
,

Bl =
{
S (hb, wb; {Bl′}nl′=1)Bhbwb

l

}
,

(4)

where ha, hb ∈ [1, H] and wa, wb ∈ [1,W ]. Al,Bl ∈ RC×P
denote the set of P sampled descriptors at the l-th level.
S (h,w) returns 1 if the part descriptor at position (h,w) is
sampled, otherwise 0. Hence, Eq. 3 is rewritten as

Sim (Ia, Ib;n) =
1

P 2

∑
pa

∑
pb

n∏
l=1

〈
A
pa
l ,B

pb
l

〉
, (5)

where A
pa
l and B

pb
l denote the pa-th and pb-th descriptors of

Al and Bl.

Theorem 1. Suppose x(n) = Vec (x1 ⊗ x2 ⊗ · · · ⊗ xn) and
y(n) = Vec (y1 ⊗ y2 ⊗ · · · ⊗ yn) are two high-order vectors
generated by Kronecker product ⊗ with n input features
{xl}nl=1 and {yl}

n
l=1, where Vec (·) transforms a tensor to

vector. The similarity of two high-order vectors x(n) and y(n)

is equivalent to the product of all similarities of n input
vectors,

〈
x(n),y(n)

〉
=
∏n
l=1 〈xl,yl〉

Proof. Proof is provided with mathematical induction.
Base case: When n = 2, we have two vectors gener-

ated by the Kronecker product: x(2) = Vec (x1 ⊗ x2) and

y(2) = Vec (y1 ⊗ y2), where x1,y1 ∈ RD1 , x2,y2 ∈ RD2

and x(2),y(2) ∈ RD1D2 . The similarity of x(2) and y(2) is
computed by the innner product,〈

x(2),y(2)
〉

= 〈Vec (x1 ⊗ x2) ,Vec (y1 ⊗ y2)〉

=

D1∑
d1=1

D2∑
d2=1

(x1 [d1] · x2 [d2]) · (y1 [d1] · y2 [d2])

=

(
D1∑
d1=1

x1 [d1] · y1 [d1]

)
·

(
D2∑
d2=1

x2 [d2] · y2 [d2]

)

=

2∏
l=1

〈xl,yl〉

, (6)

where x1 [d1] and x2 [d2] denote the d1-th and d2-th entry of
x1 and x2. Therefore the statement is correct when n = 2.

Induction step: When n > 2, we suppose
〈
x(n),y(n)

〉
=∏n

l=1 〈xl,yl〉. We need to prove
〈
x(n+1),y(n+1)

〉
=∏n+1

l=1 〈xl,yl〉. According to Eq. 6, we have:〈
x(n+1),y(n+1)

〉
=
〈

Vec
(
x(n) ⊗ xn+1

)
,Vec

(
y(n) ⊗ yn+1

)〉
=
〈
x(n),y(n)

〉 〈
xn+1,yn+1

〉
=

n∏
l=1

〈xl,yl〉 ·
〈
xn+1,yn+1

〉
=

n+1∏
l=1

〈xl,yl〉

. (7)

As seen, the statement is correct when n > 2. Hence
by mathematical induction

〈
x(n),y(n)

〉
=
∏n
l=1 〈xl,yl〉 is

correct for n ≥ 2 and the proof is completed.

IV. PROPOSED METHOD

In this section, we first overview the hierarchical structure of
the HOReID framework shown in Fig. 3, then we introduce
the Global Hierarchical Pooling (GHP) layer and Local Hi-
erarchical Pooling (LHP) layer, which are key components of
the HOReID framework.

A. Hierarchical Network Architecture

Given an input person image Ix, we extract the first-level hid-
den feature map X1 ∈ RC×H×W from the backbone network.
Then n−1 cascaded residual blocks [46], containing an 1×1
convolutional layer, a BatchNorm [47] layer and a ReLU layer,
are used to generate n-level hidden feature maps {X l}nl=1

of the same size. To encode multilevel global information,
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(0, 3.8, 0, 1.2)Fig. 4: Visualization of multilevel feature maps {Gl}nl=1 and high-order feature maps Ĝ extracted from the first-order (n = 1), second-order (n = 2) and
third-order (n = 3) GHP layer. Following the SIFTFlow [45], we use Principal Component Analysis (PCA) to transform all part features to 3D vectors and
then normalize the vector values into the range of [0, 255] to represent the three color channels of RGB images. In the visualized feature maps, the same
color implies that the part descriptors are similar, whereas different colors indicate the part descriptors are different.

we use an 1 × 1 convolutional layer which obtains image-
based global feature maps Gl ∈ RCg×H×W from X l, where
Cg is the channel dimension. Besides, we generate body-
based part descriptors P l ∈ RCp×P from X l to eliminate the
background descriptors via an effective sampling algorithm
S, where Cp is the channel dimension. All global and local
feature maps, i.e., {Gl}nl=1 and {P l}nl=1, are aggregated by
the GHP and LHP layers in order to capture high-order global
and local alignment interactions, respectively. Finally, both
global and local representations are concatenated along the
feature dimension for evaluation.

B. Global Hierarchical Pooling

Global Feature Aggregation: According to the analysis in
Sec. III, the high-order similarity aggregation contributes to
reducing the pose misalignment problem. However, calculating
high-order similarities with Eq. 3 has large computational cost
and memory consumption during the inference. For example,
the two convolutional features, i.e., A and B, are required to
be stored in memory, which means that the space cost is at
least O (CgHW ). Furthermore, we need to compute the high-
order similarities of H2W 2 part pairs, for which the associated
time cost is at least O

(
CgH

2W 2
)
. In order to mitigate

this issue, we need to aggregate these convolutional feature
maps into a single feature vector. According to Theorem 1,
the multilevel features can be aggregated into a high-order
descriptor vector by the Kronecker product ⊗, while the
similarities of the high-order descriptors are equivalent to the
high-order similarity summation of H2W 2 part pairs in Eq. 3.
For the n-level part descriptors

{
Ghw
l

}n
l=1

, the high-order
feature is generated by

Ghw = Vec
(
Ghw

1 ⊗Ghw
2 ⊗ · · · ⊗Ghw

n

)
, (8)

where Vec (·) transforms a tensor to a vector. The Kronecker
product allows all elements of n feature vectors to interact
with each other and therefore exhibits strong representational

capabilities. However, the channel dimension of the high-
order feature maps increases exponentially, leading to very
high memory consumption O

(
HWCng

)
and computational

complexity O
(
HWCng

)
.

Compact Embedding Approximation: We thus need an
effective and efficient approach that projects the Kronecker
product to a lower dimensional space and also evades comput-
ing the Kronecker product directly. As suggested by Pagh [48],
a differentiable function named count sketch q = Ψ (p) can
be applied to project the high-dimensional vector p to the
low-dimensional vector q without significantly degrading the
representational capability. To avoid the Kronecker product
explicitly, the previous work [37, 48, 49] has demonstrated
that the count sketch of the Kronecker product with n vectors
is equivalent to the convolution of their count sketches,

Ψ
(
Ghw

)
= Ψ

(
Ghw

1

)
~ Ψ

(
Ghw

2

)
~ · · ·~ Ψ

(
Ghw
n

)
, (9)

where ~ is a convolution operation. According to the con-
volution theorem, convolution in the space/time domain is
equivalent to Hadamard product � in the frequency domain,

Ĝ
hw

= Ψ
(
Ghw

)
= IFFT

(
FFT

(
Ψ
(
Ghw

1

))
� · · · � FFT

(
Ψ
(
Ghw
n

)))
,

(10)
where FFT (·) and IFFT (·) denote original and inverse fast
Fourier transformation, respectively. Besides, Eq. 10 effec-
tively and efficiently aggregates multilevel features because
the combination takes place in the form of Hadamard prod-
uct. In this way, we obtain a low-dimensional representation
Ĝ
hw
∈ RDg to approximate Ghw ∈ RC

n
g , where the

compressed dimension Dg satisfies Dg � Cng . After applying
the proposed GHP layer to H×W spatial locations, we obtain
an approximatively high-order feature map Ĝ ∈ RDg×H×W

with the low time cost O (nHWCg + nHWDg logDg) and
space complexity O (nHWCg + nCgDg). Subsequently, the
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Fig. 5: Part similarity distribution of two images from the same classes. We use an existing OpenPose [21] to detect 16 body landmarks and then 16 part
features are extracted from the first-order (n = 1), second-order (n = 2) and third-order (n = 3) GHP layers. For each GHP layer, we compute cosine
similarities among 16× 16 landmark pairs.

global feature vector ĝ ∈ RDg is calculated further by a
GAP layer. Since the Hadamard product may make the feature
norm aggrandize dramatically, the model might converge to
a suboptimal local minimum. Therefore, a l2 normalization
(g̃ = ĝ/ ‖ĝ‖2) layer is appended after the pooled vector ĝ.

C. Local Hierarchical Pooling

Attentional Descriptor Sampler: As mentioned in
Sec. III, the background descriptors should be excluded
for background-invariant feature learning. Unfortunately, it
is non-trivial to directly adopt the sampling method because
the sampler S in Eq. 4 is untrainable with backpropagation
algorithm. Motivated by attention learning [42–44], we
propose to conduct an adaptive sampling approach via the
softmax function. Suppose an 1 × 1 convolutional filter
can be regarded as a semantic part detector, we can use P
convolutional filters to generate P confidence maps,

M = φ ({X l}nl=1 ;W φ) , (11)

where M ∈ RP×H×W and W φ denotes the parameter of
convolutional filters. As the confidence map Mp ∈ RH×W
has high response to the p-th body part, the body part feature
can be generated by the weighted average of all part features
according to the confidence map. Additionally, the confidence
map is normalized by the softmax function,

P p
l =

∑
hw

G
hw

l

exp
(
Mphw

)
∑
h′w′ exp

(
Mph′w′

) , (12)

where Mphw is the entry of the tensor M at the position
(p, h, w) and P p

l ∈ RCp is the p-th sampled part descriptor of
the global feature map Gl ∈ RCp×H×W . Note that we do not
share the parameters of the 1× 1 convolutional layers for Gl

and Gl. Compared with the sampling method in Eq. 4, this
meticulous design of the shared sampler offers an effective
way to gather key features: it captures the global person
features (clothing and color), when Mp is densely attended
on a large region; and it captures the local person parts (head
and leg), when Mp is sparsely attended on a small area.

Discriminative Sampler Regularization: For sampling
different semantic descriptors, the confidence map Mp should
possess a discriminative probability distribution for each sam-
pled descriptor. Besides, without any specific treatments, there
is no guarantee that sampled descriptors contain different
semantic information. In other words, multiple confidence

maps could easily learn to detect the same body part. In
practice, we need to ensure each confidence map focuses on
different regions of the given image. One straightforward way
to achieve this is to reduce the spatial overlap between different
confidence maps. However, using discriminative confidence
maps is still unable to precisely locate different body parts
because it is very likely to sample similar descriptors from
person parts with large regions, e.g., clothing and trousers. To
solve this problem, we put forward a simple yet effective regu-
larizer named Discriminative Sampler Regularization (DSR) to
reduce the similarities between different sampled descriptors.
For a given pair of sampled descriptors P i

l and P j
l from the

i-th and j-th body parts, we expect their corresponding cosine
similarities to be smaller than a margin mp,

Lreg =
1

2nP (P − 1)

n∑
l=1

∑
i 6=j

[〈
P̃
i

l, P̃
j

l

〉
−mp

]
+
, (13)

where P̃
i

l and P̃
j

l denote l2 normalized P i
l and P j

l , respec-
tively. [·]+ = max(·, 0) denotes a hinge function and the
margin mp is set as mp = 0.2.

Local Feature Aggregation: Following the GHP layer, the
high-order part features are approximatively computed by

P̂
p

= IFFT (FFT (Ψ (P p
1))� · · · � FFT (Ψ (P p

n))) , (14)

where P̂
p
∈ RDp is a low-dimensional descriptor vector of

the p-th sampled body part. Then all P part features P̂ =[
P̂

1
, P̂

2
, · · · , P̂

P ]
∈ RDp×P are pooled by a GAP layer to

obtain a feature vector as follows,

p̂ =
1

P

∑
p

P̂
p
. (15)

Finally, a l2 normalization (p̃ = p̂/ ‖p̂‖2) layer is utilized
to reduce the magnitude variations caused by the Hadamard
product.

D. Overall Loss Function

In order to train the HOReID framework, we utilize the triplet
loss function. We define g̃a, g̃p and g̃n as the anchor, positive
and negative high-order global features, while p̃a, p̃p and
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(0, 18.9, 0, 4.3)
Fig. 6: Visualization of different confidence maps in the LHP layer. We extract a series of confidence maps from {2, 3, 5, 8, 10, 13, 24, 32, 39, 45, 53, 60}
channel dimensions, then their values are normalized by a softmax function. The body parts with large attention values are highlighted by bright colors.

p̃n represent the anchor, positive and negative high-order part
features. The triplet loss function is formulated as:

Ltri =
1

|S|
∑

(a,p,n)∈S

[〈
g̃a, g̃n

〉
−
〈
g̃a, g̃p

〉
+mt

]
+

+
[〈
p̃a, p̃n

〉
−
〈
p̃a, p̃p

〉
+mt

]
+

, (16)

where the margin mt is set as mt = 0.2 and S is the set of
|S| triplets within one mini-batch. The overall loss function is
defined by L = Ltri + λregLreg, where λreg = 0.1 is the loss
weight of Lreg.

V. DISCUSSION

A. Feature Visualization

In the following, considering the collaborative effect of hi-
erarchical interactions among multilevel features in Eq. 10,
we give a microscopic interpretation from the perspective of
feature visualization, which is also a strong justification of
our method. In part, it reveals the reason why the high-order
features are more pose-robust and discriminative than low-
order features.

For a given input image Ix, we extract multilevel feature
maps {Gl}nl=1 and high-order feature maps Ĝ from the first-
order, second-order and third-order GHP layers. As shown in
Fig. 4, one can observe that multi-level feature maps mainly
encode the semantics of various body parts, including heads,
hands and legs, and the corresponding colors differ depending
on their spatial locations. Besides, the descriptors with the
same location of multilevel feature maps exhibit different
colors because of the diversity of hierarchical feature maps. In
view of the color distribution, the high-order features concen-
trate on encoding the discriminative semantic parts (e.g., heads
and shoulders) to represent person identities, while the low-
order features prefer to capture coarse global appearance in-
formation. Accordingly, the high-order information contributes
to intensifying the pose-robustness and discrimination property
within the learned person features.

B. Similarity Distribution

Based on the high-order similarity aggregation in Eq. 3, we
give another macroscopic interpretation from the distribution
of high-order part similarities. In a sense, it exhibits a valuable

angle to illustrate the relationship between high-order feature
similarity and fine-grained pose alignment.

Given two input images Ia and Ib of the same classes,
we extract a pair of aggregated convolutional feature maps Â
and B̂ from the first-order, second-order and third-order GHP
layers. The two feature maps are individually l2-normalized
by dividing the norms of spatially pooled features â and b̂.
Finally, the similarity matrix is calculated by the inner product
of all H2W 2 part pairs, as shown in Fig. 2. We observe an
interesting phenomenon that the maximum part similarity of
the high-order features is significantly larger than the low-
order features, while the minimum part similarity almost keeps
unchanged for all orders. In addition, the amount of misaligned
pairs with prominent similarities consistently decreases along
with the increase of feature orders. In Fig. 5, the visualized
results well demonstrate that the high-order part features can
successfully learn landmark correspondences between two
images without using pose annotations. Therefore, the high-
order GHP layer alleviates the pose misalignment problem by
increasing the similarities of aligned part pairs and decreasing
the similarities of misaligned part pairs.

C. Sampler Visualization

In this part, we provide an intuitionistic interpretation by
visualizing confidence maps to study the impact of the pro-
posed descriptor sampler. The visualized results convincingly
demonstrate the superiority of the proposed DSR. To some
degree, the interpretation also clarifies the reason why learning
body-based features is more beneficial to the pose alignment
than learning image-based features.

Given an input person image Ix, we use the LHP layer
in order to extract a series of normalized confidence maps
Mp (p ∈ {2, 3, 5, 8, 10, 13, 24, 32, 39, 45, 53, 60}). To better
visualize the spatial relationships between confidence maps
and body parts, the low-resolution map Mp is upsampled by
the cubic interpolation to have the same size as Ix and then we
merge both Mp and Ix by alpha blending, as shown in Fig. 6.
In each visualized example, the bright areas represent sampled
regions while the dark ones are not sampled in the LHP layer.
On the whole, most of confidence maps focus on foreground
regions and generally correspond to specific body parts. In
Fig. 6 (a), without the DSR, some confidence maps Mp
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Fig. 7: Ablation study of the GHP and LHP layers with ResNet-50 on the Maket1501, DukeMTMC and MSMT17 datasets.

(p ∈ {24, 32, 39, 45, 53, 60}) are unable to locate semantic
body parts and prefer to mine background-aware information,
which might hamper pose-robust feature learning. In Fig. 6
(b), with the DSR, all confidence maps not only significantly
exclude background regions but also detect different body
parts to enhance the diversity of sampled descriptors. To
understand the contribution of the DSR in depth, we consider
an extreme situation where two non-person part descriptors
are accidentally sampled. Since the non-person descriptors
usually contain background information, they can appear very
similar in the feature space as shown in Fig. 4, which may
violate the optimization objective of the DSR. Hence, to avoid
the production of a large loss value, the DSR will tend to
avoid situations where non-person part descriptors are sampled
more than one time. Compared with pose-based methods [8–
11], our methodology specializes in discovering semantically
distinctive body parts without using any extra estimation
networks or human pose annotations, which is useful for fine-
grained pose alignment in person ReID.

D. Backpropagation Optimization

Considering the collaborative effect of high-order similarities,
we can provide another theoretical analysis from the back-
propagation optimization for the triplet loss.

For the simplification of the following analysis, we ignore
the l2 normalization for high-order descriptors. Suppose the
high-order features are directly aggregated by the the Kro-
necker product without using count sketch approximation, so
the triplet loss for the GHP layer is formulated as,

L =
[〈
ĝa, ĝn

〉
−
〈
ĝa, ĝp

〉
+mt

]
+

=
[ 1

H2W 2

∑
hawa

∑
hnwn

no∏
l=1

〈
Ghawa

al ,Ghnwn

nl

〉
− 1

H2W 2

∑
hawa

∑
hpwp

no∏
l=1

〈
Ghawa

al ,G
hpwp

pl

〉
+mt

]
+

, (17)

where Ghawa

al denotes the part descriptor vector of the anchor
feature map Gal at the position (ha, wa) of the l-th level. The
similar definition is also adopted to the positive and negative
feature maps, i.e., Ghpwp

pl and Ghnwn

nl . To optimize Eq. 17, we
can calculate its gradient with respect to Ghawa

al , Ghpwp

pl and

Ghnwn

nl respectively as,

∂L
∂Ghawa

al

=
1

H2W 2

∑
hnwn

Ghnwn

nl

∏
l′ 6=l

〈
Ghawa

al′ ,Ghnwn

nl′

〉
− 1

H2W 2

∑
hpwp

G
hpwp

pl

∏
l′ 6=l

〈
Ghawa

al′ ,G
hpwp

pl′

〉
,

∂L
∂G

hpwp

pl

= − 1

H2W 2

∑
hawa

Ghawa

al

∏
l′ 6=l

〈
Ghawa

al′ ,G
hpwp

pl′

〉
,

∂L
∂Ghnwn

nl

=
1

H2W 2

∑
hawa

Ghawa

al

∏
l′ 6=l

〈
Ghawa

al′ ,Ghnwn

nl′

〉
,

(18)

if the constraint of Eq. 17 is violated, or zero otherwise. Here,
we define the following product formula by,

Shawa,hnwn

anl =
∏
l′ 6=l

〈
Ghawa

al′ ,Ghnwn

nl′

〉
,

S
hawa,hpwp

apl =
∏
l′ 6=l

〈
Ghawa

al′ ,G
hpwp

pl′

〉
.

(19)

Therefore, Eq. 18 is rewritten as,

∂L
∂Ghawa

al

=
1

H2W 2

∑
hnwn

Shawa,hnwn

anl Ghnwn

nl

− 1

H2W 2

∑
hpwp

S
hawa,hpwp

apl G
hpwp

pl ,

∂L
∂G

hpwp

pl

= − 1

H2W 2

∑
hawa

S
hawa,hpwp

apl Ghawa

al ,

∂L
∂Ghnwn

nl

=
1

H2W 2

∑
hawa

Shawa,hnwn

anl Ghawa

al .

(20)

If Shawa,hnwn

anl and S
hawa,hpwp

apl are viewed as two weighting
factors for different positions, the gradient term with respect
to Ghawa

al is equivalent to the difference between the weighted
aggregation of all H ×W positive and negative part descrip-
tors. In the same way, the gradient terms with respect to G

hpwp

pl

and Ghnwn

nl are equivalent to the weighted summation of all
H ×W part descriptors of anchor samples.

When no ≥ 2, Shawa,hnwn

anl and S
hawa,hpwp

apl can be viewed
as the high-order similarities. As the order no increases, the
gradients of aligned part descriptors are highlighted over the
misaligned parts. In this case, the gradient term ∂L/∂Ghawa

al

pushes the anchor descriptor Ghawa

al close to the aligned pos-
itive part descriptors and away from the aligned negative part
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TABLE I: Additional ablation study on HOReID with ResNet-50. “w/. 1× 1” with the blue marker 4 means using 1× 1 kernels in the residual block of the
HOReID; otherwise using 3× 3 kernels. “w/. shared” with the blue marker 4 represents that a single descriptor sampler of the LHP layer is shared across
multiple levels; otherwise using unshared samplers for different feature levels. “w/. ReLU” with the blue marker 4 represents that a ReLU layer is used
after multilevel feature maps; otherwise we do not use ReLU. “w/. Hier.” with the blue marker 4 denotes the hierarchical structure is used in the HOReID
framework; otherwise we use the non-hierarchical structure.

w/. 1× 1 w/. shared w/. ReLU w/. Hier. Market1501-SQ Market1501-MQ DukeMTMC MSMT17
R1 mAP R1 mAP R1 mAP R1 mAP

8 8 8 4 93.85 84.02 95.19 89.49 85.50 73.10 71.30 47.32
4 8 8 4 94.30 86.97 96.33 91.15 86.45 76.97 73.02 48.89
8 4 8 4 94.07 86.04 95.84 90.76 86.25 76.36 72.47 48.02
4 4 4 4 95.32 87.98 96.78 91.85 86.45 77.03 72.30 47.68
4 4 8 8 94.48 86.92 95.67 90.75 87.29 78.14 73.26 49.13
4 4 8 4 95.74 88.78 96.97 92.36 88.12 79.79 74.37 50.39

descriptors. Similarly, ∂L/∂Ghpwp

pl pushes the positive part
descriptor Ghpwp

pl close to the aligned anchor part descriptors,
while ∂L/∂Ghnwn

nl keeps the negative part descriptor Ghnwn

nl

away from the aligned anchor part descriptors. When no = 1,
we define Shawa,hnwn

anl = 1 and S
hawa,hpwp

apl = 1, so the
weighted summation is degraded into the averaged summation.
That is, the gradient terms of the first-order model contain both
aligned and misaligned part descriptors, which might generate
even totally erroneous gradient directions. According to the
above analysis, we treat the high-order weighting factor as a
regularization term to regulate the gradient direction, which
well explains the reason why the high-order features enhance
the generalization ability of the ReID model. In summary, by
considering the collaborative effort of all gradient terms, we
could know the working principle of the proposed HOReID
framework better. The HOReID framework not only provides
regularization for the gradient direction but also enhances the
pose-robustness property within the learned features.

E. General Attention Model

There are a few attention-based ReID works [5, 7, 31] which
concentrate on refining semantic descriptors. In the present
subsection, we will provide a detailed discussion on the
differences between the HOReID and attention-based ReID
models.

Given two input images Ia and Ib, we extract two con-
volutional feature maps A,B ∈ RC×H×W and their corre-
sponding attention masks Ma,M b ∈ RH×W . Then, the two
feature vectors are calculated by a GAP layer,

a =
1

HW

∑
hawa

Mhawa
a Ahawa

b =
1

HW

∑
hbwb

Mhbwb

b Bhbwb

. (21)

The similarity between a and b is formulated by,

〈a, b〉 =
〈 1

HW

∑
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Mhawa
a Ahawa ,

1
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∑
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〉
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1

H2W 2

∑
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∑
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〈
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〉
=

1

H2W 2

∑
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∑
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〈
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〉
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1

H2W 2

∑
hawa

∑
hbwb

〈[
Mhawa

a

]
,
[
Mhbwb

b

]〉〈
Ahawa ,Bhbwb

〉
, (22)

where the local similarity
〈
Ahawa ,Bhbwb

〉
is weighted by

the product of two attention values Mhawa
a Mhbwb

b . Eq. 22

shows that the attention-based method can, to some extent, be
seen as a second-order model. The attention product encodes
the position relationships with two attention values in Eq. 22,
while the GHP layer uses the inner product of two input
vectors from different positions. That is, the GHP layer is
a general attention model. Obviously, the inner product of
two vectors is able to capture more complex and informative
relationships of part pairs than the numerical product of
two scalar values. Even though the attention model is well
optimized, there is no guarantee that the attention product
of the aligned part pair will be larger than the misaligned
part one. For example, if both hands and legs have very large
attention values, the aligned (leg ↔ leg and hand ↔ hand)
and misaligned (leg↔ hand) part pairs might have the similar
values of attention product. In part, this explains why the GHP
layer performs better than the standard attention model on
resolving the pose misalignment problem.

VI. EXPERIMENTS

A. Datasets

Market1501 [23]: It contains 32,668 images of 1,501 persons
captured by six camera views. The whole dataset is divided
into a training set containing 12,936 images of 751 persons and
a testing set containing 19,732 images of 750 persons. For each
person in testing set, we select one image from each camera as
a query image, forming 3,368 queries following the standard
setting in [23]. We also adopt two evaluation protocols, i.e.,
single-query (Market1501-SQ), which uses one image from
each person, and multi-query (Market1501-MQ), which uses
multiple images from each person. In the multi-query case,
the features from multiple intra-class images captured by the
same camera are averaged to produce a single descriptor.

CUHK03 [24]: It contains 14,097 images of 1,467 persons.
It provides person bounding boxes detected both from the
deformable part model detector and from manual labeling. We
conduct experiments on the detected dataset and the original
training/testing protocol is adopted following the previous
work [24]. According to that protocol, 20 random splits are
conducted on the dataset and average accuracy is reported.

DukeMTMC [25]: Similar to Market1501, DukeMTMC
contains 36,411 images of 1,812 persons captured by 8
cameras, where only 1,404 persons appeared in more than
2 cameras. The other 408 persons are regarded as distractors.
The training set contains 16,522 images of 702 persons while
the testing set contains 2,228 query images of 702 persons and
17,661 gallery images.
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Fig. 8: Analysis on numbers of sampled descriptors with ResNet-50 on the Market1501, DukeMTMC and MSMT17 datasets.

MSMT17 [26]: It contains manually annotated 126,441
bounding boxes of 4,101 persons, which is currently the largest
person ReID dataset. All images are captured by the 15-camera
network deployed in campus, which contains 12 outdoor
cameras and 3 indoor cameras. The training set contains
32,621 bounding boxes of 1,041 persons, and the testing set
contains 93,820 bounding boxes of 3,060 persons. From the
testing set, 11,659 bounding boxes are randomly selected as
query images and the other 82,161 bounding boxes are used
as gallery images.

B. Implementation Details

Network Architecture: We implement the proposed HOReID
framework based on Pytorch [50]. We take the ResNet-
50/101 [46] initialized with the parameters pretrained on Ima-
geNet [51] as the backbone network. Following the work [14],
the last fully-connected layer and global average pooling layer
are removed and the stride of the last residual block Conv4 1 is
set from 2 to 1 for increasing the feature map size. Apart from
the backbone network, the HOReID framework is lightweight,
since it only adopts 1 × 1 convolutional kernels rather than
3 × 3 kernels to keep the receptive field of feature maps
unchanged. Specifically, we set the dimension of global and
part descriptors as Cg = 512 and Cp = 512. The number of
sampled descriptors is set as P = 256. In order to reduce
the computational complexity, the dimension of high-order
features is decreased from 5123 to 512, i.e., Dg = 512 and
Dp = 512.

Data Processing: In order to obtain enough context infor-
mation from person images and a proper size of feature map
for the proposed HOReID framework, we first resize training
images to 384 × 128. Then we randomly crop each training
image with scale in the interval [0.64, 1.0] and aspect ratio
[2, 3]. Third, we resize these cropped images back to 384×128.
Following the work [43], the training images are augmented
with horizontal flipping and random erasing [52]. Before it
is sent to the network, each image is subtracted from the
mean values [0.485, 0.456, 0.406] and divided by the standard
deviations [0.229, 0.224, 0.225] according to normalization
procedure when using the pretrained model on ImageNet.

Training/Testing Configurations: Since triplet loss is used
to learn person features, we need to adopt an appropriate
triplet sampling strategy. To simplify this procedure, triplets
are generated using the PK sampling method [53], which ran-
domly samples P classes and then randomly selects K images

for each person to form a mini-batch with the size P × K.
In a mini-batch, we use all possible PK (PK −K) (K − 1)
combinations of triplets for triplet loss. For all datasets, P
and K are set to 64 and 4, respectively. Following [9], we use
the Stochastic Gradient Descent (SGD) algorithm to minimize
the overall loss function, where the initial learning rate, weight
decay and momentum are set to 0.01, 2 × 10−4 and 0.9,
respectively. The learning rate is decreased by a factor of 5
after every 200 epochs and all models are trained for 750
epochs. As for the testing phase, we use the cosine distance
to measure the similarities between the probe and gallery
images. Besides, Mean Average Precision (mAP) and Rank1
(R1) accuracy are used for evaluation. All experiments run
on a server with 2 Intel(R) Xeon(R) E5-2620 v4@2.10GHz
CPUs, 4 GeForce GTX 1080 Ti GPUs and 128G RAM.

C. Ablation Study

Order of Aggregated Features: We first study the sensitivity
of the order of aggregated features, which is associated with
the number of hierarchical levels. Two interesting phenomena
are observed in Fig. 7. First, a higher feature order benefits
person ReID performance. The mAP scores of the three
datasets increase with the feature order until they reach a
stable performance. For example, the third-order GHP layer
(n = 3) outperforms the first-order one (n = 1) by 6.27%,
8.40% and 10.01% in terms of mAP on the three datasets
respectively. Second, increasing the order (n > 3) makes a
limited contribution to the mAP improvement compared with
n = 3. To some extend, this is because the third-order model
has largely eliminated person misalignments. Therefore, there
is little room for further pose alignment improvements. We
recommend n = 3 as it strikes a satisfactory balance between
the computational efficiency and retrieval performance.

Joint GHP and LHP Layers: Then we investigate the
contributions of the GHP and LHP layers on pose-invariant
representation learning. In Fig. 7, the results show that the LHP
layer consistently achieves superior mAP scores than the GHP
layer. This phenomenon indicates that body-based features are
more suitable than image-based features in pose alignment
tasks. To show the effectiveness of the joint learning of the
two features, we concatenate them along the feature dimension
to obtain complete person representations. We observe that
leveraging these two features significantly outperforms either
of them on the three datasets. Accordingly, the body-based
person representations have some advantages over the image-
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TABLE II: Analysis of computational costs. “ResNet-50 + Cat + GAP” represents aggregating multi-level feature maps by the concatenation and Global
Average Pooling (GAP), which can be viewed as the additional baseline model for “ResNet-50 + GHP”. “ResNet-50 + Atten + Cat + GAP” denotes that
local features are obtained by confidence attention maps and then both global and local features are concatenated for testing, which can be viewed as the
additional baseline model for “ResNet-50 + GHP + LHP + DSR”. The inference time and speed of all models are tested on a single GTX 1080 Ti GPU.

Method #Level #Param FLOPS Speed (fps) Time (ms) Market1501-SQ DukeMTMC MSMT17
R1 mAP R1 mAP R1 mAP

ResNet-50 + GAP n = 1 24.56M 6.28G 125.34 7.98 91.95 80.13 81.85 66.86 61.48 36.03

ResNet-50 + Cat + GAP n = 2 25.72M 6.39G 122.76 8.15 92.06 81.65 82.76 68.89 65.34 37.07
ResNet-50 + Atten + Cat + GAP n = 2 26.86M 6.50G 121.83 8.21 92.75 82.34 82.99 69.56 67.27 40.16

ResNet-50 + GHP n = 2 25.87M 6.43G 120.97 8.26 94.21 85.62 85.68 74.20 70.30 45.32
ResNet-50 + GHP + LHP + DSR n = 2 27.05M 6.56G 102.42 9.76 94.98 87.92 86.78 77.60 72.05 48.30

ResNet-50 + Cat + GAP n = 3 26.47M 6.46G 114.65 8.72 92.17 81.65 82.43 67.79 67.32 37.90
ResNet-50 + Atten + Cat + GAP n = 3 27.72M 6.62G 110.07 9.09 92.76 82.47 82.86 70.03 67.73 40.82

ResNet-50 + GHP n = 3 26.65M 6.53G 109.03 9.17 94.54 86.40 86.45 75.36 71.79 46.44
ResNet-50 + GHP + LHP + DSR n = 3 27.99M 6.76G 95.08 10.52 95.74 88.78 88.12 79.79 74.37 50.39

based ones, but they are complementary to each other. The
results also show that sampling discriminative descriptors
supervised by the proposed DSR is helpful for pose-robust
feature learning. In the real-world applications, we would
recommend to simultaneously learn both image-based and
body-based features with the proposed DSR.

ReLU vs. No ReLU: As mentioned in Sec. III, we need
to add a ReLU layer after multilevel feature maps {Al}nl=1

and {Bl}nl=1 to make the part similarity be always non-
negative in theory. Therefore, it is worthwhile to examine
whether the HOReID framework can perform satisfactory
pose alignment without ReLU. The results are reported in
Table I. Interestingly, we observe that the HOReID framework
without ReLU achieves superior performances than the one
with ReLU. The main reason is that ReLU causes “dead”
neurons when their activation values are negative. In other
words, ReLU restricts the distribution of feature maps to a
non-negative space and ignores the information of negative
neurons, which might hamper the representational capability
of feature maps. Moreover, the experimental results partially
reveal that the conclusion of Eq. 3 is also true for both positive
and negative similarities. Therefore, in our architecture we do
not use by default the ReLU layer after the multilevel feature
maps.

Hierarchical vs. Non-Hierarchical Structure: In this part,
we study the difference between the hierarchical and non-
hierarchical structures. The hierarchical structure enriches the
representational diversity of multiple hidden feature maps
{X l}nl=1 by (n − 1) non-linearly residual blocks, i.e., X l 6=
X l′ , l 6= l′. The non-hierarchical structure replaces the non-
linearly residual block with an identity shortcut to enforce an
equal feature map for multiple inputs, i.e., X l = X l′ , l 6= l′.
From the results in Table I, it can be observed that the
hierarchical structure performs better than the non-hierarchical
structure on the three datasets. The reason is that the hier-
archical structure brings more informative feature maps than
the non-hierarchical one, resulting in a very strong high-order
representational capability for the ReID models.

1× 1 vs. 3× 3 Kernels: Apart from the backbone network,
we investigate the impact of different convolutional kernels
(1 × 1 and 3 × 3) in the residual blocks of the proposed
HOReID framework. From Table I, we can observe that using
1 × 1 convolutional kernels consistently outperforms 3 × 3
convolutional kernels with a large margin on all datasets. After

analysis, we think the causes of this interesting phenomenon
can be attributed into two sides. (1) The first reason is
associated with the receptive fields of feature maps. 1 × 1
kernels keep the receptive fields unchanged for multilevel
feature maps, while 3×3 kernels linearly enlarge the receptive
fields as the increase of feature levels. Besides, feature maps
with larger receptive fields usually contain less local pose
information, which is unable to reduce pose misalignments.
Therefore, 3 × 3 kernels perform inferior than 1 × 1 kernels
for pose alignment. (2) The second reason is related to the
interlevel inconsistency. As 3×3 kernels merge the 9 adjacent
part descriptors into one part descriptor, the merged descriptor
might include information from various semantic parts. For
example, if a certain part descriptor only contains the semantic
information of hands, the output part descriptor at the same
position may be invaded by clothing and background due to
3× 3 kernels. Worse still, the higher-level descriptors of hand
parts are likely to be totally occupied by other body parts
with larger areas. Since the high-order similarity is formed
by the product of multilevel similarities at the same location,
the similarity product between different semantic parts at the
same position might degrade pose alignment. According to
the analysis above, we recommend the 1 × 1 convolutional
kernels to the HOReID framework instead of 3 × 3 kernels
with the consideration of both computational efficiency and
retrieve performance.

Shared vs. Unshared Samplers: In this part, we explore
the effectiveness of the proposed shared sampler for semantic
descriptors. Here we also design unshared samplers for dif-
ferent feature levels, and global features are input into their
corresponding samplers to generate semantic part descriptors.
From the results reported in Table I, we observe that the shared
samplers achieve significant ReID performance improvements
over the unshared ones on all datasets. The reason is that differ-
ent samplers might exhibit different distributions of confidence
maps, resulting in interlevel inconsistency. That is, the sampled
descriptors of different feature levels at the same location
represent different semantic information. In addition, the high-
order feature aggregation requires the interlevel consistency
of multilevel feature maps in order to guarantee the consistent
weighting for aligned part pairs. In real-world applications, we
recommend the shared sampler to the HOReID framework.

Number of Sampled Descriptors: Fig. 8 shows the ReID
performance of the HOReID with different numbers of sam-
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TABLE III: Accuracy (%) on the four ReID datasets. For a fair comparison, all reported results do not use the re-ranking proposed in [54]. Two baseline
models ResNet-50/101 are trained with the triplet loss and leverage the global person features from the GAP layer to perform ReID evaluation.

Method Market1501-SQ Market1501-MQ CUHK03 DukeMTMC MSMT17
R1 mAP R1 mAP R1 R5 R1 mAP R1 mAP

PDC [2] 84.14 63.41 - - 78.29 94.83 - - 58.0 29.7
GLAD [28] 89.9 73.9 - - 82.2 95.8 - - 61.4 34.0
KPM [55] 90.1 75.3 - - - - 80.3 63.2 - -
CRF [56] 93.5 81.6 - - 88.8 97.2 84.9 69.5 - -

HA-CNN [42] 91.2 75.7 93.8 82.8 - - 80.5 63.8 - -
PN-GAN [8] 89.43 72.58 92.93 80.19 79.76 96.24 73.58 53.20 - -
Mancs [43] 93.1 82.3 95.4 87.5 92.4 98.8 84.9 71.8 - -

PAB [9] 91.7 79.6 94.0 85.2 88.0 97.6 84.4 69.3 - -
PCB + RPP [13] 93.8 81.6 - - - - 83.3 69.2 68.2 40.4

SGGNN [57] 92.3 82.8 - - - - 81.1 68.2 - -
MGN [15] 95.7 86.9 96.9 90.7 - - 88.7 78.4 - -

FD-GAN [10] 90.5 77.7 - - - - 80.0 64.5 - -
HPM [14] 94.2 82.7 - - - - 86.6 74.3 - -

RollBack [58] 92.5 79.9 - - - - 85.2 70.2 - -
LITM + GHIS [59] 93.9 83.9 - - - - 85.9 74.5 - -

DSA [11] 95.7 87.6 - - - - 86.2 74.3 - -
CASN [60] 94.4 82.8 - - - - 87.7 73.7 - -
VPM [61] 93.0 80.8 - - - - 83.6 72.6 - -

ResNet-50 91.95 80.13 93.67 85.34 76.50 93.47 81.85 66.86 61.48 36.03
ResNet-50 + HOReID 95.74 88.78 96.97 92.36 94.02 99.47 88.12 79.79 74.37 50.39

ResNet-50 + HOReID + GHIS [59] 96.45 90.00 97.57 93.14 95.66 99.63 89.12 81.03 76.24 52.97

ResNet-101 93.10 82.57 94.09 86.44 79.18 94.58 82.83 67.96 63.93 40.13
ResNet-101 + HOReID 96.27 90.06 97.23 93.18 95.76 99.62 88.95 81.93 76.89 53.24

ResNet-101 + HOReID + GHIS [59] 96.79 91.04 97.78 93.94 96.12 99.71 89.83 82.16 78.42 54.77

pled descriptors, e.g., P ∈ {8, 16, 32, 64, 128, 256, 512}. As
seen, the HOReID reaches the best performance with 256
sampled descriptors. Intuitively, the number P of sampled
descriptors determines the diversity of the sampled part de-
scriptors. When P = 0, the resulting system is equivalent to
the HOReID framework with only the GHP layer. With the
increasing of the number P , the mAP scores are significantly
improved by 2.14% on Market1501, 3.47% on DukeMTMC
and 3.33% on MSMT17 from P = 8 to P = 256. This
indicates that enlarging the number of sampled descriptors
may contribute to the discriminative ability of sampled body-
based features. We also try more dense sampling settings, such
as 512. However, a greater number of sampled descriptors will
incur additional computational cost without leading to any
observable performance improvement. Therefore, we adopt
P = 256 for sampling descriptors in this work.

Analysis on Computational Costs: In Table II, we further
analyze the computational costs of the proposed HOReID
framework. As shown in Fig. 3, we adopt the two different
strategies in order to maintain high computation efficiency
with the comparison to the baseline model. For reducing the
number of parameters of GHP and LHP layers, we use two
residual blocks with a 1×1 convolutional layer, a BatchNorm
layer and a ReLU layer to extract multilevel feature maps.
Besides, two off-the-shelf GPU-based Pytorch functions,
i.e., torch.fft and torch.ifft, are applied to imple-
ment FFT and IFFT on GPUs, making high-order pooling
more computationally efficient and effective. Compared with
our baseline “ResNet-50 + GAP”, “ResNet-50 + GHP” has
achieved superior performance and only brings additional
1M ∼ 2M network parameters. Compared with “ResNet-50 +
Cat + GAP”, “ResNet-50 + GHP” has similar computational
cost but achieves higher accuracies, which shows that the
improvements of the GHP layers are not brought by the

additional computational costs. Besides, we also observe that
“ResNet-50 + GHP + LHP + DSR” performs better than
“ResNet-50 + Atten + Cat + GAP” on the condition of
the similar model parameters. More interestingly, the running
speed of the HOReID is more than 95 FPS, which is fast
enough for video-based person Re-ID in real-time.

D. Comparison with State-of-the-Art Methods

Finally, we report the performance of the HOReID and other
state-of-the-art methods in Table III. To avoid a risk of the
local optima, we adopt a Global Hard Identity Searching
(GHIS) [59] method to adaptively select hard classes and make
the training more efficient and effective. By fine-tuning the
framework based on ResNet-101, the HOReID clearly attains
the best performance on each dataset. Compared with the pose-
based method like DSA [11], the HOReID achieves signif-
icant gains of 3.44% and 7.86% for mAP on Market1501
and DukeMTMC, indicating the advantage of the proposed
HOReID. Moreover, our framework is more efficient: the
HOReID performs superior pose alignment with only identity
labels, while other systems require human pose information or
person body partition during the training and testing phases.
Compared with other datasets, the MSMT17 dataset presents
the following challenges: (1) large number of person identities,
bounding boxes and cameras; (2) complex scenes and back-
grounds; (3) multiple time slots with severe lighting changes.
Although all compared methods achieve lower accuracies
on MSMT17 than other datasets, the proposed HOReID is
the best-performing method, outperforming the second best
method by 14.37% for mAP. This clearly demonstrates that the
HOReID achieves a satisfactory generalization on the large-
scale dataset.
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VII. CONCLUSION

In this paper, we propose a novel framework, named HOReID,
which intends to address the ubiquitous pose misalignment
problem. Two novel GHP and LHP layers are proposed
to capture global and local high-order interactions to high-
light aligned similarities and reduce misaligned similarities.
Additionally, we put forward a shared descriptor sampler
regulated by the novel DSR to enhance the diversity of
sampled descriptors for all feature levels. Due to the high-order
mapping, it becomes possible to conduct the fine-grained pose
alignment for the person images without relying on human
pose information. In the future, we will extend this work
to the fields of attribute recognition, face recognition and
vehicle re-identification, where the pose misalignment problem
is prevalent.
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