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Abstract—Accurate load forecasting is essential to the 

operation and planning of power systems and electricity 
markets. In this paper, an ensemble of radial basis function 
neural networks (RBFNNs) is proposed which is trained by 
minimizing the localized generalization error for short-
term and mid-term load forecasting. Exogenous features 
and features extracted from load series (with long short-
term memory networks and multi-resolution wavelet 
transform) in various timescales are used to train the 
ensemble of RBFNNs. Multiple RBFNNs are fused as an 
ensemble model with high generalization capability using a 
proposed weighted fusion method based on the localized 
generalization error model. Experimental results on three 
practical datasets show that compared with other 
forecasting methods, the proposed method reduces the 
mean absolute percentage error (MAPE), mean squared 
error (MSE), mean absolute error (MAE) by at least 0.12%, 
8.46 (MW)2, 0.83 MW in mid-term load forecasting (i.e., to 

 
 

 

predict the daily peak load of next month), respectively, and 
reduces the MAPE, MSE by at least 0.19%, 2009.69 (MW)2 
and 0.30%, 3697.18 (MW)2 in half-hour-ahead forecasting 
and day-ahead forecasting, respectively. 
 

Index Terms—Multi-view, ensemble, long short-term 
memory network, load forecasting 
 

NOMENCLATURE 
𝑥! The bth training sample 
𝑆"(𝑥!) Local input space includes all unseen samples 

located near the training sample 
𝑆" Union of all neighborhoods of the training 

sample 
𝑄  A given real number 
∆𝑥 Stochastic perturbation 
∆𝑦 Output perturbations 
𝑅#$∗  Upper bound of the localized generalization 

error 
𝐴  Difference between the maximum and the 

minimum values of target outputs 
𝐵  Maximum value of training mean square 

error 
𝑀  The number of hidden neurons 
𝑁  Number of training samples 
𝑅&'( Training mean square error 
𝐸#"((∆𝑦))) Stochastic sensitivity measure of output 

differences 
𝑝(∆𝑥) Probability density function of the input 

perturbations 
𝑛( Number of base predictors 
𝑊*  The weight of the ith base predictor 
𝑅#$∗ (𝑖)  The R*SM of the ith base predictor 
∑𝑅#$∗   The sum of R*SM of base predictors 
Y  The fusion result 
𝑤  The weight vector 
𝑂  The vector of forecast results of each base 

predictor 
 

I. INTRODUCTION 
OAD forecasting provides efficient, reliable, and 
economical solutions for power system planning and 
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operation. Many operating decisions are based on load 
forecasts, including the scheduling and dispatch of generating 
units, reliability analyzes, security assessment, and 
maintenance outage planning in power systems [1-2]. Long-
term load forecasting aims to assist in power system 
infrastructure planning, while mid-term and short-term load 
forecasting solutions are applied to power system operations [3-
4]. The common timeframes for mid-term and short-term 
forecasting are weeks to few months ahead [5-6] and half-hour 
to few hours ahead [4], respectively.  

With the rise of deregulation in many countries the opening 
of market competitions in electric power industries around the 
world, load forecasting has become an important tool in an 
energy management system which plays a key role in 
substantiating energy transactions in competitive electricity 
markets [7]. However, it has become more difficult to forecast 
hourly load demands, with the proliferation of variable energy 
resources, which introduces variability and nonstationarity into 
real-time loads. In practice, load forecast errors have 
demonstrated significant implications on profit margins, market 
shares, and shareholder values [8-9]. Accordingly, power 
system operators have to use reliable load forecasting results 
while taking the power system uncertainty into account as a key 
element in their decision-making process.  

Many statistical methods have been used for load forecasting, 
including exponential smoothing method [10], regression 
analysis method [11], Kalman filter method [12], 
autoregressive integrated moving average (ARIMA) method 
[13], time-series techniques [14], and so on. These traditional 
methods are highly attractive because of their possible physical 
interpretations, mature technologies, and simple algorithms. 
However, they cannot properly represent the nonlinear behavior 
of the load series. Hence, artificial intelligence techniques 
including artificial neural networks (ANN) [15], support vector 
regression (SVR) [16], extreme learning machine (ELM) [17], 
probabilistic load forecasting method [18-19], and radial basis 
function neural network (RBFNN) [20-21] have been proposed 
for electricity load forecasting.  

Ahmad et al. [22] proposed an accurate and fast converging 
short-term load forecasting model to improve the forecast 
accuracy for industrial applications in smart grid, in which the 
convergence rate of the forecasting strategy is enhanced by 
devising modifications in the ANN heuristic algorithm and 
training process. A novel ANN type reducer is proposed in [23] 
with the firing strengths of rules and their interval centroids to 
directly and optimally generate the defuzzied output of interval 
type-2 fuzzy logic system model for day-ahead load 
forecasting. Cecati et al. [20] investigated the effectiveness of 
some of the newest designed training algorithms including 
SVR, ELM, decay RBF neural networks (DRNNs), improved 
second-order algorithm, and error correction algorithm to train 
typical radial basis function (RBF) networks for short-term 
electricity load forecasting which exhibits good forecasting 
accuracy. Raza et al. [24] proposed an ensemble forecast 
framework with a systematic combination of three different 
predictors, namely feedforward neural network, Elman neural 
network and RBFNN, which are trained using the global 
particle swarm optimization to improve forecasting accuracies. 
The forecasting accuracy is significantly improved by 
combining these three predictors in an ensemble framework 

using a trim aggregation technique to combine the output of 
individual predictors. 

In recent years, deep neural networks and deep learning 
methods have seen phenomenal success and have become one 
of the most effective methods in various fields, including 
electricity load and price forecasting. As one of the most 
powerful deep learning methods, the long short-term memory 
(LSTM) recurrent neural network has become a mature 
technology for processing sequence data and time series 
forecasting. The LSTM neural network is effective at capturing 
long-term temporal dependency features of historical electricity 
load series [4]. Several case studies were conducted to forecast 
the electricity load by using the LSTM neural network [25] 
which resulted in a significant improvement. An LSTM based 
hybrid probabilistic forecasting method was proposed for short-
term load, wind, PV and price forecasting in power markets 
[26]. Shi et al. [27] first discussed potentials for employing 
state-of-the-art deep learning techniques for household short-
term load forecasts with high uncertainty and volatility.  The 
approach proposed a novel pooling-based deep recurrent neural 
network to address the overfitting challenges brought by naive 
deep networks. The networks enable the learning of spatial 
information shared among interconnected customers and hence 
allowing more learning layers before overfitting occurs.  

Another useful load forecast technique, proposed in recent 
years, is wavelet transform (WT) [28]. Electric load series 
contain several nonstationary features such as trends, changes 
in level and slope, and seasonality [29]. These features are often 
the most important and challenging parts of the load signal 
which must be considered when dealing with nonstationarity. 
That is the motivation in using WT analysis to extract the 
nonstationary features is presented in this paper. The load series 
is divided into one low-frequency and some high-frequency 
subseries by the multi-resolution analysis of WT in the wavelet 
domain, with each subseries retaining a useful compromise 
between time domain and frequency domain information. 
These subseries are typically more stable with fewer outliers 
than the original load series and higher forecasting accuracies 
[29]. The number of decomposition levels may have a great 
impact on the performance of wavelet transformation. Different 
numbers of decomposition levels have been used in the 
literature, for example, two levels [27] and three levels [30].  

Some discussions about the number of decomposition levels 
in the wavelet transform were presented in [31] which 
concluded that three levels of decomposition are a promising 
choice for load forecasting because load series can be described 
in a more thorough and meaningful way. Three levels of 
decomposition are proposed in this work. The reasons are 
twofold [24, 32]. Firstly, important high-frequency features of 
the original series are emphasized. Secondly, noisy parts of the 
series are separated. Using this new representation of the 
original load signal, one can build a model for load forecast 
whose inputs are based on information from both the original 
load sequence and the wavelet domain subseries [17]. Another 
method [32] is proposed to forecast load’s future trend by 
independently forecasting subseries in the wavelet domain in 
which the final forecast is obtained by returning to the original 
domain (inverse transform).  
  In summary, the forecasting accuracy of the above methods 
can be enhanced. To enhance the diversity and performance of  
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Fig. 1. Structure of the proposed ensemble forecasting framework. 

 
each base predictor in an ensemble framework, and the 
accuracy of the forecasting model, a multi-view ensemble 
forecasting framework is proposed for electricity load 
forecasting. Major contributions of this work are summarized 
as follows: 
1) A multi-view ensemble framework is proposed for 

electricity load forecasting with different views containing 
the knowledge extracted from the load series. Five views 
are proposed in the framework where one view is learned 
by using the LSTM network while the other four views are 
learned by using the wavelet decomposition. The view 
extracted by LSTM mainly contributes to the better 
learning of long-term recurrent patterns. The other four 
views are extracted by decomposing the original load 
series into four subseries, including an approximation 
component and three details components with different 
frequencies, each representing a specific view containing 
the time and frequency domain information. By 
combining these five views, the framework yields a high 
accuracy in load forecasting problems (i.e., with high 
uncertainty due to long-term recurrent events and/or short-
term random variations). 

2) For each wavelet decomposition subseries, the training 
dataset is divided into several different time window size 
datasets to obtain multivariate time series training sets. 
These different datasets represent the knowledge on 
different time periods about the historical load series and 
diversify the knowledge of predictors. 

3) A weighted fusion method based on the localized 
generalization error model is proposed. Using this method, 
multiple RBFNNs trained by minimizing the localized 
generalization error are fused as an ensemble model with 
a high generalization capability for future unseen samples 
in electricity load forecasting.  

4) The performance of the proposed load forecasting model 
is evaluated on three practical datasets. The proposed 
method yields the best results in terms of mean average 
percentage error (MAPE), mean square error (MSE), 
mean absolute error (MAE) and reduces the error from 
0.12% to 0.98%, 8.46 (MW)2 to 360.89 (MW)2, 0.83 MW 
to 8.79 MW in mid-term load forecasting (i.e., to predict 
the daily peak load of next month), respectively, and 
reduces the MAPE, MSE from 0.19% to 1.56%, 2009.69 

(MW)2 to 21408.62 (MW)2 and 0.30% to 2.85%, 3697.18 
(MW)2 to 166382.55 (MW)2 in half-hour-ahead 
forecasting and day-ahead forecasting, respectively.  

The rest of the paper is structured as follows. Section II 
introduces the ensemble framework and describes the whole 
procedure of the proposed method. Section III presents two case 
studies to evaluate the performance of the proposed method. 
The conclusion is given in Section IV. 

II. METHODOLOGIES  
In this paper, a multi-view ensemble load forecasting 

framework is proposed. The ensemble is constructed by fusing 
multiple radial basis function neural networks (RBFNN) which 
are trained with multi-view features extracted from both LSTM 
network and three-level wavelet decomposition. The RBFNNs 
are trained by minimizing the localized generalization error and 
fusion weights are determined according to their localized 
generalization error bounds. By employing the localized 
generalization error model (LGEM), the ensemble is expected 
to achieve higher generalization capability for future samples in 
electricity load series. 
The structure of the proposed ensemble framework for load 
forecast is shown in Fig. 1. The ensemble framework consists 
of three main components: multi-view feature extraction, 
RBFNN-base predictors learning based on LGEM and the 
LGEM-based weighted fusion method. The details of the three 
components are presented in the following subsections. 

A. Multi-view feature extraction 
As aforementioned, five views containing different pieces of 

knowledge are extracted from the load series for enhancing the 
forecasting accuracy. The first view is extracted using the 
LSTM network while the other four views are extracted using 
three-level wavelet decomposition. The LSTM neural network 
is a kind of recurrent neural networks of which memory cells 
consist of an input gate that records the new information 
selectively into the cell state, an output gate that forgets the 
information selectively in cell states, and a forget gate that 
provides the results selectively as output, which is suitable for 
time series forecasting. As illustrated in Fig. 1, the LSTM 
network is used for feature extraction from the historical load 
series and exogenous variables.   
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Fig. 2. The architecture of LSTM-RBFNN. 

 
The LSTM neural network is effective at capturing long-term 

temporal dependency features of historical electricity load 
series [4]. As such, the view learned by LSTM mainly enhances 
long-term recurrent pattern learnings. The architecture of the 
proposed LSTM-RBFNN model is illustrated in Fig. 2. For the 
convenience of the readers, some details of LSTM’s 
architecture are introduced in Appendix A. The LSTM network 
is used for feature extraction from the historical load series 
while the RBFNN is used for forecasting using the extracted 
feature of this view. The hidden layer of LSTM is a gated cell. 
It consists of four layers that interact with one another in a way 
to produce the output of that cell along with the cell state. These 
two pieces of information are then passed to the next hidden 
layer. LSTMs comprises of three logistic sigmoid gates and one 
tanh layer. Gates have been introduced in order to limit the 
information being passed through the cell. Given the gated 
architecture of LSTM that has this ability to manipulate its 
memory state, which is ideal for capturing the temporal feature 
in historical electricity load series. Besides, LSTM can almost 
seamlessly model problems with multiple input variables, 
where classical linear methods can be difficult to adapt to 
multivariate or multiple input forecasting problems. These 
features, together with several exogenous variables, are directly 
fed to train RBFNNs, which will be described in Section II.B 
below. 

The extractions of the other four views, however, are 
different and are extracted by decomposing the original load 
series into four subseries, including an approximation 
component and three detail components with different 
frequencies by a three-level wavelet decomposition which uses 
the Symlet with 3 vanishing moments. The details of wavelet 
decomposition is introduced in Appendix B. A larger number 
of vanishing moments yields a more compact wavelet. After 
comparison, the number of vanishing moments is selected as 3.  
The decomposition retains a useful compromise between time 
and frequency domain information. The trend part (low 
frequency) is a smoothed version of the original load signal 
which captures the signal trend on a large timescale. First and 
second levels of variation parts (high frequencies) contain 
useful higher frequency information, which exhibits some 
regularities and similar shapes. Irregularities in these levels of 
detail are due to random load variations and measurement errors. 
The third level of variations shows some peaks that allow time 
localizations of peak load. These four subseries contain 
different views of information of the original load series, and 

using this information may help to improve the performance of 
the ensemble predictors.  

After obtaining the four subseries, each subseries is 
combined with exogenous variables (which may differ in 
datasets) to construct a multivariate time series dataset. 
Training data for a long period of interest may originate 
inaccuracies because load characteristics vary with time. 
However, a short training period may originate volatile 
estimations. Therefore, a multiple time scale model is proposed 
to split the historical load series training dataset into several 
time window dataset, the feature in various timescales represent 
the knowledge on different periods of time about the problem 
and diversify the knowledge of predictors. Then, each of the 
four multivariate time series datasets is divided into multiple 
datasets by sliding window method. Each multivariate dataset 
employs a different window size. In this way, segmented 
datasets from different multivariate datasets present the 
information from different timescales. Each of these multiple 
timescales can now be used to train an RBFNN for load series 
forecast. 

In summary, the first view is extracted using an LSTM 
network mainly for handling long-term recurrent events, while 
the other four views which are extracted using wavelet 
decomposition aim to handle patterns in both stationary (via 
trend part) and nonstationary environments (via variation 
parts). With these five views extracted from load series, trained 
predictors are expected to perform well in practical applications 
with large uncertainties. 

B. RBFNN learning 
RBFNN trained by minimizing the localized generalization 

error is used as the base predictor in the ensemble framework. 
Features extracted from five different views are fed to train 
RBFNNs, as illustrated in Fig. 1. These different features 
represent the knowledge on the time domain, frequency 
domain, seasonality characteristics information, and long-term 
temporal dependencies between local temporal patterns, and 
diversify the knowledge of predictors. 

RBFNN is one of the most widely applied neural networks 
for pattern classification and prediction, with its performance 
primarily determined by its selected architecture. The 
generalization error is the most important criterion in the 
evaluation of a predictor. But the generalization error cannot be 
directly estimated because the whole input space can never be 
known accurately. Besides, it may be counter-productive to 
assess the generalization performance of the predictor on 
unseen samples that are very different from the training set. 
Hence it will be more sensible to develop a generalization error 
model for unseen samples which will be located within a 
neighborhood of training samples. 

Yeung et al. [33] proposed an LGEM using the stochastic 
sensitivity measure (ST-SM), which bounds from above the 
generalization error for unseen samples within a predefined 
neighborhood of training samples. The purpose of RBFNN 
training by LGEM is to find a network structure and connection 
weight to minimize the localized generalization error. After the 
number of hidden neurons is determined, parameters such as 
center, width, and weight will be tuned by training samples. 
Therefore, the objective of RBFNN training can be simplified 
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to the optimal number of hidden neurons which makes use of 
the generalization capability of RBFNN. 

The 𝑆! neighborhood is defined as the union of all 𝑆!(𝑥") 
neighborhoods of the training sample 𝑥", where 𝑥" is the bth 
training sample. The 𝑆!(𝑥") is defined as a local input space 
which includes all unseen samples located near the training 
sample 𝑥": 
𝑆!(𝑥") = 	 {𝑥|𝑥	 = 	𝑥" +	∆𝑥, |∆𝑥#| 	≤ 	𝑄,			∀𝑖	 = 	1,2, . . . , 𝑛}       

(1) 

where 𝑛 is the number of input features, 𝑄 is a given real 
number, 𝑥" ∈	D where D is the training set, ∆𝑥 = (∆𝑥$, ..., 
∆𝑥%) denotes the stochastic perturbation and ∆𝑥% denotes the 
stochastic perturbation on the 𝑛th input feature. 

For a given 𝑄  value, with a probability of (1 − 𝜂) , the 
upper bound of the localized generalization error 𝑅&'∗  is 
estimated by using the Hoeffiding’s inequality as follows: 

𝑅&'(𝑄) ≤
1
𝑁;< =𝑓)(𝑥) − 𝐹(𝑥)@

* 1
(2𝑄)% 𝑑𝑥&!(,")

+ 𝜀
.

"/$

	

≤ CD𝑅012 +E𝐸&!((∆𝑦)*) + 𝐴I
*

+ 𝜀 

= 𝑅&'∗ (Q)                                 (2) 
where 𝜀 = 𝐵Dln 𝜂/(−2𝑁) , 𝑁 , 𝐴 , 𝐵 , 𝑅012  and 
𝐸&!((∆𝑦)*) denote the number of training samples, difference 
between the maximum and the minimum values of target 
outputs, maximum value of training mean square error (MSE), 
training mean square error, and stochastic sensitivity measure 
(ST-SM) of output differences, respectively. 

The output perturbation (∆𝑦) measures the network output 
difference between the training sample ( 𝑥" ∈  D) and the 
unseen sample in its neighborhood ((𝑥" +	∆𝑥 ) ∈ 𝑆!(𝑥") ). 
Thus, ST-SM measures the expectation of the squares of 
network output perturbations (∆𝑦) between training samples in 
D and unseen samples in 𝑆! . The ST-SM for an RBFNN is 
given by: 

𝐸#"((∆𝑦))) =
1
𝑁7 8 9𝑓+(𝑥! +	∆𝑥)

#!(-")

/

!01

− 𝑓+(𝑥!)>
)𝑝(∆𝑥) 𝑑∆𝑥 (3) 

where 𝑝(∆𝑥) denotes the probability density function of the 
input perturbations and 𝑝(∆𝑥) = 1 (2𝑄)%⁄ . By fixing 𝑄, the 
optimal RBFNN is found by searching for the optimal number 
of hidden neurons which yields the minimum generalization 
error bound.  

It is worth mentioning that the LGEM model and the 
neighborhood derived from Equations (2) and (3) are used to 
define the input space of the RBFNN instead of the original 
time series. The input spaces of RBFNNs are features extracted 
from different views which are of continuous nature. 
Particularly, the neighborhood in this work can be viewed as a 
set of unseen samples outside of training samples which has 
minor differences from the training samples. The differences or 
perturbations can be created by measurement error or round up 
in numbers (e.g. 36.1 from 36.132222). The differences are 
summarized as perturbations to the inputs. When extracted 
feature values are perturbed, it can be viewed as a perturbation, 
a measurement error or a new record with minor differences 

from the original time series. Therefore, even though it is a 
discrete time forecasting problem, the method has no issue to 
handle the solution. 

The architecture selection algorithm of RBFNN is stated as 
follows: 
1) Start with 𝑀 = 1  (𝑀  denotes the number of hidden 

neurons). 
2) Perform K-means clustering algorithm to find the centers 

for the 𝑀 hidden neurons. K-means clustering partitions 
n observations into 𝐾 clusters in which each observation 
belongs to the cluster with the nearest mean, serving as a 
prototype of the cluster [34].  

3) For each of the 𝑀 RBF hidden neurons, select its width 
value as the distance between its center and that of the 
nearest hidden neurons. 

4) Compute the connection weights using a pseudo inverse 
method. 

5) Compute the 𝑅#$∗  for the current RBFNN. 
6) If the stopping criterion is not fulfilled, set 𝑀 = 𝑀 + 1  

and go to Step 2. 
The stopping criterion is usually set as the number of hidden 

neurons to be equal to the number of training samples. 
However, in practical applications, the localized generalization 
error bound usually will not change when 𝑀 is very large. As 
such, 𝑀 = 50 is used in the experiments. 

C. LGEM-based weighted fusion method 
After training RBFNN, forecasting outputs of RBFNN-based 

predictors are aggregated by a weighted fusion method, which 
is based on localized generalization error bound to produce 
multi-view ensemble load forecasting results. 

The ensemble fusion methods are mostly based on measures 
of diversity or performance of each base predictor. It is hard but 
necessary to keep a balance between diversity and performance. 
The base predictors with only high training accuracy may tend 
to produce similar results and thus may not improve the 
ensemble accuracy on unseen samples. In this work, LGEM is 
used to evaluate the performance of each base predictor. 𝑅&'∗  
consists of three major components: training mean square error, 
stochastic sensitivity measure of output differences and the 
constants. If one classifier yields a smaller 𝑅&'∗  than the other, 
it means that the classifier will have a better generalization 
performance, so the base predictor with a lower R*SM value is 
supposed to be assigned with a higher weight because a base 
predictor yielding a smaller R*SM value has a lower 
generalization error. In addition, each base predictor is trained 
using features learned from different views for increasing the 
diversity. In this way, a multi-view ensemble with high 
generalization capability is obtained. 

The weighted fusion method is used to aggregate base 
predictor outputs and the weight of a base predictor depends on 
its localized generalization error bound R*SM. The weight of the 
ith base predictor is given as: 

𝑊# = U
∑𝑅&'∗ − (𝑅&'∗ (𝑖))
∑𝑅&'∗ ∗ =𝑛2 − 1@

, 𝑛2 > 1

		1																																							, 𝑛2 = 1
 

 (4) 



where ∑𝑅&'∗  is the total R*SM of base predictors, 𝑅&'∗ (𝑖) is 
the R*SM of the ith base predictor, and 𝑛2 is the number of base 
predictors. As shown in Equation (4), a smaller R*SM of a base 
classifier leads to a larger fusion weight. The final output of the 
ensemble network is given by: 

Y = 𝑤3𝑂                  (5) 
where Y denotes the fusion result, 𝑤 is the weight vector, and 
𝑂 is the vector of forecast results of each base predictor. 

III. CASE STUDY 
In this section, three case studies are conducted to evaluate 

the performance of the proposed method.  
Section III.A reports on the month-ahead load forecasting 

results with a dataset from the EUNITE competition in 2001. 
The competition aims at predicting the daily maximum load on 
31 days of Jan. 1999 using historical load data, daily 
temperature, and local holidays in 1997 and 1998 [35]. The 
exogenous variables in the EUNITE dataset include average 
daily temperature, temperature difference with the previous 
day, day of the week, and holiday information. There is a 
significant correlation between the maximum load and the 
average temperature in the EUNITE dataset, in which the load 
increases as the temperature drops in winter [36]. The existing 
methods for comparison are support vector machine (SVM) 
[36], local linear model trees (LoLiMOT) [37], SVM-Wavelet 
[38], Extended Bayesian [39], K-nearest neighbors (KNN) [40], 
ANN [41], ELM ensemble [42], and LSTM [4]. The 
corresponding results are provided in Table I and discussed in 
Section III.A. It should be noted that the results of SVM [36], 
LoLiMOT [37], SVM-Wavelet [38], and Extended Bayesian 
[39] are directly copied from the respective publications 
because they use the training and testing data from the 
competition as described in this work. Other results are 
produced by applying the corresponding method to the same 
training data and then the testing data. 

Section III.B reports the results on half-hour-ahead and day-
ahead forecasting using a dataset of the state Victoria from the 
Australian National Electricity Market (ANEM) [43]. The half-
hour-ahead or day-ahead forecasting is to predict the next 
period load value with previously observed load records and 
relevant information. The historical half-hour load data of the 
state Victoria from the Australian Energy Market Operator 
(AEMO) are used for 2015 to 2018. In this case, exogenous 
variables consist of the month of the year, hour of the day, day 
of week and holiday information. In the experiments, the data 
for 2015 to 2017 is used for training and the data for 2018 is 
used for testing. The comparison methods for short-term load 
forecast are ELM ensemble [42], KNN [40], ANN [41], SVR, 
ARIMA and LSTM [4].  

Section III.C reports the results on half-hour-ahead and day-
ahead forecasting using a dataset of the state New South Wales 
from ANEM [43]. Compared to Section III.B, the exogenous 
variables in this dataset consist of the temperature information, 
hour of the day, day of week and holiday information. The 
temperature information including dry bulb, wet bulb, dew 
point temperatures and humidity, which are important to 
determine the state of humid air to have a significant correlation 
with electricity load demand [25]. Load demand increases in 
response to cooling needs in summer, and heating needs in 

winter. In the experiments, data of year 2006 to 2009 are used 
for testing. For this case study, the same comparison methods 
used in Section III.B are adopted. 

For all datasets, binary data is used for representing the day 
of the week: 0 represents Monday to Friday and 1 represents 
Saturday and Sunday. Another binary number is used to 
represent holidays (i.e., special days) in which 0 represents non-
holidays and 1 represents holidays. 

The performance metrics employed in this work include 
MAPE and MSE, which are defined as: 

MAPE = $
.
∑ a4#56#

4#
a × 100%.

#/$            (6) 

MSE =	 $
.
∑ (𝐴# − 𝑃#)*.
#/$                 (7) 

where 𝐴# , �̅�#  and 𝑃#  are actual, average actual, and 
forecasted load value on the ith forecasted point respectively, 
and 𝑁 is the number of forecasted points.  

A. Results of month-ahead load forecasting based on 
EUNITE dataset 

In this subsection, firstly a set of experiments is conducted to 
confirm the effectiveness of the combinations of different views 
which are learned from load series, i.e., a view extracted using 
the LSTM network and four views extracted using the wavelet 
decomposition. The exogenous variables (include average daily 
temperature, temperature difference with the previous day, day 
of the week, and holiday information) and historical load data 
are the input to the LSTM network, the exogenous variables 
(include average daily temperature, temperature difference with 
the previous day, day of the week, and holiday information) and 
historical load data are used as input features. The five input 
vectors are scaled to the range from 0 to 1 because the LSTM 
network is sensitive to data scale. Each row of the input matrix 
is the scaled features for the corresponding time step, which is 
fed to the corresponding LSTM block in the LSTM layer. In the 
month-ahead load forecasting, the window sizes are set to be a 
week, a month, a season and a year. After training the ensemble 
network, the forecasted temperature and other variables of the 
next month provided by the competition organizer are used to 
predict the daily maximum load demand of a month using the 
proposed model in a multi-step forecast. Then, the same dataset 
is used to confirm the efficacy of the proposed method by 
comparing it with existing methods. And these predictors are 
combined with some ensemble models (labeled as Ensemble of 
[40-41], Ensemble of [4, 40], Ensemble of [4, 41] and Ensemble 
of [4, 40-41]) for comparison. The base predictors in these 
ensemble methods are fused via the weighted fusion method 
using their MAPEs as fusion weights. The results of the 
proposed method compared with existing methods and their 
ensemble models are given in Table I. 

It can be seen from Table I that the proposed method yields 
the best result with a MAPE of 1.60%. The second-best result 
is produced by the Ensemble of [4, 40] with a MAPE of 1.72%, 
and the best existing method is Extended Bayesian [39] which 
yields a MAPE  of 1.75%. This shows that the proposed 
method improves the load forecasting performance by at least 
0.12%. Besides, the proposed method yields the lower results 
in terms of MSE, MAE, standard deviation (SD) and reduces 
them by at least 8.46 (MW)2, 0.83 MW and 0.35 MW, 
respectively. 
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Fig. 3. Month-ahead real load and forecasted results based on EUNITE dataset 

              
TABLE I 

COMPARISON OF FORECASTING METHODS BASED ON EUNITE DATASET 
(MONTH-AHEAD FORECASTING)  

Forecasting method  MAPE 
(%) 

MSE 
((MW)2) 

MAE (MW) Standard 
deviation 

(SD) 
(MW) 

SVM [36] 1.95 --- --- --- 
LoLiMOT [37] 1.98 --- --- --- 
SVM-Wavelet [38] 1.96 --- --- --- 
Extended Bayesian [39] 1.75 --- --- --- 
KNN [40] 2.48 567.87 18.34 31.70 
ANN [41] 2.53 643.13 18.42 32.71 
ELM ensemble [42] 2.58 628.50 18.73 33.71 
LSTM [4] 2.05 406.83 15.71 31.85 
Ensemble of [40-41] 2.38 539.63 17.56 31.45 
Ensemble of [4, 40]  1.72 290.70 12.77 29.30 
Ensemble of [4, 41]  1.78 309.06 13.27 30.27 
Ensemble of [4, 40-41]  1.85 324.36 13.65 29.75 
Proposed method 1.60 282.24 11.94 28.95 

TABLE II 
COMPARISON OF PROPOSED METHODS BASED ON EUNITE DATASET 

(MONTH-AHEAD FORECASTING)  
Forecasting method  MAPE (%) MSE ((MW)2) MAE (MW) SD (MW) 
WT-RBFNN 1.85 342.25 13.89 29.37 
LSTM-RBFNN 2.01 381.81 15.06 31.60 
Ensemble1 1.63 291.73 12.22 28.97 
Ensemble2 1.62 289.68 12.17 28.88 
Proposed method 1.60 282.24 11.94 28.95 
 

The proposed ensemble framework consists of two sets of 
base predictors, one is trained using the features extracted from 
the LSTM (labeled as LSTM-RBFNN), and the other one uses 
the features from the views extracted by the wavelet 
decomposition (these predictors, labeled as WT-RBFNN, are 
also fused via the LGEM-weighted fusion method). The 
forecasting results of the proposed method compared with two 
components are shown in Fig. 3, the x-axis represents the day 
of Jan. 1999, and the y-axis represents the load values (in MW). 
It shows that the proposed method can better fit the curve of the 
real load series in almost all cases. To demonstrate the 
performance more clearly, the MAPE, MSE, MAE and SD of 
each method are computed and listed in Table II. It is seen that 
the accuracies of the proposed method and the other two 
compared ensemble model are acceptable, and the proposed 

ensemble model has the lowest MAPE	 , MSE and MAE. 
Ensemble2 yield a lower SD than the proposed method, which 
indicates that the forecasting result of the Ensemble2 are close 
to the mean set and dispersed at a narrower range, but the 
proposed method is supposed to be the most accurate 
forecasting method in this case study according to the MAPE, 
MSE, MAE performance metrics, which are the most 
commonly used key performance indicator to measure forecast 
accuracy. This proves the effectiveness of the combinations of 
different views and the LGEM based weighted fusion method 
helps to increase the forecast accuracy. In addition to this, the 
two components of the proposed method also achieved better 
performances against existing approaches in which WT-
RBFNN performs better than LSTM-RBFNN. This implies that 
the views extracted by the three-level wavelet decomposition 
provide more useful information than LSTM in mid-term load 
forecasting. 

To demonstrate the performance of different ensemble 
methods more clearly, the rest of Table II shows the 
comparative results of the proposed method with two ensemble 
frameworks. One compared ensemble framework (labeled as 
Ensemble1) consists of WT-RBFNN and LSTM-RBFNN base 
predictors which are fused via the average weighted fusion 
method. The other compared ensemble framework (labeled as 
Ensemble2) also consists of these two base predictors which are 
fused via the weighted fusion method using their MAPEs as 
fusion weights. The results of the proposed method compared 
with two compared ensemble frameworks are given in Table II. 
It is seen that the accuracies of the proposed method and the 
other two compared ensemble model are acceptable, and the 
proposed ensemble model can better fit the actual load, which 
shows that LGEM based weighted fusion method helps to 
increase the forecasting accuracy. It also should be noted that 
two compared ensemble frameworks (Ensemble1 and 
Ensemble2) also achieved better performances against two 
components and the Ensemble1 performs better than 
Ensemble2. This implies that the MAPE based weighted fusion 
method better aggregates the base predictors in mid-term load 
forecasting.  

B. Half-hour-ahead and day-ahead load forecasting based on 
ANEM dataset of the state Victoria 

This subsection focuses on short-term load forecasting. For 
this case study, a similar experimental setup is used as that in  



 

TABLE III 
COMPARISON OF SHORT-TERM FORECASTING METHODS BASED ON ANEM DATASET OF THE STATE VICTORIA 

Forecasting method Half-hour-ahead Day-ahead 
MAPE (%) MSE ((MW)2) MAPE (%) MSE ((MW)2) 

ELM ensemble [42] 2.53 27,369.87 7.27 268,987.45 
KNN [40] 1.78 16,070.63 6.68 220,787.21 
ANN [41] 2.86 31,314.84 6.17 165,893.29 
LSTM [4] 1.49 11,915.91 4.95 129,945.83 
SVR 2.42 25,998.34 5.78 181,493.04 
ARIMA 1.72 20,198.09 5.42 142,589.31 
Above methods ensemble 1.83 16,083.31 4.72 106,302.08 
Proposed method 1.30 9,906.22 4.42 102,604.90 

TABLE IV  
COMPARISON OF PROPOSED SHORT-TERM FORECASTING METHODS BASED ON ANEM DATASET OF THE STATE VICTORIA 

Forecasting method Half-hour-ahead Day-ahead 
MAPE (%) MSE((MW)2) MAPE (%) MSE ((MW)2) 

WT-RBFNN 2.02 18,246.61 5.28 137,952.82 
LSTM-RBFNN 1.42 11,569.15 4.55 103,317.24 
Ensemble1 1.55 12,472.42 4.59 108,999.02 
Ensemble2 1.35 10,342.89 4.51 105,690.01 
Proposed method 1.30 9,906.22 4.42 102,604.90 

 

 
Fig. 4. Half-hour-ahead real load and forecasting result based on ANEM dataset 

 
Section III.A. The results of the proposed method compared 
with existing methods in half-hour-ahead forecasting and day-
ahead-forecasting are given in Table III. And these existing 
predictors are fused via the weighted fusion method using their 
MAPEs in the training set as fusion weights to ensemble models 
(labeled as Above methods ensemble) for comparison. In the 
half-hour-ahead forecasting, the proposed method yields the 
lowest MAPE of 1.30%, which is 0.19% better than that of the 
second-best method, i.e., LSTM [4] is with a MAPE of 1.49%. 
The proposed method yields the lowest MSE  of 9,906.22 
(MW)2 as compared with the second-best MSE of 11,915.91 
(MW)2, i.e., LSTM [4]. Besides, in the day-ahead forecasting, 
the proposed method yields the lowest MAPE of 4.42%, which 
is 0.30% better than that of the second-best method, i.e., the 
Above methods ensemble, with a MAPE of 4.72%. The lowest 
MSE of 102,604.90 (MW)2 is yielded by the proposed method 
as compared with the second-best MSE of 106,302.08 (MW)2, 
i.e., the Above methods ensemble. Although the proposed 
method also yields the most accurate forecasting performance 
according to these performance metrics in day-ahead load 

forecasting, it is seen that the MAPE and MSE of both the 
proposed method and other comparison methods are high. The 
possible reason for this may be due to the lack of a detailed and 
accurate temperature data to make it more suitable for day-
ahead forecasting. 

The load forecasting results of the proposed method 
compared with the two components base predictors and two 
compared ensemble frameworks are given in Table IV. It can 
be concluded that the proposed method yields the most accurate 
forecasting performance according to these performance 
metrics. However, unlike the mid-term forecasting, WT-
RBFNN performs worse than the LSTM-RBFNN in short-term 
forecasting. This outcome implies that the view extracted by 
LSTM contains more useful information than that extracted by 
the WT decomposition. The forecasting results of the proposed 
method and two components base predictors are illustrated in 
Fig. 4 which shows the actual load and the forecasting results 
in half-hour-ahead forecasting, where the x-axis represents the 
half-hour intervals in seven days in 2018, and the y-axis 
represents the load (in MW). It is seen that the accuracies of  
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TABLE V 
COMPARISON OF SHORT-TERM FORECASTING METHODS BASED ON ANEM DATASET OF THE STATE NEW SOUTH WALES 

Forecasting method Half-hour-ahead Day-ahead 
MAPE (%) MSE ((MW)2) MAPE (%) MSE ((MW)2) 

ELM ensemble [42] 1.99 51,551.70 4.52 325,299.12 
KNN [40] 1.73 44,276.58 4.26 300,095.80 
ANN [41] 1.76 39,188.16 3.28 156,871.44 
LSTM [4] 1.26 24,439.07 3.01 137,997.39 
SVR 1.95 48,580.57 3.77 224,211.72 
ARIMA 1.55 35,377.85 3.35 153,781.62 
Above methods ensemble 1.25 24,152.27 2.81 130,834.12 
Proposed method 1.09 17,947.96 2.57 103,458.72 

 
TABLE VI 

COMPARISON OF PROPOSED SHORT-TERM FORECASTING METHODS BASED ON ANEM DATASET OF THE STATE NEW SOUTH WALES 

Forecasting method Half-hour-ahead Day-ahead 
MAPE (%) MSE((MW)2) MAPE (%) MSE ((MW)2) 

WT-RBFNN 1.32 26,529.89 3.16 130,848.59 
LSTM-RBFNN 1.21 22,873.54 2.89 129,297.78 
Ensemble1 1.16 19,099.24 2.66 105,449.57 
Ensemble2 1.15 18,950.28 2.61 103,767.74 
Proposed method 1.09 17,947.96 2.57 103,458.72 

 
both the proposed method and two components base predictors 
are acceptable, and the proposed ensemble model can better 
represent the actual load.  

The results in Table IV also implies that a combination of 
LSTM and the three-level WT decomposition enables the 
proposed method and two ensemble frameworks to perform 
better than two components for both half-hour-ahead and day-
ahead load forecasting. Same as the mid-term forecasting, 
Ensemble2 performs worse than the Ensemble1, and the 
proposed method yields superior performance in comparison to 
Ensemble1 and Ensemble2 for both mid-term and short-term 
load forecasting. 

C. Half-hour-ahead and day-ahead load forecasting based 
on ANEM dataset of the state New South Wales 

This subsection focuses on short-term load forecasting based 
on ANEM dataset of the state of New South Wales which 
contains a detailed temperature information data. For this case 
study, similar experimental setup and comparison methods as 
in Section III.A and Section III.B are used. The results of the 
proposed method compared with existing methods in half-hour-
ahead forecasting and day-ahead-forecasting are given in Table 
V and the load forecasting results of the proposed method 
compared with two components base predictors and two 
compared ensemble frameworks are given in the Table VI. It 
can be concluded that the proposed method yields the most 
accurate forecasting performance according to these 
performance metrics. 

As seen from Table V, in the half-hour-ahead forecasting, the 
proposed method yields the lowest MAPE of 1.09%, which is 
0.16% better than that of the second-best method (Above 
methods ensemble) with a MAPE  of 1.25% and the best 
existing method is LSTM [4] which yields a MAPE of 1.26%. 
The proposed method yields the lowest MSE  of 17947.96 
(MW)2 as compared with the second-best MSE of 24152.27 
(MW)2, i.e., the Above methods ensemble. Similarly, in the 
day-ahead forecasting, the proposed method yields the lowest 
MAPE of 2.57%, which is 0.24% better than that of the second-

best method (Above methods ensemble) with a MAPE of 2.81% 
and the best existing method is LSTM [3] which yields a MAPE 
of 3.01%. The proposed method yields the lowest MSE  of 
103,458.82 (MW)2 as compared with the second-best MSE of 
130,834.12 (MW)2, i.e., the Above methods ensemble. Unlike 
the case study in Section III.B, the MAPE and MSE of both the 
proposed method and other comparison methods are much 
lower than the MAPE and MSE yielded in Section III.B in the 
day-ahead load forecasting. The possible reason for this 
superior performance may be due to this dataset includes the 
temperature data (dry bulb, wet bulb, dew point temperatures 
and humidity) in this case study which helps increasing the 
forecasting accuracy in the day-ahead load forecasting. 

Table V reports the results of the proposed method against 
two components base predictors and two compared ensemble 
frameworks both in the day-ahead and half-hour-ahead 
forecasting. Similarly, the outcome in Table IV implies that a 
combination of LSTM and the three-level WT decomposition 
enables the proposed method and two ensemble frameworks to 
perform better than two components for both half-hour-ahead 
and day-ahead load forecasting, and the proposed method yields 
superior performance in comparison to Ensemble1 and 
Ensemble2 for both mid-term and short-term load forecasting. 

In summary, the proposed ensemble load forecasting 
framework yields superior performance in comparison to 
existing methods for mid-term and short-term load forecasting. 
The possible reason for the effectiveness of the proposed 
method may be due to different views extracted from load series 
that are properly utilized and thus can enhance the performance 
of the predictors. Another reason is that LGEM helps to 
increase the generalization capability of the base predictor by 
selecting the optimal number of hidden neurons and ensemble 
by weighting base predictors using their localized 
generalization error bound.  
 
 



 

IV. CONCLUSION 
In this paper, a multi-view ensemble framework is proposed 

for enhancing the load forecasting results. Multi-views of 
features are first extracted from both the LSTM network and the 
three-level wavelet decomposition, which capture the 
characteristics of long-term recurrent events, trends, and 
variations of load series. These features, together with some 
exogenous variables, are then used to train the base predictors, 
RBFNN. To improve the generalization capability of the base 
predictor, LGEM is employed to search for the optimal network 
architecture. After learning the base predictors, these selectors 
are fused using a weighted fusion method where the weight of 
each predictor is determined by its own localized generalization 
error bound. In this way, the ensemble is expected to achieve a 
highly generalized performance for future data in load series. 
Experiments on three practical datasets confirm the 
effectiveness of the proposed ensemble framework. Future 
work will include applying the framework to other time series 
forecasting problems, including solar and wind power 
forecasting. 
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APPENDIX A: BACKGROUND OF LSTM NETWORK  
    The architecture of LSTM cell is presented in Fig. A. The 
LSTM cells consist of an input gate that records the new 
information selectively into the cell state, an output gate that 
forgets the information selectively in cell states, and a forget 
gate that provides the results selectively as output. First, the 
previous hidden state ht-1 and the current input xt get 
concatenated, and the combined result is fed into the forget 
layer, candidate layer, and the input layer. The forget layer 
decides what information should be thrown away or kept, the 
combined information is passed through a sigmoid function. 
Values are scaled to the range from 0 to 1; the closer to 0 means 
to forget, and the closer to 1 means to keep. The candidate holds 
possible values to add to the cell state. The input layer decides 
what data from the candidate should be added to the new cell 
state by multiplying the tanh output with the sigmoid output. 
After computing the forget layer, candidate layer, and the input 
layer, the cell state ct is calculated using those vectors and the 
previous cell state ct-1. The output is then computed, and the 
new hidden state ht is computed by multiplying the pointwise 
output and new cell state. Combining all those mechanisms, an 
LSTM network can choose which information is relevant to 
remember or forget during the sequence processing. 

 
Fig. A. The architecture of a LSTM cell 

APPENDIX B: WAVELET DECOMPOSITION  
    Wavelet Transform (WT) is carried out by the means of a 
special analyzing function 𝜓 , called the basic wavelet. The 
continuous wavelet transform is defined as follows:  

WT(𝑠, τ) = $
√8
∫ 𝑓(𝑡) ∗ 𝜓(958

:
);

5; 𝑑𝑡        (B) 
As seen in the above equation, the transformed signal is a 

function of two variables, 𝜏 and 𝑠, the translation and scale 
parameters, respectively. During the analysis, this wavelet is 
translated in time (for selecting the part of the signal to be 
analyzed), then dilated/expanded or contracted/compressed 
using a scale parameter 𝑠 (in order to focus on a given range 
or number of oscillations). When the wavelet is expanded, it 
focuses on the signal components which oscillate slowly (i.e., 
low frequencies); when the wavelet is compressed, it observes 
the fast oscillations (i.e., high frequencies), this is similar to 
those contained in a discontinuity of a signal. In brief, the WT 
is a correlation between a wavelet at different scales and the 
signal with the scale (or the frequency) being used as a measure 
of similarity. The continuous wavelet transform was computed 
by changing the scale of the analysis window, shifting the 
window in time, multiplying by the signal, and integrating over 
all times. In the discrete case, filters of different cut-off 
frequencies are used to analyze the signal at different scales. 
The signal is passed through a series of high pass filters to 
analyze the high frequencies, and it is passed through a series 
of low pass filters to analyze the low frequencies.  
A time series data whose frequency content does not change in 
time is called stationary data. In other words, the frequency 
content of stationary signals does not change in different time. 
The frequency spectrum of the load series can be obtained by 
Fourier Transform (FT), which shows what frequencies exist in 
the signal, but it cannot tell when these frequency components 
exist. This is why FT is not suitable if the data has time varying 
frequency (i.e., the data is non-stationary). However, WT is 
capable of providing the time and frequency information 
simultaneously, hence giving a time-frequency representation 
of the load series which gives the information regarding when 
those frequency spectrum components appear in the non-
stationary data. 
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