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Abstract

Due to financial time series’ inherent characteristics such as being non-linear,

non-stationary, and noisy, with a high degree of uncertainty and hidden rela-

tionships, single artificial intelligence and other conventional techniques have

failed to capture its non-stationary property and accurately describe its mov-

ing tendency. Therefore, researchers and market participants have paid a great

deal of attention to tackling such problems. Thus, various models’ architecture

and new algorithms have been introduced and developed in the literature to

alleviate the influence of noise. However, the noise characteristic can refer to

the unavailability of information, which affects the behaviour of financial mar-

kets and past and future captured prices. The information which excluded in

the prediction models is considered as noise, while the non-stationery charac-

teristics imply that the financial time series distributions fluctuate over time.

Therefore, the prediction of stock prices and detecting their noise is considered

a very challenging and difficult financial topic. This paper adopts a novel three

steps hybrid intelligent prediction model which combines a collection of intelli-

gent modelling techniques and feature extraction algorithm. Empirical results

show that the proposed model indeed displays good performance in predicting

next closing day stock price.
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1. Introduction

Time series is a sequence of observations which taken at the successive time.

Extrapolating the discovered patterns from the historical data series into the

future is what time series prediction methods attempt to achieve. The predic-

tion domain of financial time series involves the projection of time series such as

stock prices, interest rates, inflation, exchange rates and many other financial

instruments into the future based on their historical values. In financial predict-

ing, asset prices considered as one of the most discussed topics. Therefore, it

is essential for management, asset pricing, portfolio optimisation and selection,

option pricing and risk management to fully understand and predict the asset

prices. To investors, whether they are individual or financial institutions, the

accuracy of the prediction process is of great importance as the prediction out-

put utilised for investment decision making. However, several factors influence

assets price such as economical, political and psychological factors [1], and thus

these factors introduce high randomness into the financial time series assets

price, which reflects on the prediction process and makes it a difficult task.A

financial time series characterised natural complexity. Firstly, the behaviour of

the financial time series is nearly like a random walk process and also very much

like white noise processes. Therefore, under these conditions, it is implied that

the theoretical prediction of a financial time series process is impossible [2]. Sec-

ondly, financial time series characterised by features such as non-linearity and

high non-stationary. Thirdly, they possess structure instability, which implies

that external reasons or events influence the movement of the asset price. These

events categorised as economic crises or abrupt changes in government policy [3].

Due to these characteristics and the aforementioned sophisticated features of fi-

nancial time series, predicting them is considered as one of the most challenging

tasks in time series prediction. Over the past two decades, many studies have

investigated the predictability of financial time series, or more specifically stock

prices. In the earlier studies on the predictability of stock prices, it thought

that there were no methods that could predict financial time series using his-
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torical data sets. Hence, at that time, only the current price could be used as

the best predictor of the future price. However, following Malkiel and Fama

[4] study on the efficient market hypothesis, prices of stock are informationally

efficient, and it is possible to use historical stock prices to predict future prices.

Moreover, in the literature, it has been shown that numerous studies employ dif-

ferent suitable methods that can lead to successful prediction values for financial

time series. Generally, in the literature, the utilised prediction techniques can

be classified into two categories: 1) statistical models, 2) artificial intelligence

models (AI). However, statistical models have failed to capture the non-linear

patterns that exist in financial time series data as they based on the assumption

that a linear correlation exists in them. Therefore, and in order to tackle this

limitation, AI techniques have been utilised to enhance the prediction process

of financial time series. Besides, the Wolpert theorem [5] stated that no single

AI technique could solve all problems. Thus, various models’ architecture and

new algorithms have been introduced and developed in the literature to alle-

viate the influence of noise [6]. However, the noise characteristic can refer to

the unavailability of information, which affects the behaviour of financial mar-

kets and past and future captured prices. The information which excluded in

the prediction models is considered as noise, while the non-stationery charac-

teristics imply that the financial time series distributions fluctuate over time.

Therefore, the prediction of stock prices and detecting their noise is considered

a very challenging and challenging financial topic. Complexity and non-linearity

are the main characteristics of the stock market price; thus, it is considered to

be a subtle and difficult system for humans to comprehend. Therefore, com-

putational intelligence techniques have been introduced and extensively used in

stock prediction. Several studies have been carried out in this area. The recent

studies on stock prediction can be categorised into roughly two types: 1. time

series prediction [7] [8]; and 2.trend prediction [9] [10]. In time series predic-

tion, the models are trained to fit the historical prices series of an individual

stock index and are used to predict the future prices. However, trend prediction

models are trained to obtain the relation between various technical variables
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and the (rise and decline) movement of stock prices. Generally, in modelling

stock trend prediction, a wide range of data mining algorithms have been in-

troduced including neural networks [11], support vector machines [12], logistic

regressions [11], decision trees (DT) [11], and naive Bayes [13].In time series

modelling, there are several different approaches. Traditional statistical models

are linear in their prediction of future value [14]. However, extensive research

has introduced and utilised AI techniques such as Artificial Neural Networks

(ANNs), Fuzzy Logic, Genetic Algorithms (GAs) and many other techniques;

the results showed the prediction capability of such techniques [15] [16] [17]. Ini-

tially, theories of model building categorised stock index prediction models into

two categories: The first category based on statistical theories such as GARCH

and stochastic volatility (SV) [18]. The second category based on artificial intel-

ligence, such as artificial neural networks (ANNs) [19], and the support vector

machine (SVM) [1]. The most utilised approaches in many machine learning

prediction algorithms for predicting stock price and stock index values are the

Artificial Neural Network (ANN) and Support Vector Regression (SVR). How-

ever, learning the patterns is not the same in each algorithm. Artificial neural

network (ANN) [20] [21], and other statistical prediction methods [22] attempt

to predict stock prices under different circumstances such as market atmosphere

or economic conditions. Artificial neural networks are one of the most popular

prediction techniques. This technique simulates the same learning process as

the human biological neural network by developing models from extremely com-

plex and non-linear formulas. It is employed to perform better prediction and

analysis output, and different parameters are used to train the neural network.

In data mining, preprocessing steps and feature selection can filter redundant

and irrelevant features [9]. The results of feature selection in simpler models

are a more natural interpretation, and faster induction and basic knowledge

[23]. However, identifying more representative features and improving stock

prediction are challenging issues, and many studies have claimed that in stock

prediction modelling, verifying the feature selection is the success key to this

process [9]. In stock prediction models, the most common and adopted fea-
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ture selection algorithms include stepwise regression analysis (SRS), principle

component analysis (PCA), decision tree (DT), and information gain [9]. All

of these feature selection algorithms have only one ability, which is revealing

the underlying correlations/associations; they cannot determine the direct in-

fluence of stock features on the stock price. Moreover, other analysis methods

have been introduced by researchers to enhance prediction accuracy. Differ-

ent methods from the signal processing area combined with AI techniques and

the results were promising. Wavelet Transformation (WT) was combined with

a backpropagation neural network by [24]. In their study, the experiment re-

sult indicated that the proposed method outperformed the other used method.

A novel hybrid model to predict Shanghai securities index by [25] integrated

Empirical Mode Decomposition (EMD) with Support Vector Regression. The

result from the proposed method indicated that combining EMD with SVR

enhanced the prediction performance. The observation is that AI techniques

are suitable for stock market prediction. Experiments demonstrate that soft

computing techniques outperform conventional models in most cases. They de-

liver better results than a prediction system with higher predicting accuracy.

However, difficulties arise when defining the structure of the models. The pro-

posed methodology in this paper will try to overcome problems such as model

structures, data preprocessing, inability to catch dynamics and non-linearity of

time series, and lack of understanding of data while taking advantage of the

explicit model specification and variable information of stock prices. In this pa-

per, single approach models were used to predict financial time series; however,

the results were not satisfactory. Therefore, a novel three steps hybrid intelli-

gent prediction model is adopted based on Back Propagation Neural Network

(BPNN), Recurrent Neural Network (RNN), SupportVector Machine (SVR),

tuned using Genetic Algorithm (GA) and features extracted using Ensemble

Empirical Mode Decomposition (EEMD).
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2. Preliminaries

2.1. Research Data

According to Han et al. [26], a time series data set consists of sequences

of numeric values obtained over repeated measurements of time. The values

typically measured at equal time intervals (e.g. every minute, hour or day).

The main assumption that is considered to be a fundamental point of predicting

time series is that a pattern existing in historical observations will continue to

exist in the future. In other words, this implies that in order to predict the time

series, there must be no structural breaks or regime switching in the time series.

In this paper, the financial time series that are used to validate the proposed

approach is the daily closing prices of three main world indices. The first data

set is the FTSE 100 daily closing price from the London stock market. This

data set covers the period from 03/01/1984 to 30/10/2014. Figure1 shows the

time series plot. The second dataset is the Nikkei 225 daily index of the closing

Figure 1: Daily Closing Price for the FTSE100 Index.

price from the Japanese stock market. The data set covers the period from

04/01/1984 to 30/06/2015. Figure2 shows the time series plot. The S&P500

(SPX) index of daily closing price from the USA stock market is the third data

set. The data set covers the period from 03/01/1950 to 30/06/2015. Figure 3

shows the time series plot.
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Figure 2: Daily Closing Price for the Nikkie 225 Index.

Figure 3: Daily Closing Price for the SPX500 Index.

2.2. In-sample out-of-sample Test

In the given prediction method, in-sample testing is used, utilising all of the

available historical data in order to fit a model of interest, which is likely to

lead to understating the prediction error, thus overestimating its predictability.

The selection and estimation processes within-sample testing are designed to

calibrate the prediction procedure to the historical data, and thus, the pattern

of these data may not persist into the future. Besides, the selected models by

in-sample fit might not be the best to predict out-of-sample data. Therefore,

and in order to assess the goodness-of-fit of the proposed method, the predictors
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used out-of-sample tests. The evaluation of out-of-sample prediction accuracy

begins with the division of the historical data series into a training period (in-

sample data) and a test period (out-of-samples data sets). The training period

is utilised to identify and estimate a model while the test period reserved for

assessing the model’s prediction accuracy [27]. The first data set is the daily

closing price of the FTSE 100 index, as shown in Subsection 2.1. It is used

to demonstrate the predictability of the single approach model. The first 7788

observations (03/01/1984 - 29/10/2013) used as the in-sample data set (training

set). The last 250 observations (30/10/2013- 30/10/2014) used as the out-

sample set (testing set). The second data set is the daily closing price of the

S&P 500 index, as explained in Subsection 2.1, and it is also used to demonstrate

and validate the predictability of the proposed single approached method. The

first 16230 observations (03/01/1950 - 02/07/2014) used as the in-sample data

set (training set). The last 250 observations (03/07/2014 - 30/06/2015) used

as the out-sample set (testing set). The third data set is the daily closing

price of Nikkie 225 index as Subsection 2.1 illustrated, and it is also utilised

to demonstrate the predictability of the proposed single approached methods.

The first 7508 observations (04/01/1984 - 04/07/2014) used as the in-sample

data set (training set). The last 250 observations (07/07/2014 - 30/06/2015)

used as the out-sample set (testing set). Therefore, it is considered a necessary

step to divide each data set into two subsets as explained previously, where

the in-sample training set is the most extensive, and it is used by the proposed

methods to learn the pattern presented in the data. Thus, in order to discover

a robust model, it is highly recommended to have a long training duration and

large sample [28]. The out-sample testing set, whose length considerably less

than the training set, is used to test the performance of the estimated model

from the in-sample (training set).
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2.3. Ensemble Empirical Mode Decomposition

2.3.1. Empirical Mode Decomposition

Empirical mode decomposition (EMD) is a method that is characterised by

the ability to analyse non-linear and non-stationary signals. EEMD performed

the EMD over an ensemble of the signal plus Gaussian white noise in order to

prevent any mixing problems by populating the whole time- frequency space

and benefiting from the dyadic filter bank behaviour of the EMD [29] [30]. The

decomposition of the signal defines the EMD transformation mechanism of the

signal x (t) into a small number of intrinsic mode functions (IMFs) or modes.

There are two conditions the signal must satisfy in order to considered as an

IMF: (i) the number of extreme values and the number of zero crossings in the

whole data set must either be equal or differ at most by one; (ii) everywhere

the mean value of the upper and lower envelope must be zero. As the above

point defines the IMFs, the decomposition processes of the signal are explained

by the following steps [31]:

• First step: for any signal x (t) the local maxima and minima will be identi-

fied. All maxima and maxima will be connected to produce an upper and

lower envelop by acubic spline curve. m is defined as the mean value of

upper and lower envelopes and the difference between x (t) and m defined

as h:

h = x (t)−m (1)

• Second step: h Will be taken as a new original signal x (t) and then

the operation will be repeated in step (a) k times until h is an IMF. To

judge whether h is an IMF or not the below function is considered as a

termination criterion:

Dk =

∑T
t=0

∣∣h(K−1)hK (t)
∣∣2∑T

t=0 |hK−1 (t)|2
(2)

In Equation(2), when DK is smaller than a predetermined value, hK can

be viewed as an IMF. The first IMF will designate as c1 = hK .
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• Third step: When c1 is determined, the residue r1 can be obtained by

separating c1 from the rest of the data as follows:

r1 = x (t)− c1 (3)

After obtaining r1, the operation will be repeated in steps (1) and (2) as r1 is the

new signal x (t), until obtaining the second IMFc2. Time j will consider until

rj is smaller than a predetermined value or rj becomes a monotone function in

order to obtain all the IMFs. A series of IMFs and a residue r, in the end, will

be obtained after applying the above steps. EMD has many drawbacks; mode

mixing is one of the main drawbacks which usually cause intermittency in the

analysing signal. This drawback can imply either a dingle IMF consisting of

signals of dramatically disparate scales or a signal of the same scale appearing

in different IMF components. To prevent such problems, a new noise-assisted

data analysis method EEMD proposed. In EEMD, the ensemble of the trails’

mean is the specific IMF component. A decomposition result of the signal plus

a white noise of finite-amplitude consisting of each trail [30]. Several white noise

studies have shown that the EMD method is an effective self-adaptive dyadic

filter bank when applied to white noise, demonstrating the benefits of the EEMD

method [32] [33]. In EEMD, IMF’s components are defined as the mean of the

corresponding IMFs obtained via EMD over an ensemble of trials, which are

generated by adding different realization of white noise of finite variance to the

original signal x [n]. The below point describes the EEMD algorithm [34]:

• Add white noise series to the original signal. In other words generate

xi [n] = x [n] + wi [n], where wn [n] (i = 1, ....., I) are different realization

of Gaussian noise.

• Decompose the signal with added white noise into IMFs by EMD. Each

xi [n] (i = 1, ....I), is fully decomposed by EMD getting their modes IMFK
i [n],

where = 1....K indicates the modes.

• Repeating the previous two steps for a certain number of times with differ-
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ent white noise each time and obtain the corresponding IMF components

of the decomposition.

• Calculate the mean of all the corresponding IMF components and take

the mean as the final result for each IMF . In another words assign IMFK

as the K − th mode of x [n], obtained as the average of the corresponding

IMF i
K : IMFK [n] = 1

I

∑I
i=1 IMFK

i [n].

2.3.2. Ensemble Empirical Mode Decomposition with Adaptive Noise

The above point explained how, when observing operations in the EMD,

each is xi [n] decomposed independently from other realizations and so for each

one a residue rik [n] = rik−1 [n]−IMF i
k [n] is obtained. In this proposed method,

the decomposition mode will be noted as ĨMFK and the unique first residue

propose as:

r1 [n] = x [n]− ĨMF1 [n] (4)

In Equation (4) ĨMF1 [n] is obtained in the same way as in EEMD. After that,

the first EMD is used over an ensemble of rn plus different realization of a

given noise to obtain ĨMF2 by averaging. Then, the next residue is defined as:

r2 = r1 [n] − ĨMF 2 [n]. Until the stopping criterion is reached, the previous

steps with the rest of modes will be continued. This method can be described

as following algorithm if x [n] is the target data.

• To obtain the first modes and compute, decompose by EMD I realization

x [n] + ε0w
i [n]. ĨMF1 [n] = 1

i

∑I
i=1 IMF i

1 [n] = IMF1 [n].

• In the first stage (k = 1)calculate the first residue as in Equation (??):

r1 [n] = x [n]− ĨMF1 [n].

• Decompose realisations r1 [n]+ε1E1(wi [n]), i = 1...I until their first EMD

mode and define the second mode: ĨMF2 [n] = 1
I

∑I
i=1E1

(
r1 [n] + ε1E1

(
wi [n]

))
• For k = 2...K calculate the k − th residue:

rk [n] = r(k−1) [n]− ĨMFk [n] (5)
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• Decompose realizations rk [n] + εkEk

(
wi [n]

)
, i = 1...I, Until their first

EMD mode and define the (k + 1)− th mode as:

˜IMF(k+1) [n] =
1

I

I∑
i=1

E1

(
rk [n] + εkEk

(
wi [n]

))
(6)

• Then for next k go to step 4. Steps 4 to 6 are performed until it is no

longer feasible to be decomposed the obtained residue. The final residue

satisfies:

R [n] = x [n]−
K∑

k=1

ĨMFk, (7)

When K the total number of modes is complete. Therefore, the given

signal x (n) can be expressed as:

x [n] =

K∑
k=1

ĨMFk +R [n] . (8)

Equation (8) makes the proposed decomposition complete and provides an

exact reconstruction of the original data. At each stage on the observable

selection of SNR is allowed by εi coefficient. Wu and Hung [? ] that

regarding the amplitude of the added noise, small amplitude values for

data dominated should use by high-frequency signals and vice versa.

2.4. Artificial Neural Network

In recent years, predicting financial time series utilising Artificial Neural

Networks (ANNs) has increased dramatically. The idea of ANN seen before

reaching the output, where the filtration of the inputs through one or more

hidden layers, each of which consists of hidden units, or nodes, is considered to

be the main idea. Thus, the final output is related to the intermediate output

[35]. The ability to learn from data through adaptive changing structure based

on external or internal information that flows through the network during the

learning phase and generates output variables based on learning is one of the es-

sential advantages of ANN. Furthermore, the non-linear nature of ANN is also
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a valuable quality. ANN classified as a non-linear data modelling tool; thus,

one of the primary purposes of utilising such a model is to find the patterns

in data or to model complex relationships between inputs and outputs. Hence,

an explicit model-based approach fails, but ANNs adapts to irregularities and

unusual features in a time series. The application of ANNs popularly utilised in

financial time series prediction modelling. However, the same as with any other

technique, ANNs have some disadvantages such as not allowing much under-

standing of the data, which might be caused by it not being an explicit model.

Therefore, providing a black box for the prediction process is considered as a

disadvantage. The danger of over-fitting the in-sample training data is also a

major ANN method drawback [36]. In term of the goodness of fit, the per-

formance on in-sample data sets, which ANNs trained on, is reasonably good.

However, in out-of-sample sets, its performance is conditional on not breaking

the structure in the data sets. According to Balestrassi et al.[37], excessive train-

ing time and a large number of parameters that experimentally selected in order

to generate useful predictions are considered to be the other drawbacks facing

ANN applications. In this paper, two ANN architectures, BPNN and RNN,

are used to predict financial data, and subsections 2.4.1 and 2.4.2 demonstrate

these models.

2.4.1. Back Propagation Neural Network

In modelling time series with non-linear structures, the most commonly used

structure is three layers feed-forward back propagation [38]. The weights de-

termined in the backpropagation process by building connections among the

nodes based on data training, producing a least-mean-square error measure of

the actual or desired and the estimated values from the output of the neural

network. The initial values assigned for the connection weights. In order to

update the weights, the error between the predicted and actual output val-

ues backpropagated via the network. Minimising the errors in the desired and

predicted output attempts take place after the procedure of supervised learn-

ing [39]. The architecture of this network contains a hidden layer of neurons
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with a non-linear transfer function and an output layer of neurons with a non-

linear transfer function and an output layer of neurons with linear transfer

functions. Figure 4 illustrates the architecture of a back propagation network,

Figure 4: Architecture of feed forward back propagation neural network.

where xj (j = 1, 2, ..., n) represent the input variables; zi (j = 1, 2, ...,m) repre-

sent the outputs of neurons in the hidden layer; and yt (t = 1, 2, ..., l) represent

the outputs of the neural network [40]. In theory, the neural network has the

ability to simulate any kind of data pattern given a sufficient training. Training

the neural network will determine the perfect weight to achieve the correct out-

puts. The following steps illustrate the training process of updating the weights

values [41]. The first stage is hidden layers; the below equation explains how
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the outputs of all the neurons in the hidden layer are calculated:

neti =

n∑
j=0

wjixjvi = 1, 2, ...m (9)

zi = fH (neti) i = 1, 2, ...m (10)

where neti is the activation value of the ith node, zi is the output of hidden

layer, and fH is called the activation Equation of a node, in this paper a sig-

moid function is utilised. Equation 11 explains the utilised sigmoid activation

equation.

fH (x) =
1

1 + exp(−x)
(11)

Second stage the output: The outputs of all the neurons in the output layer are

given as equation 12 illustrates:

yt = ft

(
m∑
i=0

witzi

)
t = 1, 2, ...l (12)

The activation equation is ft (t = 1, 2, ..., l), Which is usually a line equation.

The weights are assigned with random values initially, and are modified by

the delta rule according to the learning samples traditionally. The topology in

this study is determined by the trial and error method, which was conducted

to choose the best number of neuron experiments different ranges of 20 to

5 neurons in a hidden layer two layers feed-forward backpropagation network

tried. The model stopped training after reaching the pre-determined number

of epochs. The ideal topology was selected based on the lowest Mean Square

Error.

2.4.2. Recurrent Neural Network

Recurrent Neural Network considered as an enhanced ANN architecture, and

thus a variant of Elman’s network [42]. The ability to form more complex com-

putations than the static feed-forward network is the reason behind adopting

the RNN algorithm. Furthermore, the capability of learning temporal pattern
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sequences, which are context- or time-dependent is also an advantage of utilis-

ing such a method. Embodying a short-term memory by activating a feedback

network is also one of the main features of a simple RNN. According to Tenti

[43], requiring more substantial memory and connections in simulations, in com-

parison with a backpropagation network, is one of the main disadvantages of

RNN, and therefore this increase leads to high computational timing. However,

utilising RNN can yield better results. Figure5 demonstrates the RNN architec-

Figure 5: Architecture of Recurrent Neural Network.

ture, where x
[n]
t (n = 1, 2, ...k + 1) , u

[1]
t , u

[2]
t are the inputs for the RNN model at

time t including bias node. The output of RNN model is y̌t and d
[f ]
t (f = 1, 2),

w
[n]
t (n = 1, 2, ...k + 1) are presenting the weights of the network. The output

of the hidden nodes is U
[f ]
t , f = (1, 2) at time t. The activation function in

this model is sigmoid F :K (x) = 1
1+e−x and S in Figure 5 presents the linear

function: J (x) =
∑

i xi.Function 13 illustrates the way in which the error is
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minimised.

E (dt, wt) =
1

T

T∑
t=1

(yt − ŷt (dt, wt))
2

(13)

2.4.3. BPNN and RNN Parameters Determination

Aside from the above settings described, for RNN and BPNN algorithms,

there were still several parameters to be decided. The number of the hidden

layer, number of neurons (n), the value of learning rate (lr), and momentum

constant (mc) are PBNN, RNN models parameters that must be efficiently

determined. Since there are no general rules for designing the model topology,

a trial and error set was conducted to choose the best number of parameters

for both the RNN and PBNN models during the training process. The model

stopped training after reaching the predetermined number of epochs. The ideal

topology was selected based on the lowest Mean Square Error. According to

Chauvin and Rumelhart [44], one hidden layer is sufficient to model a complex

system with the desired performance. However, in this paper, two hidden layers

are used. The best-observed parameters to set up an RNN model giving the

minimum MSR are: First, for the FTSE100 data set model the topology is,

[20:5] ( 20, five nodes for the two hidden layers) with a learning rate of 0.6 and

momentum constant of 8. Second, the S&P500 model topology is [20:5] ( 20,

five nodes for the two hidden layers) with a learning rate of 0.4 and momentum

constant of 4. Third, for the Nikkei225, it is [20:5] ( 20, five nodes for the

two hidden layers) with a learning rate of 0.3 and the momentum constant of

2. Moreover, also the best-observed parameters to set up a BPNN model are:

First, for the FTSE100 data set the model topology is, [20:5] ( 20, five nodes for

the two hidden layers) with a learning rate of 0.3 and momentum constant of 2.

Second, the S&P500 model topology is [20:5] ( 20, five nodes for the two hidden

layers) with a learning rate of0.7 and the momentum constant of 10. Third, for

Nikkei225, it is [10:5] ( 10, five nodes for the two hidden layers) with a learning

rate of 0.7 and the momentum constant of 10.
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2.5. Support Vector Regression

The idea of SVM is to construct a hyperplane or set of hyperplanes in a

high or infinite-dimensional space, which used for classification. In the regres-

sion problem, the same margin concept used in SVM used. The goal of solving

regression problems is to construct a hyperplane that is close to as many of

the data points as possible. Choosing a hyperplane with a small norm is con-

sidered the main objective, while simultaneously minimising the sum of the

distances from the data points to the hyperplane [45]. In the case of solving

a regression problem using SVM. SVM became known as the support vector

regression (SVR) where the aim is to find a function f with parameters w and

b by minimizing the following regression risk:

R (f) =
1

2
(x,w) + C

N∑
i=1

l (f (xi) , yi) (14)

where C is a trade-off term, the margin in SVM is the first term which is used

in measuring VC- dimension [41].

f (x,w, b) = (w, φ (x)) + b, (15)

In the Equation 15 φ (x) : x → Ω is kernel function, mapping x into in the

high dimensional space. SVR and as proposed by [45]. The −ε insensitive loss

function is used as follows:

l (y, f (x)) =

 0, if |y − f (x) < ε

|y − f (x) | − ε,Otherwise
(16)

Equation 17 constrained minimisation problem is equivalent to previous min-

imisation Equation 14. Min

y

(
w, b, ζ∗ =

1

2
(w,w) + C

N∑
i=1

(ζi + ζi∗)

)
(17)
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Subject to:

yi − ((w, φ (xi) + b)) ≤ ε+ ζi, (18)

((w, φ (xi)) + b)− yi ≤ ε+ ζi∗ , (19)

ζ∗i ≥ 0 (20)

In sample (xi, yi) the ζi and ζi∗ measure the up error and down error. Maxi-

mizing the dual function or in other words construct the dual problem of this

optimization problem (primal problem) by large method is a standard method

to solve the above minimization problem. There are four common kernel func-

tions, among all these four kernel function, this study will be utilising radial basis

function (RBF). In accordance to [46] RBF kernel function is the most widely

applied in SVR. Function 21 is defining the kernel RBF, where the width of the

RBF is denoted by σ. Furthermore, Cherkassky and Ma [46] suggested that the

value of σ must be between 0.1 and 0.5 in order for SVR model to achieve the

best performance. In this paper σ value is determined as 0.1.

K (xi, xi) = exp

(
−||xi − xj ||2

2σ2

)
(21)

Two parameters should determine C and γ in the SVR model. However, in the

literature, there are no general rules for choosing those parameters. Thus, this

paper adopts the most common approach to search the best C and γ values,

which is a grid search approach [47]. The grid search approach proposed by Lin

et al. [48] using a validation process in order to produce useful generalisations

with which to decide parameters. The parameters for the FTSE100 prediction

next day closing price is (C = 100, γ = 0.0001), which gives the minimum

mean square error MSE in the training data set and is the best one for setting

up the prediction model. For S&P500 the next day closing price prediction

combination parameters are (C = 100, γ = 0.0001). Furthermore, the best

combination results to set up the SVR prediction next day closing price model

of the Nikkei225 parameters are (C = 100.γ = 0.0003).
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2.5.1. Quantization Factor

This paper adopts a new approach to enhance the prediction output of the

SVR model. The quantization factor is for the first time introduced to SVR.

In this paper, this factor added to the SVR model. As explained above in the

methodology section, SVR the model input is (xi, yi). After adding the optimal

factors which were determined by trial and error, the optimal factor chosen from

a range of factors between 10 and 100. The optimal factor was selected based

on the lowest mean square error. The steps below illustrate the change in the

input after introducing the quantization factor:

Xprim = Xi ÷ factor (22)

Y prim = Yi ÷ factor (23)

The model inputs become (Xprimi, Y primi). After applying the above model

(SVR) and to obtain the final prediction result, the chosen factor multiplied

with the output of the model as illustrated in Equations 24 and 25:

Xprimpred = Xprim×Qfactor (24)

Y primpred = Y prim×Qfactor (25)

This method has been proposed to enhance the performance and prediction

ability of SVR techniques. To the best of our knowledge, this is the first time

that this approach has been introduced and utilised in financial time series

predictions (stocks indices predictions). Furthermore, the tests were carried out

on the training set of the three stock indices (FTSE100, S&P500 and Nikkei225).

First, for the FTSE100, the best Qfactor in the SVR model is 100. Second,

for S&P500, the best Qfactor is 100. Third, for Nikkei225, the best Qfactor is

100.
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2.6. Benchmark Prediction Model

In this study a traditional prediction model, the Simple Auto-regressive

model (AR) is used, in order to benchmark the performance efficiency of the

utilised models. Moreover, the simple average in this paper is used as a bench-

mark combination method.

2.6.1. Simple Auto-regressive Model

The Auto-regressive (AR) model in this study is used as a benchmark model

to evaluate the prediction power between the utilised models based on the rela-

tive improvements i root mean square error. Equation 26 illustrates AR model

used.

yt = a1y (t− 1) + a2y(t− 2) + ....., aty (t− p) (26)

In Equation 26 y (t) is the predicted stock price based on the past close daily

price, y (t)− y (t− n) and the coefficients of AR model are a1− an. Five lagged

daily price is the order of which used in the AR model was varied and found to

give better prediction result.

2.6.2. Prediction Combination Techniques

Combining different prediction techniques have been investigated widely in

the literature. In short- term predictions, combining the various techniques

is more useful, according to [47]. Timmermann [49] stated in his study that

using the simple average may work as well as more sophisticated approaches. In

this paper, the Simple Average (SA) used as a benchmark combination model.

Equation 27 illustrates the calculation of the combination prediction method at

time t [50].

f tSM =
(
f tM1 + f tM2 + f tM3

)
÷ 3 (27)

3. Prediction Evaluations

3.1. Standard Statistical Measure

Table 1 illustrates the utilised prediction accuracy measure formulas. These

statistical analyses, after they computed, will provide the required information
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regarding the prediction accuracy and will strengthen the conclusions. All five

Mean Square Error, Root Mean Square Error, Mean Absolute Error, Cross-

correlation coefficient and Standard Deviation (MSE, RMSE, MAE, R and SD)

for the retained statistical error, whereas the lower output is the betterpredic-

tion accuracy of the model concerned. However, after considering the pros and

cons of the above-mentioned statistical accuracy measures, MSE and RMSE are

chosen for performance comparison on the same data set, and for comparison

across data sets, MAE utilised in this paper [7].

Table 1: Error metrics equation to measure prediction accuracy

Abbrev. Formulas

MSE =
1

N

N∑
i=1

(xi − x̂i)
2

RMSE =

√√√√ 1

N

N∑
i=1

(xi − x̂i)
2

MAE =
1

N

N∑
i=t

|xi − x̂i|
|xi|

=

R =

∑N
i=1 (xi − x̄i)

(
x̂i − ˆ̄xi

)√∑N
i=1 (xi − x̄i)

2∑N
i=1

(
x̂i − ˆ̄xi

)2
SD =

√∑
(xi − x̂i)

2

N − 1

4. Hybrid modelling and prediction procedures

According to Li and Ma [51], traditional linear methods and the majority

of sophisticated non-linear machine learning models have failed to capture the

complexity and the non-linearities that exist in financial time series, particularly

during periods of uncertainty such the credit crisis in 2008 [52]. Financial time

series characteristics imply that the statistical distributions of the time series can

change over time. Economic fluctuations may cause the cause of these changes,
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or political and environmental events [53] [54]. As a result, it has been verified

in the literature that no single method or model works well to capture financial

time series characteristics properly and accurately describe its moving tendency,

which leads to different and inaccurate financial time series prediction results

[55] [56]. In order to address these issues, a novel three steps hybrid model is

proposed to alleviate the influence of noise, utilising complete ensemble empiri-

cal mode decomposition with adaptive noise, Back Propagation neural network

BPNN, Recurrent Neural Network RNN, Support Vector Regression SVR and

Genetic Algorithm GA.In the literature there are many methods for combining

artificial intelligence techniques with EMD used in the area of stock index pre-

diction [57] [25] [58] [59]. However, to the researcher’s knowledge, there are no

applications of artificial intelligence techniques combined with EEMD modelling

and predicting stock indices. This paper introduces EEMD into SVR, BPNN

and RNN in order to enhance the modelling capability, for the first time in the

literature. Figure 6 illustrates the overall process of the proposed approach for

stock index prediction. The following points illustrate the implementation steps

of the new hybrid model: RNN hybrid

Figure 6: The overall process of EEMD based SVR, BPNN and methodology.
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• Step 1: the proposed EEMD has been used to decompose the original stock

market index to several intrinsic mode functions. Subsection 2.3 illustrates

the data decomposition process by the proposed EEMD technique.

• Step 2: different prediction tools, BPNN, RNN and SVR, have been used

as a single predictor to predict the extracted IMFs component and the

residue component independently. Besides, the RNN, SVR and RNN

methods and model topologies are illustrated (see Subsections2.4 and 2.5).

The final prediction value for individual predictor at this step obtained

through the sum of the predicted IMFs component and the residue com-

ponent, Thus, at this stage we obtain three different prediction models,

which they are, EEMD-RNN, EEMD-BPNN and EEMD-SVR.

• Step 3: the main goal of this paper is to demonstrate the new hybrid pre-

diction model and examine its ability in the possible improvement of the

prediction accuracy of financial time-series data. Therefore, the ensem-

ble weighted average (WA) implemented at this step, where the outputs

of a set of separately trained models (EEMD-RNN, EEMD-BPNN and

EEMD-SVR) are combined to form one unified prediction. The diversity

of the ensemble members achieved using different methods. In this paper

EEMD-RNN, EEMD-BPNN and EEMD-SVR used as members, and the

ensemble is created using a weighted average, the output of the ensem-

ble is given by a weighted average of its components (WA), as combining

method. An optimizer genetic algorithm has been used to determine the

weight of the combiner; more details on this step are available in Sub-

section 4.1 (EEMD-GA-WA). Ensemble simple average (SA), determines

the ensemble output by taking the average of all outputs provided by the

individual members, is also utilized as a benchmark combination model

(EEMD-SA); more details are available in Sub-subsection 2.6.2.

Applying the proposed method can more fully capture the local fluctuations of

the original data. Thus, these difficult prediction tasks partially solved by us-

ing the decomposition and ensemble principle. Therefore, the proposed method
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decomposed the original data into different IMFs where each IMF has sim-

pler frequency components and stronger regularity compared with the original

data.Furthermore, EEMD reduced the complexity and improved the efficiency

and accuracy of the prediction model. The goal of an ensemble of the ensemble

is to formulate a consensus predicting results for the original data. Accord-

ingly, some hybrid ensemble methods motivated by this principle have been

proposed recently to solve some tough prediction tasks, and empirical results

have demonstrated that hybrid ensemble methodologies outperform individual

prediction models in predicting time series data [60] [61] [62] [63] [64].

4.1. Hybrid Combination Model EEMD-GA-weighted factor

Combining different prediction techniques has been investigated widely in

the literature. In short- range predictions, combining the various techniques is

more useful according to [47], [65], while according to the Timmermann study,

using a simple average may work as well as more sophisticated approaches.

However, using one model can produce more accurate predictions than any

other methods. Therefore, simple averages would not be sufficient in such cases

[49]. Compared with different prediction models, the hybrid prediction method

is based on a certain linear combination. The assumption for the actual value in

period t by model i is fit (i = 1, 2, ...m), and the corresponding prediction error

will be eit = yt − fit. The weight vector will be W = [w1, w2, ....wm]
T
.. Then

in the hybrid model the predicted value is computed as follows [66] [67]:

ŷt =

m∑
i=1

wifit (t = 1, 2, ....n) (28)

m∑
i=1

wi = 1 (29)

Equation 28 can be expressed in another from:

ŷ = FW

where ŷ = [ŷ1, ŷ2, ....ŷn]
T
, F = [fit]n×m

(30)
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The error for the prediction model can be formed as in Equation 31.

et = yt − ŷt =
∑m

i=1 wiyt −
∑m

i=1 wifit =∑m
i=1 w1wi (yt − fit) =

∑m
i=1 wieit

(31)

This study proposed a hybrid model that combines EEMD-SVR, EEMD-BPNN

and EEMD-RNN.

Ŷcombinedt
=
w1ŶM1 + w2ŶM2 + w3ŶM3

w1 + w2 + w3)
(32)

(The prediction values in period t are Ŷcombinedt
, ŶM1 = ŶEEMD−SV R, ŶM2 =

ŶEEMD−BPNN and ŶM3 = ŶEEMD−RNN for the hybrid, EEMD-RNN, EEMD-

BPNN and EMMD-SVR models, where the assigned weights are w1, w2, w3

respectively, with
∑3

i=1 wi = 1.0 ≤ wi ≤ 1. The most important step in de-

Figure 7: The flow chart of the EEMD-GA-WA hybrid model.

veloping a hybrid prediction model is to determine the perfect weight for each

individual model. Setting w1 = w2 = w3 = 1/3 in Equation 32 is the simplest
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combination method for the three prediction models. Nevertheless, in many

cases equal weights cannot achieve the best prediction result. Therefore, this

paper adopts a hybrid approach utilising GA as an optimiser to determine the

optimal weight for each prediction model. Figure 7 illustrates the architecture

of EEMD-GA-WA hybrid model.

4.1.1. Genetic Algorithm

The GA is a popular tool in computational methods modelled on a Dar-

winian selection mechanism. GA principles were proposed by Holland [68] and

developed by Goldberg [69] and Koza [70]. Thus, the main purpose of using

such an algorithm is to solve optimisation problems such as determining the

optimal weights for the proposed hybrid model in this paper. In comparison

with other conventional optimisation methods, GA has many differences, which

contribute to making GA more efficient in searching for the optimal solution.

The following points exhibit those differences [71].

• Computing the strings in GA algorithms done by encoding and decoding

discrete points than using the original parameter values. Thus, GAs tackle

problems associated with discontinuity or non-differentiability functions,

where traditional calculus methods have failed to work. Therefore, due

to the adaptation of the binary strings, such characteristics allow GAs to

compute logic operations better.

• The prior information is not essential, and thus, there is no need for such

information as the primary population randomly generated. GA uses a

fitness function in order to evaluate the suggested solution.

• Initialisation, selection and reproduction, whether crossover or mutation,

are what GA depends on in the searching process, which involves random

factors. As a result, the searching process in GAs for every single execu-

tion will be stand-alone, even the ones under identical parameter settings,

which perhaps may affect the results.
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5. Experimental Results

In this study, a new hybrid model based on EEMD, SVR, BPNN, RNN and

EEMD- GA-WA methods is constructed to predict the FTSE 100, S&P 500

and Nikkei 225 next day closing prices. This section compares the results of the

single approach models with the results of the hybrid models. In the suggested

model, there are four steps involved in stock index prediction models. Firstly,

the original stock index data sets decomposed by EEMD. Secondly, SVR, RNN

and BPNN are used to predict each IMF and the residue. Thirdly, in order to

obtain the prediction results forthe original data, sets the prediction results of

each IMF and the residue must be combined. Fourthly, the predicting results of

the three models by the proposed method EEMD-GA-WA combined with the

predicting results of the hybrid model. EEMD decomposes the FTSE 100 data

set into 13 different IMFs, and IMF 14 is the residue, as shown in Figure 8. In

this study, the standard deviation of the noise added is 0.2, and the ensemble

size is 500. Figure 8 illustrates the different IMFs with different frequencies.

The frequencies from IMF 1 to IMF 6 are much higher, and they mainly reflect

the randomness of the information of the original FTSE 100 data set. However,

the periodic trends of IMF 7 to IMF 11 are apparent, and they are called

the periodic components of the original data set. IMF 12, IMF 13 and IMF

14 are called the trend components. Figure 9 presents the S&P 500 data set

after being decomposed by EEMD. As Figure 9 illustrates, different IMFs have

different frequencies. From IMF 1 to IMF 9, the frequencies of these IMFs are

much higher, and they reflect the randomness of the information of the original

S&P 500 data set. IMF 10 to IMF 11 periodic trends are apparent, and these

are called periodic components of the original S&P 500 data set. Moreover,

IMF 12, 13 and 14 are called the trend components. The decomposed Nikkei

225 by EEMD is shown in Figure 10. As shown in Figure 10 for the decomposed

Nikkei 225, different IMFs have different frequencies. Thus, IMF 1 to IMF 8

frequencies are much higher, and they mainly reflect the randomness of the

information of the original Nikkei 225 data set. IMF 9 and IMF 10 show the
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Figure 8: The decomposition of FTSE 100 index closing price

periodic trend, so they are called the periodic components. The rest (IMF 11 to

IMF 14) is called the trend components. After FTSE 100, Nikkei 225 and S&P

500 decomposed by EEMD, the prediction problem is changed into predicting
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Figure 9: The decomposition of S&P 500 index closing price

each IMF and the residue for the data sets. BPNN, RNN and SVR are used

for the predicting of each IMF and the residue. The FTSE 100 decomposed
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Figure 10: The decomposition of Nikkei 225 index closing price

into 14 IMFs, and in each IMF there are 8038 observations. The first 7788

observations selected as a training data set and the remaining (250) selected
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as the testing data set. For S&P 500 there are 14 IMFs, and in each IMF

there are 16480 observations. The first 16230 observations set as the training

data set andthe remaining (250) observations selected as the testing data set.

Finally, for the Nikkei 225, there are 14 IMFs, and in each IMF, there are 7758

observations. The first 7508 selected as the training data set, and the remaining

250 observations selected as the testing data set. Prediction for the FTSE 100,

S&P 500 and Nikkei 225 are obtained by merely adding up the prediction results

of each IMF and the residue. The simple average (SA) also used in this paper

as a benchmark combination method. Besides, the proposed model EEMD-

GA-WA prediction results obtained by combining the final results of the three

models, as explained in Section 4.1. For the FTSE 100, the predicted results of

the methods based on EEMD-RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-

WA shown in Figure 11. It observed from Figure 11 that the predicted values

obtained from the proposed models EEMD-RNN, EEMD-BPNN, EEMD-SA

and EEMD-GA-WA are closer to the actual price than the predicted values of

the single models Figure 12. Moreover, the EEMD-GA-WA predicted values

are closer to the actual values than with the other models. The actual S&P

500 closing price values and predicted values of the EEMD-SVR, EEMD- RNN,

EEMD-BPNN, EEMD-SA and EEMD-GA-WA models presented in Figure 13.

It noticed from Figure 13 that the predicted values from the EEMD-SVR,

EEMD- RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models are closer

to the actual values of S&P 500 than those from the single approach models

from Figure ??. Moreover, the predicted values from the EEMD-SVR, EEMD-

RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models have a smaller

deviation between their results and the actual values of the S&P 500 closing

prices, as Figure 13 indicates. Figure 15 depicts the actual Nikkei 225 closing

price values and predicted values from the EEMD-SVR, EEMD-RNN, EEMD-

BPNN, EEMD-SA and EEMD-GA-WA models. From the figure, it observed

that the predicted values of all the models have smaller deviations with the

actual values. Thus, in comparison with the single-approach- predicted values

from Figure 16, the results in Figure 15 indicate that the EMD-SVR, EEMD-
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Figure 11: The actual FTSE100 closing price Index and its predicted values from EEMD-SVR,
EEMD-RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models.

Figure 12: The actual FTSE 100 closing price Index and its predicted values from AR, SVR,
RNN, BPNN and SA models.

RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models’ predicted values

are closer to the actual Nikkei 225 closing prices. The FTSE 100 closing price

prediction results of the training data set using EMD- SVR, EEMD- RNN,

EEMD-BPNN, EEMD-SA and EEMD-GA-WA models are computed and listed

in Table 2. It found from Table 2 that the MSE, RMSE and MAE of the EEMD-

33



EEMD-BPNN
EEMD-SVR
EEMD-RNN

EEMD-GA-WA
EEMD-SA
Actual Price

Pr
ic

e

1850

1900

1950

2000

2050

2100

2150

Data Point
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280

Figure 13: The actual S&P500 closing price Index and its predicted values from EEMD-SVR,
EEMD-RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models.

Figure 14: The actual S&P 500 closing price Index and its predicted values from AR, SVR,
RNN, BPNN and SA models.

GA-WA model for FTSE 100 predicted values are, respectively, 704.05, 26.53

and 20.15. Thus, it observed that these results are the smallest among the rest

of the proposed models. Therefore, it indicates that there is a smaller deviation

between the actual and predicted values utilising the suggested model EEMD-

GA-WA. Moreover, compared to the predicted results obtained from the single

approach in Table 3, the EEMD-GA-WA model has the lowest MSE, RMSE

and MAE. The cross-correlation coefficient R results for all prediction models
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Figure 15: The actual Nikkei 225 closing price Index and its predicted values from EEMD-
SVR, EEMD-RNN, EEMD-BPNN, EEMD-SA and EEMD-GA-WA models.

Figure 16: The actual Nikkei 225 closing price Index and its predicted values from AR, SVR,
RNN, BPNN and SA.

of FTSE 100 indicate that the prediction values and the actual values do not

deviate too much. Besides, each method run twenty times and the standard

deviation calculated. Thus, it observed that the results of SD for all models are

relatively small, which implies that the models are not running randomly. The

predicted values for the training data set of the S&P 500 closing price index

illustrated in Table 2. From Table 2, it can be found that the MSE, RMSE

and MAE are respectively, 39.40, 6.27 and 2.12 of EEMD-GA-WA. Thus, it
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Table 2: The prediction result of training data sets for FTSE 100, S&P 500 and Nikkei 225
using EEMDSVR,EEMDRNN, EEMDBPNN, GA-WA and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

EEMD-SA 714.86 26.73 20.45 0.99 ——
EEMD-SVR 749.70 27.38 20.71 0.99 1.61
EEMD-RNN 723.54 26.89 20.63 0.99 1.86
EEMD-BPNN 707.44 26.59 20.41 0.99 1.74
EEMD-GA-WA 704.05 26.53 20.15 0.99 1.94

S&P500

EEMD-SA 39.11 6.25 3.88 0.99 ——
EEMD-SVR 40.27 6.34 2.58 0.99 1.071
EEMD-RNN 39.73 6.30 2.61 0.99 1.067
EEMD-BPNN 39.44 6.28 2.24 0.99 1.19
EEMD-GA-WA 39.40 6.27 2.18 0.99 1.48

Nikkei225

EEMD-SA 9741.54 98.69 74.47 0.99 ——
EEMD-SVR 12751.14 112.92 85.38 0.99 1.68
EEMD-RNN 11882.82 109.00 84.14 0.99 1.64
EEMD-BPNN 12131.96 110.14 84.38 0.99 1.58
EEMD-GA-WA 9716.02 98.56 74.02 0.99 1.79

Table 3: The prediction result of training data sets for FTSE 100, S&P 500 and Nikkei 225
using SVR,RNN,AR and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

AR 2429.91 49.29 31.93 0.99 ——
SVR 2424.77 49.24 31.89 0.99 2.36
RNN 2416.33 49.15 32.11 0.99 2.51
BPNN 2418 49.18 37.65 0.99 2.42
SA 2417 49.17 37.49 0.92 ——

S&P500

AR 58.31 7.63 3.43 0.99 ——
SVR 58.62 7.65 3.45 0.99 2.032
RNN 57.87 7.60 3.45 0.99 2.021
BPNN 57.57 7.58 3.46 0.99 2.050
SA 57.81 7.60 3.45 0.95 ——

Nikkei225

AR 55943.34 236.52 160.06 0.99 ——
SVR 53147.7 230.53 157.58 0.99 1.61
RNN 53676.96 231.67 158.98 0.99 2.32
BPNN 96473.96 283.66 175.35 0.99 3.64
SA 67756.20 260 162.92 0.92 ——

observed that these results have the smallest error between all utilised models.

Therefore, this indicates that there is less deviation between the predicted and

actual values utilising the proposed model EEMD-GA-WA. In comparison with

the obtained results from the single approach in Table 3, the EEMD-GA-WA

results have the lowest error, which implies that the model proposed in this

study outperformed the single approach. Table 2 exhibits the cross-correlation

coefficient R results for the S&P 500, and it observed that the prediction values

and the actual values do not deviate too much. Furthermore, the SD results
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Table 4: The prediction result of testing data sets for FTSE 100, S&P 500 and Nikkei 225
using EEMDSVR,EEMDRNN, EEMDBPNN, EEMD-GA-WA and EEMD-SA.

Index name Models MSE RMSE MAE R SD

FTSE100

EEMD-SA 556.31 23.58 17.95 0.98 ——
EEMD-SVR 534.47 23.11 17.58 0.98 1.45
EEMD-RNN 556.29 23.58 18.05 0.99 1.58
EEMD-BPNN 598.46 24.46 18.60 0.98 1.67
EEMD-GA-WA 518.90 22.77 17.53 0.99 1.06

S&P500

EEMD-SA 168.24 12.97 9.03 0.99 ——
EEMD-SVR 170.25 13.04 9.22 0.98 1.38
EEMD-RNN 175.19 13.23 9.0 0.99 1.54
EEMD-BPNN 177.63 13.32 9.01 0.99 1.34
EEMD-GA-WA 118.46 10.88 7.92 0.99 1.86

Nikkei225

EEMD-SA 7895.01 88.85 69.88 0.99 ——
EEMD-SVR 9757.61 98.78 78.63 0.99 1.82
EEMD-RNN 8632.35 92.91 72.82 0.99 1.53
EEMD-BPNN 900.5 94 74.91 0.99 1.49
EEMD-GA-WA 7254.00 85.95 68.47 0.99 1.92

are relatively small, which implies that the models are not running randomly.

Table 2 presents the predicted values of the Nikkei 225 closing price for the

training data set. As the Table shows, the EEMD-GA-WA model results have

the lowest error among all the utilised models, which indicates that there is a

smaller deviation between the actual and predicted values using EEMD-GA-

WA. Besides, compared to the single approach results in Table 3, EEMD-GA-

WA performed much better and achieved the lowest error. Moreover, the results

of the cross-correlation coefficient R results for the Nikkei 225, indicate that

the deviation between the actual and the predicted values is not that much.

Thus, the SD results are relatively small, which implies that the models are

not running randomly. The testing data set for the FTSE 100, S&P500 and

Nikkei 225 closing price prediction results utilising the proposed methods are

computed and listed in Table 4. From Table 4, it found that the MSE, RMSE

and MAE of the EEMD-GA-WA model outperformed the rest of the models

and have the lowest error, which indicates that there is a smaller deviation

between the actual and predicted values utilising EEMD-GA-WA. Moreover,

compared to the results of the single approaches in Table 5, the EEMD-GA-

WA, EEMD-SVR, EEMD- RNN, EEMD-BPNN and EEMD-SA models have

the lowest MSE, RMSE and MAE. Thus, it concluded that introducing EEMD

to predict the FTSE 100, Nikkei 225 and S&P 500 has enhanced the obtained
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Table 5: The prediction result of testing data sets for FTSE 100, S&P 500 and Nikkei 225
using SVR,RNN,AR and SA.

Index name Models MSE RMSE MAE R SD

FTSE100

AR 1815.46 42.60 31.95 0.95 ——
SVR 1912.04 43.72 34.43 0.95 1.48
RNN 2248.38 47.23 38.10 0.95 2.34
BPNN 2188 46.75 37.65 0.95 1.44
SA 2033.77 45.09 35.99 0.95 ——

S&P500

AR 240.56 15.51 11.68 0.96 ——
SVR 244.99 15.65 11.83 0.97 1.21
RNN 336.28 18.33 14.42 0.96 2.05
BPNN 602.97 22.85 18.12 0.94 3.45
SA 267.22 16.34 12.21 0.96 ——

Nikkei225

AR 34806.38 186.56 134.88 0.99 ——
SVR 34720.67 186.33 135.36 0.99 2.92
RNN 34822.62 186.60 135.39 0.99 2.70
BPNN 35547.91 188.50 137.028 0.99 4.00
SA 34761.99 186.44 135.32 0.99 ——

results and provided a better predict result than the single approach models in

terms of prediction error and accuracy.

6. Conclusion

This study proposed a new three-step prediction model by integrating EEMD

and RNN, BPNN, SVR, GA-WA for financial time series. The proposed models

(EEMD- RNN, EEMD-SVR, EEMD- PBNN, EEMD-SA and EEMD-GA-WA)

first use EEMD to decompose the FTSE 100, Nikkei 225 and S&P 500 into

different IMFs. Since the financial time series data is inherently noisy, EEMD

is utilised to reconstruct the criterion of the original unsteady and non-linear

data into specific components which have fixed frequency and periodicity. Fur-

thermore, SVR, PBNN and RNN applied to the predictions of each IMF. After

each IMF predicted in the built RNN, PBNN and SVR models, the final pre-

diction results obtained by adding the predicted results of each IMF for each

model. One of the contributions of this paper is introducing EEMD as a pre-

processor to add white noise and decompose the raw data into a finite set of

IMFs, which have high correlations and a more natural frequency. Moreover,

this study compared the obtained results of the proposed model with the single
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approach models. Thus, the empirical results showed that using EEMD as a

preprocessor advances the simplification of RNN, SVR and BPNN modelling

and also obtains a much more precise model than the single approach mod-

els. Therefore, the new proposed model proved that it is better at predicting

non-linear and robust noise data than any other single model employed in this

paper. Besides, the weighted average combination method using GA to opti-

mise the weight (the EEMD- GA-WA model) was introduced to combine the

final prediction results of EEMD-SVR, EEMD- PBNN and EEMD-RNN in or-

der to enhance the prediction accuracy and minimise the error. According to

the experiments, the proposed hybrid model EEMD-GA-WA produced lower

prediction errors than the EEMD-SVR, EEMD-PBNN and EEMD-RNN mod-

els. Therefore, it concluded that the proposed hybrid model EEMD-GA-WA

outperformed the EEMD-SVR, EEMD- PBNN and EEMD-RNN models.
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