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Abstract
Expanding network capacity is the main pillar to realising the fifth-generation (5G)

vision as well as the use cases of Enhanced Mobile Broadband (eMBB), Ultra-Reliable

Low-Latency Communications (URLLC) and Massive Machine-Type Communications

(mMTC). Capacity extension approaches involve bandwidth extension by using the

Millimetre wave (mmW) band and enhancing the existing bandwidth efficiency through

network densification as well as Multiple Input Multiple Output (MIMO). However, both

approaches increase system complexity and cost. The Cloud Radio Access Network

(C-RAN) architecture is a promising solution for the network densification cost issue

in addition to introducing a high level of cooperation between the cells. Furthermore, a

Self-Organising Network (SON) is another solution aimed at bringing intelligence and

autonomous proactive adaptability, thereby reducing the cost and complexity of cellular

networks.

For this reason, the main focus of this thesis is measuring the merits of a SON in

C-RAN, whereby various energy-efficient capacity scaling systems are proposed for the

upcoming 5G and beyond.

First, a self-organising C-RAN is introduced, which dynamically adapts to varying

network capacity demands. The number of active Base Band Units (BBUs) and Remote

Radio Heads (RRHs) is scaled based on the Cell Differentiation and Integration (CDI)

technique, according to the load demand, which is aimed at efficient resource utilisation

without sacrificing the overall Quality of Service (QoS). A CDI algorithm is proposed in

which semi-static CDI and dynamic BBU-RRH mapping for load balancing are jointly

performed. Network load balance is formulated as an optimisation problem with con-

straints. Discrete Particle Swarm Optimisation (DPSO) is developed as an Evolutionary

Algorithm (EA) to solve the optimisation problem and compared to the Exhaustive Search

(ES) Algorithm. The CDI-enabled C-RAN shows significant throughput improvement

compared to a fixed C-RAN. Specifically, an average throughput increase of 45.53%

and average blocked users reduction of 23.149% is achieved. Additionally, a power

model is proposed to estimate the overall power consumption of C-RAN. Approximately

16% power reduction is calculated in a CDI-enabled C-RAN when compared to a fixed

C-RAN.
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Second, since 5G in its preliminary deployment is going to coexist with 4G infras-

tructure, the CDI performance is tested for interworking between the 5G wireless access

technology New Radio (NR) and Long Term Evolution-Advanced (LTE-A). There is an

increase of 282.9% and 121.7% in throughput, whilst a reduction of 97.9% and 96.4%

in the number of blocked users is observed in the NR CDI-CRAN network compared to

fixed C-RAN and CDI-CRAN, respectively.

Third, a scheme for reducing interference and increasing the rate coverage of the

conventional macrocell by exploiting the mmw band spectrum is proposed. Since the

cell edge area has a lower coverage data rate due to high interference and less received

power, it is served by an mmw band. Small mmw RRHs are overlaid onto a conventional

macrocell at the cell edges in a Heterogeneous Cloud Radio Access Network (HC-RAN)

architecture. The RRH clustering is formulated as a bin packing optimisation problem.

This scheme has significantly higher coverage and rate compared to conventional HC-

RAN. A gain of 20% and 40% is achieved in coverage and rate when compared to systems

applying the Soft Frequency Reuse (SFR) technique and conventional HC-RAN.



Acknowledgements

First and foremost, I would like to express my sincerest gratitude to my supervisors,

Professor Hamed Al-Raweshidy, for his continuous support and mentoring. I would like

to thank him for his helpful advice, guidance, constructive-feedback on my research and

unlimited support for my work. I could not have accomplished this work without his

support and encouragement.

Also, I am deeply grateful to my mentor and friends Dr. Firas Sabir, Dr. Muhammad

Khan, Dr. Ismail Hburi. Their advice, fruitful-collaborations and insightful-discussions

have assisted me in my research. I appreciate that they shared their valuable experiences

with me. I would like to acknowledge my colleagues at the Wireless Network and Com-

munication Centre Wireless Networks and Communications Centre (WNCC), whom I

have made throughout these past few years, their continuous support have been invaluable

to me.

Finally, I would also like to extend my most profound gratitude to my family for

their encouragement and precious moral support throughout the years of research. They

always inspire me to pursue my study and encourage me to complete this work.



v

List of Publications

Journal Paper

1. Zainab H. Fakhri, M. Khan, Firas Sabir, and H. S. Al-Raweshidy, “A Resource Al-

location Mechanism for Cloud Radio Access Network Based on Cell Differentiation

And Integration Concept“, in IEEE Transactions on Network Science and Engineer-

ing, VOL. 5, NO. 3, PP. 261-274, Dec. 2018, DOI no.: 10.1109/TNSE.2017.2754101.

2. M. Khan, Zainab H. Fakhri, Firas Sabir, and H. S. Al-Raweshidy, “Semi-Static

Cell Differentiation And Integration With Dynamic BBU-RRH Mapping In Cloud

Radio Access Network‘, in IEEE Transactions on Network Service and Manage-

ment, VOL. 15, NO. 1, PP. 289-303, MARCH 2018, DOI no.: 10.1109/TNSM.2017.2771622.

Conference Paper

1. Zainab H. Fakhri, and H. S. Al-Raweshidy, “An Interference Mitigation Scheme

For Millimetre Wave Heterogeneous Cloud Radio Access Network with Dynamic

RRH Clustering”, IEEE International Symposium on Networks, Computers and

Communications (ISNCC): Wireless and Mobile Networks, Istanbul, 2019, pp.

169-174. 978-1-7281-1244-2/19/©2019 IEEE



Table of contents

Abstract ii

List of Symbols x

Acronyms xv

List of figures xix

List of tables xxii

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Aim and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.5 Thesis Layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 Background 9

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Self-Organised Networks (SON) . . . . . . . . . . . . . . . . . . . . . 13

2.2.1 SON Functions . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.2.2 SON Implementation . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Self-Organised Network for 5G . . . . . . . . . . . . . . . . . . . . . . 15



Table of contents vii

2.4 Centralised Radio Access Network (C-RAN) For 5G . . . . . . . . . . 17

2.4.1 C-RAN Architecture Advantages . . . . . . . . . . . . . . . . 19

2.4.2 C-RAN Architecture Challenges . . . . . . . . . . . . . . . . . 21

2.5 Heterogeneous Cloud Radio Access Network (HC-RAN) . . . . . . . . 23

2.6 RRH Clustering in C-RAN . . . . . . . . . . . . . . . . . . . . . . . . 25

2.7 5G Wireless Access Technology: New Radio (NR) . . . . . . . . . . . 26

2.7.1 KPIs of NR Usage Scenarios . . . . . . . . . . . . . . . . . . . 27

2.7.2 5G NR Deployment Stages . . . . . . . . . . . . . . . . . . . . 28

2.7.3 Non-Standalone Operation of NR . . . . . . . . . . . . . . . . 29

2.7.4 NR Architecture . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.8 State of the Art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3 A Resource Allocation Mechanism for Cloud Radio Access Network Based

on Cell Differentiation and Integration Concept 38

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2.1 Proposed C-RAN Architecture . . . . . . . . . . . . . . . . . . 40

3.2.2 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.3 Dynamic BBU-RRH Configuration and Formulation . . . . . . . . . . 44

3.3.1 Number of BBUs required in the network . . . . . . . . . . . . 45

3.3.2 Key Performance Indicator for Load Fairness Index . . . . . . . 46

3.3.3 Key Performance Indicator for Average Network Load . . . . . 46

3.3.4 Key Performance Indicator for Handovers . . . . . . . . . . . . 47

3.4 RRH Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.5 Power Model for C-RAN . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5.1 BBU Power Estimation Model . . . . . . . . . . . . . . . . . . 49

3.5.2 RRH Power Estimation Model . . . . . . . . . . . . . . . . . . 49

3.5.3 Optical Transceiver Power Estimation Model . . . . . . . . . . 50

3.6 Cell Differentiation and Integration (CDI) Algorithm . . . . . . . . . . 53

3.6.1 Discrete Particle Swarm Optimisation (DPSO) . . . . . . . . . 59



Table of contents viii

3.7 Computational Results and Analysis . . . . . . . . . . . . . . . . . . . 62

3.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4 Load Aware Self-Optimised 5G Network Exploiting Millimetre-Wave NR

and C-RAN Architecture 74

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2.1 Proposed Architecture . . . . . . . . . . . . . . . . . . . . . . 77

4.2.2 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3 RRH-BBU Association and Configuration . . . . . . . . . . . . . . . . 81

4.3.1 The Network Load and Number of Required BBUs . . . . . . . 84

4.3.2 Key Performance Indicators for Quality of Service Function . . 84

4.4 Self-Optimised mmw Based C-RAN Algorithm . . . . . . . . . . . . . 86

4.5 Optimisation Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.5.1 Discrete Particle Swarm Optimisation (DPSO) . . . . . . . . . 89

4.5.2 Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . . . . 90

4.6 Computational Results and Analysis . . . . . . . . . . . . . . . . . . . 91

4.6.1 Selecting Initial Swarm/Population for DPSO . . . . . . . . . . 91

4.6.2 Performance of DPSO Algorithm . . . . . . . . . . . . . . . . 93

4.6.3 Complexity Comparison . . . . . . . . . . . . . . . . . . . . . 94

4.6.4 Capacity and Blocked Users Calculations . . . . . . . . . . . . 95

4.6.5 Energy Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5 An Interference Mitigation Scheme for Millimetre Wave Heterogeneous Cloud

Radio Access Network with Dynamic RRH Clustering 101

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.2 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

5.2.1 Proposed Architecture . . . . . . . . . . . . . . . . . . . . . . 102

5.2.2 Channel Model . . . . . . . . . . . . . . . . . . . . . . . . . . 103



Table of contents ix

5.2.3 Users Association Scheme . . . . . . . . . . . . . . . . . . . . 106

5.2.4 Small Cells Clustering Algorithm . . . . . . . . . . . . . . . . 106

5.3 Coverage Probability . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.4 Rate Coverage Probability . . . . . . . . . . . . . . . . . . . . . . . . 108

5.5 Optimising the Small Cells Size . . . . . . . . . . . . . . . . . . . . . 109

5.6 Computational Results and Performance Analysis . . . . . . . . . . . . 110

5.6.1 Coverage Probability Comparison . . . . . . . . . . . . . . . . 111

5.6.2 Rate Coverage Probability Comparison and Throughput Calcula-

tion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.6.3 Optimum Small Cell Radius . . . . . . . . . . . . . . . . . . . 114

5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6 Conclusion and Future work 119

6.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.2 Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . 122

Bibliography 124



List of Symbols

General Conventions

The max() is used for finding the highest number in a vector.

Mathematical Operators and Functions

⌊.⌋ Represents floor function

⌈.⌉ Represents the ceil function

∑ The sum operation

⋃
Union of two sets

E Expected value

Rij Element of the matrix R at row i, column j

S Sample set

Special Symbols

α,β Control parameters of optimisation function

β kri
The channel gain between user k in the cell edge area and its serving

RRH ri

δ Path-loss exponent



List of Symbols xi

δmmL LOS mmw channel path-loss exponent

δmmNL NLOS mmw channel path-loss exponent

λ Non-negative distribution intensity or rate

µ Mean value

σ Standard deviation

|∆| Population/ Swarm size

ρ Probability

γ Signal-to-interference-and-noise-ratio

ϑ Data rate achieved by user per PRB at given SINR

φ Data rate demand of a user

η Load

ψ Load fairness index

χ Bandwidth share

ηpa Efficiency of power amplifier

Ammw The mmw RRHs association probability

Aµw The MBS association probability

C (Tc) The coverage probability

CHC−RAN HC-RAN coverage probability

Cmmw The coverage probability of mmw RRHs

Cµw The coverage probability of MBS

R(Tr) The rate coverage probability



List of Symbols xii

RHC−RAN HC-RAN rate coverage probability

RRmmw Rate coverage probability of mmw RRHs

RMµw
Rate coverage probability of MBS

Tr Rate threshold

TC SINR threshold

Symbols

A Path loss constant that depends on the carrier frequency fc

B j Biasing factor for user association

C Number of cells

Di j Distance between RRH i and RRH j

Dkin Distance between user k and RRH n in cell i

Dkm0
The distance between user k and the serving MBS m in cell i

F Objective function or fitness function

fc Carrier frequency

g∗kri
Small scale fading channel between user k and its serving mmw RRH ri

gbestI Global best position experienced by any particle upto Ith iteration

G The directivity gain of the transmission uniform linear array antenna

Hkin Composite fading channel between user k and RRH n of cell i

h∗kin
Small scale fading channel between the RRH n and user k in cell i

h∗kmi
Small scale fading channel between the user k and MBS mi.

Hkmi The channel gain between the serving MBS mi and user k



List of Symbols xiii

Imax Maximum number of iterations/generations

lkmi
Large scale fading channel between the user k and MBS mi.

lkin Large scale fading channel between the RRH n and user k in cell i

lkri
The small and large scale fading channel, respectively, between the user

k and its serving RRH ri

K Total number of users in the network

lkri
Large scale fading channel between the user k and its serving RRH ri

µW Micro wave

N0 The power of Additive White Gaussian Noise

Nk
RB

Total PRB required by user according to SINR and data rate requirement

PPP Transition matrix

Pc Cross-over probability

Pm Mutation probability

Pkmi The transmit power between the serving MBS mi and user k

Pri The transmit power between serving the mmw RRH ri and the user k

Ps Selection probability.

pbestIj Best position of particle j up to Ith iteration

PBW Bandwidth of a single physical resource block

PRB number of PRBs

RI Population/ Swarm Matrix at Ith iteration/generation

S1 Data interface



List of Symbols xiv

r
I
j Particle/Chromosome solution vector positioned at index j at Ith itera-

tion/generation

X2 control interface

Ui Number of connected users in RRH i coverage area

Zm List of RRH served by BBU m



List of Acronyms

Acronyms

3GPP 3rd Generation Partnership Project

3G The Third-Generation

4G The Fourth-Generation

5G The Fifth-Generation

5GPPP 5G Infrastructure Public Private Partnership

ADC Analogue-to-Digital Conversion

AI Artificial Intelligence

BBU Base Band Unit

BS Base Station

C-RAN Cloud Radio Access Network

CAPEX Capital Expenditure

CoMP Coordinated Multi-Point transmission

CCO Coverage and Capacity Optimisation

CDI Cell Differentiation and Integration



List of Acronyms xvi

CQI Channel Quality Information

CT Communication Technology

CRE Cell Range Expansion

DAC Digital-to-Analogue Conversion

DPSO Discrete Particle Swarm Optimisation

eICIC enhanced Inter-cell Interference Coordination

eMBB enhanced Mobile BroadBand

EA Evolutionary Algorithms

EPC Evolved Packet Core

ES Exhaustive Search

FFT Fast Fourier Transform

GA Genetic Algorithm

GBR Guaranteed Bit Rate

GOPS Giga Operations Per Second

HetNets Heterogeneous Networks

HC-RAN Heterogeneous Cloud Radio Access Network

ICIC Inter-cell Interference coordination

IoT Internet of Things

ITU International Telecommunication Union

IMT International Mobile Telecommunications

JT Joint Transmission



List of Acronyms xvii

KPI Key Performance Indicator

LOS Line of Sight

NLOS Non-Line of Sight

LTE Long Term Evolution

LTE-A Long Term Evolution-Advanced

mmw Millimetre Wave

mMTC massive Machine-Type Communications

MAC Medium Access Control

MBS Macro Base Station

MIMO Multiple-Input-Multiple-Output

MNO Mobile Network Operators

NFV Network Function Virtualisation

NR New Radio

NGMN Next Generation of Mobile Networks

NSA Non-Stand Alone

OAM Operations,Administration, and Maintenance

OFDM Orthogonal Frequency Division Multiple Access

OPEX Operational Expenditure

OTN Optical Transport Network

PA Power Amplifier

PHY Physical layer



List of Acronyms xviii

PRB Physical Resource Block

PF Proportional Fair

PSO Particle Swarm Optimisation

RF Radio Frequency

RAN Radio Access Network

RR Round Robin

RRC Radio Resource Control

RRH Remote Radio Head

ROC Rank Order Centroid

SA Stand Alone

SDN Software-Defined Networks

SFR Soft Frequency Reuse

SINR Signal to Interference and Noise Ratio

SON Self-Organising Network

QoS Quality of Service

UE User Equipment

URLLC Ultra-Reliable Low Latency Communications



List of figures

1.1 Projected Global mobile data traffic [1]. . . . . . . . . . . . . . . . . . 2

2.1 CT projected wireless power consumption [19]. . . . . . . . . . . . . . 11

2.2 CT projected power consumption [19]. . . . . . . . . . . . . . . . . . . 12

2.3 Self organising network tends [18]. . . . . . . . . . . . . . . . . . . . . 14

2.4 C-RAN architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.5 C-RAN architecture realisation. . . . . . . . . . . . . . . . . . . . . . 19

2.6 Heterogeneous cloud radio access network architecture [9]. . . . . . . . 24

2.7 5G NR deployment stages [2]. . . . . . . . . . . . . . . . . . . . . . . 29

2.8 5G Radio access network. [64]. . . . . . . . . . . . . . . . . . . . . . . 30

3.1 Structure of a cloud radio access network with a SON controller. . . . . 41

3.2 Cell differentiation and integration with multiple tiers of RRH deployment. 42

3.3 The required base station supply power as a function of transmitting power. 52

3.4 Block diagram of CDI Algorithm for one CDI cycle. . . . . . . . . . . 56

3.5 Block diagram of DPSO algorithm. . . . . . . . . . . . . . . . . . . . . 62

3.6 Rate function for time in-homogeneous user arrivals. . . . . . . . . . . 63

3.7 Actual network load with respect to time. . . . . . . . . . . . . . . . . 63

3.8 Number of active BBUs and RRHs with respect to network load/time. . 64

3.9 QoS values for DPSO and ES. . . . . . . . . . . . . . . . . . . . . . . 66

3.10 Load fairness index values for DPSO and ES. . . . . . . . . . . . . . . 67

3.11 Average network load for DPSO and ES. . . . . . . . . . . . . . . . . . 68



List of figures xx

3.12 Average handovers for DPSO and ES. . . . . . . . . . . . . . . . . . . 68

3.13 Resource shortage for different α and β . . . . . . . . . . . . . . . . . . 69

3.14 Average blocked users for fixed and CDI-enabled C-RAN. . . . . . . . 69

3.15 Average network throughput for fixed and CDI-enabled C-RAN. . . . . 70

3.16 Average power consumed by fixed and CDI-enabled C-RAN. . . . . . . 72

3.17 Probability of coverage versus SINR threshold. . . . . . . . . . . . . . 72

4.1 Structure of the proposed cellular network. . . . . . . . . . . . . . . . . 77

4.2 Cell differentiation and integration. . . . . . . . . . . . . . . . . . . . . 79

4.3 Block diagram of CDI Algorithm for one CDI cycle. . . . . . . . . . . 89

4.4 Genetic Algorithm block diagram. . . . . . . . . . . . . . . . . . . . . 92

4.5 QoS values for DPSO, GA, and ES. . . . . . . . . . . . . . . . . . . . 94

4.6 Load fairness index values for DPSO, GA, and ES. . . . . . . . . . . . 95

4.7 Hand-over index values for DPSO, GA, and ES. . . . . . . . . . . . . . 96

4.8 Proximity index values for DPSO, GA, and ES. . . . . . . . . . . . . . 97

4.9 Average network throughput comparison for different scenarios. . . . . 97

4.10 Average blocked users comparison for different scenarios. . . . . . . . 98

4.11 Average network energy efficiency for different scenarios. . . . . . . . 99

5.1 Structure of millimetre wave heterogeneous network . . . . . . . . . . 102

5.2 different number of networks . . . . . . . . . . . . . . . . . . . . . . . 112

5.3 Coverage probability comparison of the proposed system with others

scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.4 Proposed system rate coverage probability comparison with other scenarios114

5.5 Small cells’ radii versus average coverage probability for Tc values

(from-10dB to 20dB) . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.6 Small cells’ radii effect on the average rate coverage probability for Tr

values of (0-2.5) bps/Hz . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.7 Average user rate bps/Hz . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.8 Aggregated users’ interference . . . . . . . . . . . . . . . . . . . . . . 117



List of figures xxi

5.9 Average network throughput bps . . . . . . . . . . . . . . . . . . . . . 118



List of tables

2.1 5G NR main requirements [2, 28] . . . . . . . . . . . . . . . . . . . . 27

3.1 BBU operations and their scaling values with transmit antennas and

bandwidth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 Computational Results for DPSO and ES . . . . . . . . . . . . . . . . 65

3.3 Comparison results for fixed and CDI-enabled C-RAN . . . . . . . . . 71

5.1 Simulation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . 111



Chapter 1
Introduction

The Cloud Radio Access Network (C-RAN) architecture is a key enabler for meeting

the Fifth-Generation (5G) requirements. It refers to the virtualisation of Base Station

(BS) functionalities using cloud computing. This architecture can increase statistical

multiplexing gain, capacity and energy efficiency, decrease the operation and maintenance

cost as well as adapting to traffic fluctuation. For this thesis, improving the integration

of the vital Self-Organising Network (SON) features in C-RAN to consolidate the cost

efficiency of a 5G cellular network is considered. Specifically, addressing and analysing

techniques for capacity scaling, load balancing and power saving are covered. This

chapter has begun with a statement of the research challenges, next, the motivation behind

this research is explained, with the thesis contributions being subsequently outlined.

1.1 Motivation

DUring the last few years there has been a tremendous increase in the number of

mobile connected devices, especially smartphones. It is predicted that the number

of connected devices will surpass the projected world population, reaching 12.3 billion

devices by 2022. Consequently, this has led to the realisation of Internet of Things (IoT),

which will solve many issues and will allow for the creating new industries. Moreover,

the emerging data ravenous applications are producing an exponential increase in global

mobile data traffic and it is expected to continue increasing, reaching seven fold in 2022

what it was in 2017 as shown in Fig. 1.1 [1]. This will push the existing system capacity

beyond its limit.
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 Fig. 1.1 Projected Global mobile data traffic [1].

Long Term Evolution-Advanced (LTE-A) is considered to be a wireless technology

that can meet high data rate and vast capacity requirements. However, 5G requires even

higher capacity values plus low latency and high reliability for specific use cases, such as

virtual reality, massive IoT and enhanced vehicle to everything communication etc. 3rd

Generation Partnership Project (3GPP) defines three main features for 5G, according to

usage scenarios of International Mobile Telecommunications (IMT-2020) and beyond,

as enhanced Mobile Broad Band (eMBB), massive Machine-Type Communications

(mMTC) and Ultra-Reliable Low Latency Communications (URLLC) [2]. These require-

ments will push the existing system capacity beyond its limit. According to Shanon’s

equation, there are two approaches to dealing with the capacity deficiency of conventional

networks. These approaches involve: increasing the available bandwidth efficiency as

well as spectrum extension. In the first context, network densification by deploying a

large number of low power (femto or pico) small cells is a promising approach. However,

it leads to dramatic increases in energy consumption and results in increasing Capital

(CAPEX) and Operational (OPEX) Expenditures due to additional deployment and main-

tenance. Moreover, cell size reduction induces increased handovers, which significantly

raises the signalling and processing overhead associated with handover operations. Also,

another proposed approach is through bandwidth extension by exploiting Millimetre

Wave (mmw) frequencies. The mmw band has a wide bandwidth, which spans from

30-300 GHz. An mmw’s cellular communication differs from conventional mobile sys-
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tems in being short-range and intermittent, because these frequencies have high path

losses and are vulnerable to blockage owing to shadowing by obstacles. So, directional

communication using a high gain multiple antenna systems is used to compensate for the

high path losses. As the mmw cell coverage is not continuous due to blockage vulnera-

bility, then the User Equipment (UE) is required to find another unblocked channel or

run a cell search all the time to find another cell and has to perform frequent handovers,

even for stationary users. Moreover, mobility management will be more complicated. To

avoid regular handovers and delay in re association with another small cell, the UE may

adopt the reception of multi-beams from different directions. To this end, a centralised

architecture C-RAN is vital to overcome the aforementioned issues by migrating the base

band processing unit of multiple BSs to a Base Band Units (BBU) pool for centralised

cooperation and coordination, while leaving the Remote Radio Heads (RRHs) at the cell

sites with simple functionalities that make dense deployment feasible with minimum cost.

Generally, the high capacity requirement of 5G application will bring high fluctuations in

traffic load due to the variation of mobile users’ spatial distribution and their data demand

over time. This load fluctuation leads to inefficient resource utilisation that degrades the

overall Quality of Service (QoS).

Hence, the motivation for this thesis is the need to integrate the self-organising

feature of SON with the centralised capacity management characteristic of C-RAN,

with the aim of higher QoS by exploiting re-configurable C-RAN architecture to realise

energy-efficient operation for 5G networks.
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1.2 Problem Statement

Centralised resource allocation, cooperative communication, clustering and spectrum

reconfiguration are challenging research areas in C-RAN. Some of the research problems

addressed by this thesis are outlined in this section.

. In the light of centralised cooperation and coordination that C-RAN supports,

resource sharing and scheduling among RRHs of the same BBU pool must be

neighbouring in a compact cluster. This cooperation has not been extensively

studied, which gives a problem to solve regarding high capacity demand and the

appropriate association of the BBU to UE.

. Network densification (which is reusing the available spectrum by deploying a

large number of small cells to cover a certain geographical area or filling the cover-

age gaps) is considered a promising solution for increasing spectral efficiency to

meet the enormous capacity demand for future networks. However, this approach

imposes several challenges, for example, a growing number of handovers and

increasing interference. Therefore, the frequent handover and power consumption

due to the increase in BS number are essential problems to consider for future

networks.

. In C-RAN architecture, BBU-RRH mapping can be modified according to the

network capacity demand. This re-configurable BBU-RRH association leads to

an increased number of handovers. Hence, optimal clustering of the RRHs is

required, which means assigning them to the proper BBUs in the pool. Besides

this, achieving high multiplexing gain without sacrificing QoS is another research

problem to consider. Furthermore, this BBU-RRH association can be modified to

realise power saving with minimum handovers, whilst simultaneously keeping a

high QoS level is a problem to be solved.
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1.3 Aim and Objectives

The primary aim of this thesis is to introduce a self-organising Cloud Radio Access

Network in the light of 5G vision, which can dynamically and efficiently adapt to the

varying capacity demand, while maintaining high QoS by adopting power saving, resource

allocation and load balancing techniques. The main objectives to be met to fulfil this

research aim are the following.

1. Surveying the literature to review the recent studies in centralised resource man-

agement as well as self-optimising SON techniques and Artificial Intelligence (AI)

techniques employed in the cellular system to address coverage and load balancing

problems.

2. Designing an intelligent power efficient technique for self-optimising C-RAN

that imitates the stem cell division (mitosis, meiosis) in biological science. This

scheme allows for efficient utilisation of the BBU resources in the cloud and proper

deployment of the RRHs in the cell sites.

3. Selecting the appropriate Key Performance Indicators (KPIs) for measuring net-

work performance.

4. Modelling the QoS as a C-RAN performance metric, which is presented by the

selected KPIs and formulating an optimisation problem to maximise the network

performance modelled by the performance metric of QoS.

5. Finding the optimum values of the KPIs for different network scenarios by applying

the optimisation algorithm to the modelled network performance metric. i.e. QoS.

6. Formulating a power model for estimating the consumed power at a given load of

the self-optimised C-RAN architecture.
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1.4 Thesis Contributions

This thesis is an amalgam of several research disciplines. It integrates different notions

to realise enhanced self-optimising network performance. In addition, AI is the basis of

self-organising and machine learning network technologies. Since mMTC is one of the

main 5G usage scenarios, consequently AI can be applied in next-generation wireless

network standardisation.

First, a Cell Differentiation and Integration (CDI) algorithm that employs AI and the

self-optimising feature of SON in C-RAN architecture to establish a cellular network that

responds to the traffic load fluctuations and variable capacity demand is proposed.

The algorithm is inspired by cells splitting in biological sciences (mitosis, meiosis,

fertilisation), where the stem cells are differentiated into cells of the same type or different

type depending on their function. A C-RAN architecture is investigated, particularly

focusing on the allocation of BBU cloud resources between the RRHs. A multi-objective

optimisation problem is modelled concerning the maximisation of the QoS function,

which is the proposed performance metric. The Genetic Algorithm (GA) and Swarm

Intelligence are chosen to solve the optimisation problem among the various AI techniques

as it is the most adopted, and it used in Long Term Evolution (LTE) self-optimising

networks. Furthermore, a Discrete Particle Swarm Optimisation (DPSO) is also developed

as an Evolutionary Algorithm (EA) to solve the optimisation problem and compared to

GA as well as to an Exhaustive Search (ES) algorithm. The DPSO is found to be faster

and less complex than GA and EA. It reaches the optimum solution for small networks

and near optimum for large networks.

Second, the mmw frequency band is one of substantial features of 5G wireless access

technology New Radio (NR). For this reason, the CDI algorithm performance is tested for

small cells operation using one of the NR Frequency Range2 (FR2 bands , which are the

mmw bands for 5G cellular access that spans 24.25GHz-52.6GHz [3]) for mobile access.

A multi-objective optimisation problem is developed to maximise the network QoS with

objective functions that match the mmw band operation. GA and DPSO algorithms are

developed to solve the optimisation problem, and the results of the two algorithms are
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analysed and compared to the ES results. Furthermore, the results of mmw-enabled CDI

are compared to the CDI working at the Micro wave (µW ) band for the same objective

functions.

Third, 5G differs from the previous generations in being backwards compatible

with LTE and WIFI, plus in its early deployment it is going to be integrated with LTE

infrastructure in a non stand-alone operation mode. Furthermore, as eMBB is one of

the main 5G usage scenarios, a scheme for exploiting the operation at the mmw band

as NR FR2 to increase the data rate in conventional macrocell area is proposed. The

mmw communication features are high directionality and noise-limited in some scenarios.

Since the macrocell’s edge area suffers from low data rate of one tenth of peak data rate

due to high interference [4], mmw cells serve this area to improve the users’ throughput.

The proposed scheme is inspired by the soft frequency reuse technique, where the cell

area is divided into an inner region and outer region. Each area is served with a different

frequency band. The proposed scheme increases the spectral efficiency, coverage and

rate of not only the edge area, but also the whole cell area.

1.5 Thesis Layout

The rest of this thesis is organised into five chapters. Each chapter starts by briefly

introducing the contribution made in the chapter and finishes with a concise summary at

the end.

Chapter 2 This chapter introduces a brief background and general overview of the

main subject considered in this thesis. First, SON self-optimising techniques are reviewed

and a concise introduction to C-RAN is also presented. After that, 5G operation scenarios

are reviewed, the enabling technologies are considered. In addition, the 5G wireless

access technology NR is briefly covered.

Chapter 3 In this chapter, an intelligent CDI algorithm for cell differentiation and

integration is proposed, which benefits from the capacity routing feature of C-RAN to

adapt to load fluctuation with time. The CDI algorithm is inspired from the biological

process of cell splitting (mitosis and meiosis), where the stem cell splits into multiple cells
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of the same or different types of cells. The intelligent CDI algorithm imitates this natural

process by activating or deactivating the RRHs and BBUs in the network depending on

the traffic demand at the end of each CDI cycle. An optimisation problem is formulated

to reallocate the RRHs to the BBUs and balance the load, with two EAs GA and DPSO

being developed to solve the problem. The system model and the algorithm performance

are investigated, the results and algorithm complexity are analysed, and a conclusion

is drawn. Furthermore, a power model is developed to estimate the power consumed

in C-RAN and compared to CDI adopted C-RAN. The results of the power and energy

efficiency, as well as the capacity results, are discussed and analysed.

Chapter 4 This chapter investigates the potential benefits of incorporating an mmw

frequency band operation scenario for the small cells in the proposed CDI-enabled C-

RAN. An optimisation problem with objective functions and constraints suitable for

adopting high-frequency operation for small cells is formulated to increase the system

QoS. The network throughput, blocked users and energy efficiency results of the proposed

system are analysed and compared to the scenario of a lower frequency band operation.

Chapter 5 This chapter introduces a scheme to exploit one of the 5G enabling

technologies, namely the mmw band in the early 5G deployment scenario of Non-Stand

Alone (NSA). This scheme is based on the Soft Frequency Reuse (SFR) technique used

in LTE for interference mitigation, but it targets the whole cell area, thereby enhancing

the coverage, spectral efficiency and data rate. The obtained results of coverage and

throughput are discussed and analysed at the end of this chapter.

Chapter 6 In this final chapter, the thesis findings are summarised and conclusions

are drawn. Also, suggestions for future research directions are proposed, with some

potential ideas being highlighted.



Chapter 2
Background

2.1 Introduction

As the primary motivation of this work is cellular system capacity enhancement due to the

exponentially increasing traffic demand as shown in Fig. 1.1. Hence, according to Shan-

non’s equation (Capactiy = Bandwidth ∗ log10(1+ SINR)), there are two approaches

to facing the future capacity deficiency of conventional networks due to mobile data

traffic growth in cellular networks, which involve: (i) increasing the available bandwidth

efficiency and (ii) spectrum extension. The most promising techniques in increasing band-

width efficiency are network densification and Multiple-Input-Multiple-Output (MIMO)

technology that helps to manage interference as well as increasing spectral efficiency [5].

In the first context of capacity increasing, a large number of low power (femto or pico)

small cells are expected to be deployed to fill the coverage gaps and increase the rate in the

serving area of the macrocells. This brings in Heterogeneous Networks (HetNets), which

have been standardised by a 3rd Generation Partnership Project (3GPP) [6]. However,

large scale HetNets are facing several challenges, such as network management, inter-

ference, cost of small cells deployment and energy consumption. To deal with network

densification issues, the Cloud Radio Access Network (C-RAN) is a promising solution.

In this architecture, the small cells’ baseband processing units are migrated, aggregated

and shared among sites in a centralised virtualised Base Band Unit Pool (BBU). The

Radio Frequency (RF) units and simple processing left at the cells sites, called Remote

Radio Head (RRH), are interfaced with the BBU pool through the fronthaul. There are
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several potential realisations of the fronthaul link between the BBU pool and RRHs

depending on the cost, geographical area and the required Quality of Service (QoS). It

could be wired, wireless or a combination of both wired and wireless. Furthermore, the

fronthaul should offer high capacity and low latency to support the Fifth-Generation (5G)

requirement of Ultra-Reliable Low Latency Communications (URLLC) [7].

A centralised cloud cooperative platform is also introduced to HetNet, where all the

small cells as well as the macro base stations, are connected to the cloud for control

and management, which gives rise to Heterogeneous Cloud Radio Access Networks

(HC-RAN). For centralised cloud computing-based collaboration with the RRHs, high

power traditional macro base stations are interfaced with the BBU pool through the

data and control interfaces S1 and X2, respectively. HC-RAN is proposed to take full

advantage of both HetNet and C-RAN [8–11].

The 5G era can be considered as moving to high operating frequencies and smaller

cell size, which means a larger number of cells for the same geographical area. Fur-

thermore, 5G, in its early deployment, will coexist and be integrated with Long Term

Evolution-Advanced (LTE-A) radio access technology, which mostly uses a unity fre-

quency reuse. Hence, inter-cell interference is high in such systems, especially for dense

cell deployment. There are different techniques to address interference, such as Inter-Cell

Interference Coordination (ICIC), enhanced Inter-cell Interference Coordination (eICIC)

and Coordinated Multi-Point(CoMP). ICIC and eICIC [12, 13] reduce the interference

at the cell edge, but they do not improve the throughput. This is due to the strict usage

of resources in both the frequency domain (ICIC) and time-domain (eICIC). The other

drawback is that the interference information is exchanged among the neighbour cells

on a relatively long term basis. This delays the dynamic resource allocation for fast-

changing channel conditions users, for example, User Equipment (UE) travelling fast

or stepping into a shadowing area, as their information is not promptly reflected into

cells cooperation. Moreover, the scheduling decisions that the scheduler makes would be

less optimal, as it has to consider neighbour cells’ interference. The other interference

mitigation technique, which is the most advanced, is CoMP [14, 15]. This approach can
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both reduce interference and increase the throughput of cell edge users, whilst also being

able to respond to fast channel changes [16–18]. From the architecture point of view, the

Joint Transmission (JT) algorithms of CoMP and eICIC are not efficient due to the high

latency and low bandwidth of the X2 interface of the existing LTE-A. Even with C-RAN

architecture, these techniques require more detailed instantaneous channel status signals,

which leads to the need for ideal fronthaul in some scenarios and increased processing

(more joules per bit).

Furthermore, energy saving is a crucial issue to consider as it increases the Operational

Expenditure (OPEX). Moreover, the projected energy consumption in the Communication

Technology (CT) sector in 2030 could be 51% of the global energy consumption as shown

in Fig. 2.1, which is expected to contribute to 23% of the global greenhouse gas emissions

[19], as shown in Fig. 2.2. For these reasons, Mobile Network Operators (MNOs) are

interested in increasing capacity without an immense rise in consumed power.

 Fig. 2.1 CT projected wireless power consumption [19].
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Fig. 2.2 CT projected power consumption [19].

Moreover, the operation complexity and OPEX could be the biggest challenges

that face MNOs in 5G. To cope with similar challenges in the context of The Third-

Generation (3G) and The Fourth-Generation (4G) networks, the 3GPP introduced the

Self-Organising Network (SON) [20]. The Alliance of Next Generation Mobile Networks

(NGMN) introduced various SON requirements and use cases [21]. The essential SON

objectives can be divided into:

1) Adding autonomous, intelligence and adaptability feature into cellular networks;

2) Decreasing the Capital and Operation Expenditures (CAPEX& OPEX);

3) Enhancing the network performances regarding capacity, coverage, quality of ser-

vice/experience, etc.

Furthermore, as the Radio Access Networks (RAN) transforms from distributed

to centralised cloud-based architecture, nowadays SON can be conceived as the next

generation RAN driving technology. It is aimed at simplifying management, enhancing

spectral efficiency and lowering operation costs [22, 23]. The SON challenges have
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been classified into useful use cases, that have been addressed by 3GPP, NGMN, 5G

Infrastructure Public Private Partnership (5GPPP) and different EU projects [21]. For

example, for project Self-Optimisation and Self-Configuration in Wireless Networks

(SOCRATES) [24] methods, algorithms, coverage and load balancing in the Long Term

Evolution (LTE) network were studied. SON is a critical enabler for improving Opera-

tions, Administration, and Maintenance (OAM) of the network. It targets cost reductions

in installation and management of 4G and future 5G networks, through self -configuration,

self-optimising and self-healing, as shown in Fig. 2.3 [25]. This thesis is particularly

focused on self-optimisation regarding network Coverage and Capacity Optimisation

(CCO) as well as load balancing.

2.2 Self-Organised Networks (SON)

The self-organisation approach, which is referred to as SON, is applied in cellular

networks to maximise total performance. This is by bringing intelligence and autonomous

adaptability features to mobile networks. Furthermore, it is a vital enabler for improving

OAM functions. SON targets the reduction of installation and management cost by

simplifying the tasks of operation using its capabilities to configure, optimise and heal

itself. In short, SON’s objective is to reduce human intervention, thus eliminating human

error in network operation. Moreover, it enhances network capacity, coverage and QoS,

while reducing CAPEX and OPEX at the same time [23].

2.2.1 SON Functions

SON involves a series of functionalities, which can be applied in several network parts

aiming at various targets. These functionalities can be categorised into the following

three parts [23, 26].

• Self-configuration: it is the network’s ability to bring a new component into ser-

vice with minimal human operator intervention. It also means applying self-

configuration algorithms to configure new added, deleted, or modified nodes auto-

matically;
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• Self-optimization: this is the periodic process of dynamically and automatically tuning

network parameters for optimal performance. It involves a set of mechanisms that

optimise the network parameters during operation and executing optimisation

algorithms based on the network measurements;

•Self-healing: it is a function that focuses on cellular network maintenance since it is

prone to faults. Self-healing is responsible for automatic compensation of node

failures to restore the degraded service.

 

Fig. 2.3 Self organising network tends [18].

2.2.2 SON Implementation

SON implementation can be categorised into three types of architecture as follows

[27, 23, 26]:

Centralised SON: Centralised SON, where the optimisation algorithm is established and

executed in the management part of the network. It takes data and measurements

from all the elements and nodes in the network, subsequently sending back updated,

orders and parameters, according to the collected data. This architecture is more

convenient for algorithm implementation since it considers the collected data
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from all the network, which allows for a fully tuned system by optimising all the

centralised functions. This architecture adapts slowly to changes in the network.

However, it is more effective with network instabilities coming from the concurrent

operation of SON different functions that have conflicting goals. In addition, the

SON functions control is performed centrally; these different functions can be

easily coordinated.

Distributed SON: Distributed SON pertains to where the SON algorithms run on the

network parts. All self-organising data is exchanged directly between the parts of

the network, which allows the SON functions to be more dynamic in adaptation to

changes. However, the global optimum operations cannot be guaranteed for the

whole network as all optimisation functions run at the cell level.

Hybrid SON: In hybrid SON architecture, the SON algorithms are partly executed on

the management system of the network and partly on the other elements. This

architecture integrates the advantages of both centralised and distributed SON

architectures. However, it has also inherited the drawbacks of both architectures.

Furthermore, the interface between the two architectures of SON functions is

complex and challenging. The 5G SON implementation scenario is going to be a

hybrid architecture [28].

2.3 Self-Organised Network for 5G

The primary objective of 5G SON is to improve the efficiency of OAM greatly and to

help operators meet the increasing complexity of rapidly evolving wireless networks.

Moreover, 5G SON should enhance network performance by using self-organising

intelligence. Some of the 5G SON objectives are listed below.

Enabling Cloud RAN Currently, the RAN is transformed from distributed to cloud

based architecture, in which most of the RAN functions are being centralised, while

still leaving some of them at remote radio heads. Specifically, the functions with

low latency requirement (seconds or higher) will be run in a centralised fashion in
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the core network while those with high latency requirements (millisecond order)

will still be run at the BBU cloud [25, 28]. Furthermore, 5G is expected to serve

a massive number of connected devices, embrace other radio access technologies

and deal with an unlimited number of new applications. All of this will increase

network complexity and load. Consequently, this will bring high load fluctuations

to the network. 5G SON combined with the new C-RAN architecture will address

this challenge through automatic load monitoring and load prediction based on

service statistics history. Then, the SON algorithm should respond by scaling the

capacity and signalling, according to the load condition, so as to ensure optimal

network performance [25, 28].

Improving OAM Efficiency The 5G vision is greatly enhanced users’ experience with-

out increasing the service costs. This enhanced users’ experience in terms of

connectivity and data rate coming from increasing the number of cells (network

densification), antennas (using MIMO) and carriers (using Millimetre Wave (mmw)

band). Furthermore, with the coexistence of multiple technologies, the hetero-

geneous nature of the architecture and different applications will contribute to

network complexity escalation. This means higher CAPEX and OPEX, with the

operators’ revenues growth being insufficient to justify the increased network

complexity. Accordingly, high efficiency OAM is crucial for 5G, especially the

self-optimisation phase of SON. Furthermore, a proactive SON is an appealing

approach for highly efficient OAM [25, 26, 28, 29].

Improving Energy Efficiency The network densification is one of 5G’s primary themes

and energy efficiency is one of its Key Performance Indicators (KPIs) [28]. How-

ever, it is not efficient from an energy and OPEX point of view that this massive

number of cells to be always on. Instead, an effective strategy for most 5G cells

could be of switching on when needed. This could be realised by embedding a

centralised SON algorithm with an energy efficiency objective. The challenges that

require addressing are: the compromise between the energy efficiency function
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and the other SON functions, such as latency, signalling overhead, and the latency

margin of cells coming back to active mode [22].

2.4 Centralised Radio Access Network (C-RAN) For 5G

The C-RAN in industry can be backdated to 2010, when it was proposed by IBM for

more flexible and energy efficient networks[30]. After that, in 2011, the concept was

utilised by the China Mobile Research Institute and the architecture was developed as

well as the feasibility and challenges were explained [31]. C-RAN is a paradigm shift in

the architecture of the next generation of wireless networks. It is based on the concepts of

centralisation and virtualisation, where the base band processing functions are virtualised

and moved to a remote centralised BBU pool and only RRHs are left at the cells’ sites,

these two entities being linked by the fronthaul, as shown in Fig. 2.4 [32]. The resource

centralisation leads to statistical multiplexing gains, cost reduction and resource savings.

This architecture is considered as one of the key solutions to meet the massive demand of

capacity in future 5G wireless access networks [33].
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Fig. 2.4 C-RAN architecture.

There are two realisation scenarios of the C-RAN architecture depending on the

functions splinting between RRH and BBU, which are fully centralised and partially
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centralised as shown in Fig. 2.5. This function splitting depends on network requirements

to alleviate the fronthaul high capacity overhead burden.

Fully centralised: With a fully centralised structure as shown in Fig. 2.5a, all the

functions of the traditional base station would be moved to BBU pool, including

the: i) Physical layer (PHY) functionalities; ii)Medium Access Control (MAC)

[34] and iii) Radio Resource Control (RRC) [35]. Whilst the RRHs left with

simple functions represent Analogue-to-Digital (ADC) and Digital-to-Analogue

(DAC) conversions, power amplification, and filtering [36]. Accordingly, the

BBUs are responsible for all the functions of managing and processing resources,

which means that the C-RAN structure has significant merits of easy operation

and maintenance. Moreover, the fully centralised implementation of C-RAN will

bring to 5G cellular networks the features of scalability, enhanced resource sharing,

ease of system upgrading, multi-standard operation and processing collaboration

of multi cells. However, the fully centralised performance will be challenged

by the capabilities of the fronthaul bandwidth overhead and the baseband signal

transmission [37].

Partially centralised: Regarding partially centralised C-RAN, as shown in Fig. 2.5b

physical layer functions, such as baseband processing and radio functions are

located and performed at the RRHs, while other higher layers functions are moved

into the centralised BBU. In this realisation of C-RAN, fronthaul bandwidth ca-

pacity requirements are lower, as the baseband processing is retained at the RRH.

However, it also has some drawbacks, for instance, limited flexibility of network

upgrades and is problematic regarding collaborative transmission for multi-cells.

In short, both fully and partially centralised C-RAN implementations have been de-

veloped from different perspectives, all targeting 5G requirements fulfilment. Hence,

adopting either of the C-RAN architectures realisation scenarios depends on the network

requirements. It is worth mentioning that with C-RAN architecture, the static association

between the BBUs and RRHs is loosened. The RRHs will not be connected to specific
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physical BBUs. Instead, each RRH is connected to any virtual BBU in the BBU pool

using the technology of real-time virtualisation [37].
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(a) Fully-centralised C-RAN.
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(b) Partially-centralised C-RAN.

Fig. 2.5 C-RAN architecture realisation.

2.4.1 C-RAN Architecture Advantages

C-RAN will add impressive features and enhance some of those already existing in

traditional architecture, as summarised below.

Spectral efficiency enhancement and interference management: C-RAN architecture

will improve the spectral efficiency of wireless networks by supporting efficient

collaborative transmission, reception and interference mitigation techniques. For

example, CoMP and ICIC strategies are performed simply and effectively between

the RRHs connected to the same cloud. This is owing to the high speed X2 link

between the BBUs as they aggregated together inside the BBU pool, which makes

the sharing of CSI, control signals and data traffic among the BBUs fast and more

efficient, resulting in low interference and high spectral efficiency [38, 4].

Decreased delays: One of the most significant features of C-RAN is the capability of

performing different functions with reduced latency. In particular, the handovers

time delay is noticeably decreased, because it is carried out in the BBU pool cloud,
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not between the base stations at different sites. Also, the handover failure rate

is reduced for the same reason. Similarly, less signalling information will be

forwarded to the core network, which will contribute to lower the latency [39, 40].

Adaptability to fluctuating network traffic load: The mobile network traffic has a

non-uniform distribution of load, which has a varying nature during the day time

for the same geographical area, referred to as the tidal-effect [4]. However, the

base stations are designed for peak load, which implicitly means inefficient use of

processing power at off-peak intervals [40]. As the baseband processing in C-RAN

is performed centrally in the BBU pool, the BBU resources can be dynamically

and optimally allocated according to the immediate traffic demand.

Lowering CAPEX & OPEX: First, in C-RAN the cost of deploying new cells is much

lower than with the traditional architecture, as deploying and operating the RRHs

requires less time and cost compared to the traditional system. Second, the capabil-

ity of sharing hardware in C-RAN will also contribute to CAPEX reduction. An

analysis study has shown that C-RAN architecture CAPEX reduction can reach

about 15% per kilometre [41]. In addition, aggregating all the computing and

processing resources in the BBU pool cloud can significantly save the OPEX [42].

Power saving and energy effeciency enhancing: Generally, in C-RAN architecture the

number of BBUs is less than the traditional architecture, thereby lowering the level

of power consumption. In addition, the power consumed for the air conditioning is

90% decreased as there is no need for it at the RRHs side [43, 44]. Similarly, in

HC-RAN the macrocells can offload some of the power-consuming data processing

to the BBU cloud, which is also contributes to power saving. In a study carried

out by ZTE, it was concluded that C-RAN architecture consumes 80% less power

compared to the conventional architecture [45]. Another study by China Mobile

states that 71% power consumption can be achieved by the C-RAN architecture

compared to the traditional counterpart [31].
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Easiness of network maintenance and upgrading: The resource centralisation char-

acteristic of C-RAN will make the network upgrading and maintenance easier. To

exemplify, if a new service needs to be covered, the RRHs are simply deployed

and connected with the cloud to cover the areas or cell splitting for higher capacity.

Also, cloud resource extension in C-RAN is easily performed by installing virtual

resources in the cloud. Furthermore, for introducing a new standard in C-RAN, the

hardware can be easily placed at a few centralised locations. Besides this, more

frequent updates are easily realised in C-RAN compared to traditional systems

[16, 32].

2.4.2 C-RAN Architecture Challenges

C-RAN is the next-generation wireless network architecture [46] owing to its many great

advantages set out in the previous section. However, there are some challenges that need

to be addressed by researchers and operators prior to the commercial deployment. The

main challenges of the literature are listed below.

Fronthaul requirements: The fronthaul link between the RRHs and BBUs in the C-

RAN architecture must support high bandwidth and low latency. This is due to

the In-phase and Quadrature components (IQ) signal sent between the BBUs and

RRHs. There are different realisations of fronthaul, which could be an optical

fibre, wireless or a combination of both. Each fronthaul realisation has its pros

and cons, for instance, a fibre optic link is suitable in terms of capacity, but there

is the delay constraint relating to the fibre length plus deployment inflexibility

and cost [7]. Clearly, the frame processing should be less than 1ms to meet the

HARQ requirement. The fronthaul can be classified into ideal without constraints,

and non-ideal with constraints of latency, bandwidth, and jitter. Optical fibre

communication without constraints is considered to be the ideal fronthaul for

C-RANs, because it can provide a high transmission capacity at the expense of

high cost and inflexible deployment. On the other hand, wireless fronthaul using

µW communication technologies or millimetre wave carrier frequencies is cost
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effective and flexible to deploy, although it has less capacity than optical fibre

fronthaul and other constraints. Since wireless fronthaul is cheap and flexible, this

technology is anticipated to be prominent in practical C-RANs [7, 16, 47].

Cooperation between BBUs and RRHs clustering: Cooperation between the BBUs

in the BBU pool is crucial to support techniques such as CoMP, as the user data

and channel information must be shared among the BBUs. Moreover, the inter-

connection between the BBUs should have high bandwidth, high reliability and

low latency. In addition, the cells clustering is inessential for achieving statistical

multiplexing gain. The RRHs must be optimally clustered and assigned to BBUs.

Furthermore, optimisation of active BBUs in the pool and the associated RRHs is

also important for realising optimal power saving in C-RAN as well as supporting

inter cell interference management and cooperating transmission techniques, such

as CoMP [16]. Several studies have addressed the dynamic switching of BBU-RRH

association depending on traffic demand [48–51].

Virtulisation of base station: The virtualisation of network functions is an important

enabler technology, which can reduce CAPEX and OPEX by 30% [52]. The

virtualisation in communication networks was first employed in the core network,

which was later extended to the radio access domain, but this is still in its early

stages. Moreover, the virtualisation of wireless networks is more challenging

because of the real-time characteristics of the wireless communication system,

for example, mobility, broadcast, attenuation, interference, time-varying channels,

coverage, etc.

In general, there are three challenges that face the virtualisation of a wireless access

system that needed to be addressed: first, efficient wireless resource sharing and

distribution among the different operators of the virtual network. Second, the

interference resulting from the utilisation of the same resources must be managed.

Third, technical and managerial issues must be considered before any wireless

network virtualisation deployment. Furthermore, to enable 5G cellular network
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end-to-end virtualisation, both the core network and radio access network should

be virtualised. The wired network virtualisation could be performed with the

core network virtualisation of a mobile network. However, with the virtualisation

of RAN or the base stations, the distinctive characteristics of the wireless access

network must be considered. For example, the end-users’ group dynamics, mobility,

and varying channel conditions need different virtualisation mechanisms from

wired ones. For this reason, the virtualisation of wireless network resources will be

harder for the mobile operator [37, 40].

2.5 Heterogeneous Cloud Radio Access Network (HC-
RAN)

The RAN architecture of a 5G cellular network is more heterogeneous compared to the

those of traditional LTE/LTE-A networks. As the capacity requirement of 5G is very

high, improvements in system capacity and spectral efficiency will be needed to fulfil the

requirements of end-users beyond 2020.

One of the most promising techniques to achieve this goal is deploying small cells over

the coverage area of macrocells, which is called a heterogeneous network. These small

cells could use the microwave band or millimetre wave band for cellular access. A new

RAN architecture has been introduced called the Heterogeneous C-RAN or HC-RAN,

where both the control and user planes are decoupled to improve C-RAN performance.

Both heterogeneous network and C-RAN full benefits are combined in HC-RAN, result-

ing in enhanced spectral and energy efficiencies, while increasing the data rates.

The HC-RAN architecture involves two layers of cells. The high power macro Base

Stations (BSs) cells and the low power small cells or RRH cells [53]. The macrocells

function is the control of signalling and enhancing network coverage. In addition, the

small cells and RRHs target is to increase the network capacity and guarantee the QoS

requirements of end-users. The HC-RAN architecture is depicted in Fig. 2.6. The

centralised cloud computing-based BBU pool and the decoupling of control and user
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planes all lead to improved and more efficient management of HC-RAN networks [37].

To improve network performance, for example, extending network coverage and

enhancing system capacity, new RRHs need to be deployed close to the user and linked

to the BBU pool. HC-RAN is similar to C-RAN in that a large number of RRHs with RF

and simple processing are connected to a centralised BBU pool to achieve cooperative

communication and energy efficiency gain. Furthermore, the high power macro base

stations are interfaced with the BBU pool via the S1 and X2 links, in order to mitigate

the cross-tier interference between the RRHs and high power base stations coexisting

in the same geographical area. By involving the high power base stations, the fronthaul

requirements are reduced in the H-CRAN. For example, system broadcasting data and

the control signalling are sent to the end-users through macro base stations, which eases

the capacity and time delay burden in fronthaul. Furthermore, at low RRH traffic load,

some RRHs could be switched to sleep mode to enhance energy efficiency, with the BBU

pool managing all the RRHs in this mode [9, 37].
 

 

Fig. 2.6 Heterogeneous cloud radio access network architecture [9].
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2.6 RRH Clustering in C-RAN

C-RAN architecture offers centralised, scalable, energy-efficient, and intelligent resource

management. Traditional architecture was based on the logical one-to-one association,

whereby each BBU is mapped to only one RRH. Accordingly, the BBU radio resources

might be underutilised as one RRH may not utilise all of the BBU radio resources.

Subsequently, the C-RAN architecture changed this fixed association between the BBUs

and RRHs. One BBU can now be allocated to multiple RRHs, which means N RRHs

can share the resources of a single BBU. Hence, the number of concurrently active

BBUs is reduced, which typically enhances network energy efficiency[54]. Similarly,

clustering is defined as determining the number of RRHs associated with one BBU at a

time period. As mentioned above, this concept increases network flexibility, facilitates

cooperative communication as well as interference mitigation techniques, alleviates the

capacity requirement of the fronthaul and reduces BBU pool power consumption. There

are several clustering techniques and algorithms in the literature targeted at finding the

best C-RAN configuration by converting it into an optimisation problem so as to increase

system performance. Moreover, some clustering techniques dynamically change the

RRHs grouping in clusters, according to the load conditions [55]. Two of the clustering

techniques are explained below.

RRHs clustering using multi-objective optimisation In this approach, the Multi-Objective

Optimisation clustering ensures a trade-off and a balance between maximising or

minimising the objective function, while grouping the RRHs into clusters [56].

RRHs clustering using Bin Packing approach In this approach, the bin packing prob-

lem is to pack objects into a finite number of containers or bins. The objects are

the RRHs with an average demand d, which needs to be allocated to the BBUs

(bins or containers) with a maximum capacity C. Hence, the demand of the RRHs

allocated to the same BBU must not exceed its maximum capacity. The objective

of this approach is to maximise or minimise a certain function while grouping the

RRHs into clusters [57].
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2.7 5G Wireless Access Technology: New Radio (NR)

The 5G wireless access technology, known as New Radio (NR), will address a variety

of usage scenarios from enhanced Mobile BroadBand (eMBB) to Ultra-Reliable Low

Latency Communications (URLLC) through to massive Machine-Type Communications

(mMTC). NR will meet the performance requirements set by the International Telecom-

munication Union (ITU) for International Mobile Telecommunications for the year 2020

(IMT-2020). The 3GPP is a global standard-development organisation, which has been

developing 5G NR over the past few years. There are two modes of NR operation, first,

in its early deployment, it will coexist with LTE in a Non-Standalone (NSA) NR and

subsequently, take the form of Stand Alone (SA) NR. The 5G requirements by each usage

scenario are listed in Table. 2.1 and the KPIs for each usage scenario are explained in the

following subsection.
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Table 2.1 5G NR main requirements [2, 28]

2.7.1 KPIs of NR Usage Scenarios

The KPIs of NR usage scenarios and the required values [28, 29] are discussed below

and summarised in Table. 2.1

• eMBB KPIs: eMBB and data hungry applications, such as video streaming, virtual

reality immersive gaming are the main driver of the need for higher system capacity,

better coverage, and higher data rates. In order to get experience on mobile devices

as from fixed optical fibre, the 5G target improvement in the main KPIs includes three

times improvement in spectral efficiency, according to the IMT-Advanced requirement.
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Furthermore, in using the millimetre wave frequency band and dual connectivity the

peak data rate target values are 20GHz/s for downlink and 10GHz/s for uplink, while

the data rate target values are 100MHz/s for and 50MHz/s for downlink and uplink,

respectively. This improvement in spectral efficiency and peak data rate is owing to

the use of inter-working between the mmw and microwave frequency bands as well as

enabling technologies, such as multi user-MIMO [2, 58, 59].

• mMTC KPIs: mMTC can also be referred to as the Narrow Band Internet of

Things (NB-IoT). The 5G target value for devices connection density is 1,000,000 per

km2. Furthermore, there is to be 20dB improvement in coverage and a terminal battery

life of 10-15 years [2, 58, 59].

• URLLC KPIs: The URLLC 5G vision is to provide data delivery with extreme

reliability and very low latency. This usage scenario is targeting industry application and

services with latency-critical requirements, very high reliability and security, for example,

autonomous driving and tactile internet applications. The target 5G KPIs values are

99.999% success probability, 0.5ms control plane latency and –4dB signal to interference

plus noise ratio [2, 58, 59]. All the 5G NR KPIs target values are summarised in Table.

2.1.

2.7.2 5G NR Deployment Stages

The legacy 3G and 4G LTE was deployed using new RAN and core network, whereas 5G

NR will start with NR NSA operation mode by accommodating NR by Evolved Packet

Core (EPC) as shown in Fig. 2.8. Next, after providing NR by EPC, which accommodate

NSA NR, the 5G NR core network will be deployed while still utilising the LTE through

different scenarios, as shown in Fig. 2.7.
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Fig. 2.7 5G NR deployment stages [2].

2.7.3 Non-Standalone Operation of NR

A significant feature of NR is that it supports NSA operation, which provides NR service

in the LTE and LTE-A area with no need for having only an NR area. The existing LTE

and LTE-A covering wide areas use the 2GHz and 800MHz frequency bands, while

5G in its early deployment stage is expected to work in the mmw frequency band. The

operators will expand their service area by adding NR within the service area of LTE-A,

according to the capacity demand. NSA will use carrier aggregation technology from

LTE release 12 in order to coexist with LTE. This technology aggregates different carrier

bands together, where macrocells and small cells use different bands for improving user

throughput [60–62]. In brief, LTE carrier aggregation technology will be extended to

be used between LTE and NR. Consequently, the user equipment should support dual

connectivity. Additionally, in NSA operation, LTE will be used for initial access and

mobility handling [58, 63]. 5G NSA advantages are:
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• Maintaining the high probability of coverage for areas already using LTE/LTE-A

services.

• Using EPC is convenient for eMBB use case.

• Reducing the number of new elements and testing in the 5G early deployment phase.

2.7.4 NR Architecture

The 5G RAN is described by 3GPP in [46] and shown in Fig. 2.8, where C-RAN

architecture is adopted to be the RAN architecture of 5G NR with a functional split

between the RRHs and BBUs. In the NSA scenario, the NR base station is denoted as

en-gNB and is linked to the LTE eNB using the X2 interface. X2 is used in LTE for

connecting multiple eNBs together. However, it has been extended to connect en-gNB

to eNB in the NSA scenario. Additionally, in NSA NR, en-gNBs are connected to EPC

using S1 interface. On the other hand, in the SA scenario, the service will be provided

by gNB only, as shown in Fig. 2.8. That is, gNBs are connected to the new 5G core

network via the NG interface, whereas multiple gNBs are connected together using the

Xn interface [46, 64].

 

BBU 

Pool 

BBU 

Pool 

RRH RRH RRH RRH 

Fig. 2.8 5G Radio access network. [64].
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2.8 State of the Art

Artificial Intelligence (AI) techniques facilitate a network to automatically re-configure

system parameters for optimum network performance and adaptively learn about the

necessary system parameters to perform upgrades and maintenance routines along with

recovering from failures. Since AI, is the basis of self-organising and machine learning

network technologies, it can lead to a significant paradigm shift by driving the ongoing

efforts in next-generation wireless network 5G standardisation [65].

Furthermore, the benefits of AI techniques while designing load balancing SON

algorithms are inevitable. Among numerous AI techniques, the Genetic Algorithm (GA)

[66, 67] and Swarm intelligence [68] are the most embraced learning algorithms inspired

the process of gene evolution and the natural actions of swarms of ants, a shoal of fish,

a flock of birds etc, respectively. Many algorithms have been designed to mimic the

behaviour of natural organisms. However, Particle Swarm Optimisation (PSO) [69]

remains the backbone of swarm intelligence on which all other algorithms are built. Both

GA and PSO are widely discussed in studies related to network planning, interference

management, routing and coverage optimisation problems [70–73]

Most recent studies on resource management in C-RAN mainly focus on schemes

related to RRH-UE mapping and only limited work addresses the BBU-RRH config-

uration schemes. Some related works on the former schemes are briefly discussed in

[74–76]. In [74], the authors propose a QoS-aware radio resource optimisation solution

for maximising downlink system utility in C-RAN. User grouping, virtual base stations

clustering, and beamforming for multiuser, multicell distributed MIMO networks were

investigated. In line with this work, the authors of [75] propose an efficient resource

allocation scheme in heterogeneous C-RAN. A weighted minimum mean square error

(WMMSE) approach is used to solve network-wide beamforming vectors optimisation

and identify proper RRH-UE clusters. Moreover, minimising the number of active BBUs

is formulated as a bin packing problem for energy saving. The work of [76] expresses a

mixed integer non-linear programming (MINLP) problem aiming joint RRH selection

to minimise power consumption via beamforming, where the transport network power
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is determined by the set of active RRHs. Regarding the BBU pool in C-RAN, some

studies are described in [77–80]. A joint-scheduling strategy for resource allocation in

C-RAN is proposed in [81] where the time/frequency resources of multiple base stations

are jointly optimised to schedule network users concurrently for network throughput

improvement. However, the authors did not consider BBU-RRH mapping and focused

mainly on joint scheduling in C-RAN. The authors of [77] initially investigated semi-

static and adaptive BBU-RRH switching schemes for C-RAN. The authors of [78] then

proposed a lightweight, scalable framework that utilises optimal transmission strategies

via BBU-RRH reconfiguration to cater dynamic user traffic profiles. A dynamic BBU-

RRH mapping scheme is introduced in [79] using a borrow-and-lend approach in C-RAN.

Overloaded BBUs switch their supported RRHs to underutilised BBUs for a balanced

network load and enhanced throughput. The work in [82] address a blocking probability

based load balancing problem in C-RAN via evolutionary algorithms. However, power

saving in C-RAN was not addressed. Furthermore, there have been attempts to develop

Network Function Virtualisation (NFV) and Software Defined Network (SDN) solutions

for C-RAN [83–85]. Moreover, an in-depth review of the principles, technologies and

applications of C-RAN describing innovative concepts regarding physical layer, resource

allocation, and network challenges together with their potential solutions are highlighted

in [86, 87].

To sum up, the existing resource allocation mechanisms does not take full advantage

of the centralised BBU pool concept in C-RAN. This thesis extends the scope of C-RAN

by introducing the concept of Cell Differentiation and Integration (CDI) with dynamic

BBU-RRH mapping for load balancing and efficient resource utilisation. The system

model in this thesis allows combining self-optimising feature of SON and capacity rout-

ing ability of C-RAN for a more centrally managed network operations. The problems of

capacity increasing and load balancing in cellular networks have been addressed using

SON in Numerous studies via different approaches. When a burst of traffic or load

imbalance is detected, the network responds by autonomous adjustments in operating

parameters. Cell Range Expansion (CRE) in LTE-A is a technique to offload users from
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macrocells to small cells by extending the coverage area of small cells. Users associate

to small cells, despite receiving the strongest signal macrocell. In 3GPP specifications,

coverage and capacity optimisation is a crucial feature of SON. Authors in [88] compared

online and offline SON solutions for simultaneous capacity and coverage optimisation to

maximising network performance. In [89] a SON management mechanism is proposed

for load balancing and capacity increase in future network. The suggested Automated

Load Balancing and Capacity Enhancement (ALBCE) mechanism optimise the coverage

area of macro and small cells based on the load in the cells with a minimum number

of handovers constraint. In the same context, [90] investigates reducing the coverage

area to achieve Mobility Load Balancing (MBL), where the handover thresholds are

adjusted depending on traffic conditions that lead to increasing or decreasing the users

due to the change in virtual transfer areas among adjacent cells. Yet, if handover parame-

ter adjustment is incorrect, this leads to additional assignments in the network causing

handover ping-pongs/delays and a weak radio link. Furthermore, SON autonomous

adjusting of other operating parameters such as antenna tilt [91] is investigated in other

studies. [92] extended the SON automation to other functionalities achieving more per-

formance advantages. [93] presented a comprehensive survey with a detailed description

of self-organisation schemes suggested in the literature for future cellular networks. As

mmw frequency communication has distinct characteristics of sensitivity to blockage

and directional signal transmission, low latency is a crucial feature of small cell mmw

link. However, for traditional SON the healing and optimisation operations start after

detecting a problem. This will impose an unavoidable delay, which will be against the

low latency requirements of the mmw link. To this end, [26] suggested a proactive SON

instead of the legacy reactive SON to cope with the ultra-low latency of the mmw link.

Moreover, centralised architecture (C-RAN) is inevitable to overcome the issues men-

tioned above of mmw link by migrating the processing unit to a BBU pool and leaving

the radio unit (RRH)s in the cell sites for low latency centralised cooperation. Several

studies also exploit the advantages of C-RAN architecture for mmw communication

such as in precoding [94], scheduling [95], and receiver design [96]. In [97] the perfor-
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mance of mmw has been analysed. The realisation of centralised SON is discussed in [98]

On the other hand, many research studies on enabling technologies for C-RAN exist.

Here, some related studies on BBU-RRH mapping along with RRH-UE association are

briefly described. In [99], the authors propose a cross-layer framework for downlink

multi-hop C-RAN to improve throughput performance by optimising network resources.

Also, RRH’s beamforming vectors, user RRH association, and network coding based

routing are optimised in an overall design. In [100], the authors attempt to solve a

joint RRH and precoding optimisation problem which aims to minimise network power

consumption in a MIMO based user-centric C-RAN. [101] describes the traffic adaptation

and energy-saving potential of TDD-based heterogeneous C-RAN by adjusting the logical

connections between BBUs and RRHs. The authors of [102] recently investigated an

RRH clustering design and proposed a Spectrum Allocation Genetic Algorithm (SAGA)

to improve network QoS via efficient resource utilisation.

During the last few years, there has been a dramatic increase in the number of mobile

connected devices, especially smart phones. It is predicted that their number will surpass

the projected world population, reaching 11.6 billion devices by 2021[103]. Moreover,

the emerging data ravenous applications have led to an exponential increase in global

mobile data traffic and this is expected to continue, increasing seven fold in the coming

five years, which will push the existing system capacity beyond its limit. The millimetre

wave is an attractive solution for tackling the future capacity deficiency because of its

wide bandwidth, which spans from 30-300 GHz. A millimetre wave’s cellular communi-

cation differs from conventional cellular systems in being short range and intermittent,

because these frequencies have high path losses and are vulnerable to blockage owing

to shadowing by obstacles. So, directional communication using a high gain multiple

antenna system is used to compensate for the high path losses[104]. For this reason,

in its early deployment mmw base stations will have to coexist in small cells with a

conventional µw BS in a hybrid or multi-band HetNet architecture for a ubiquitous,

reliable and robust communication link that meets the strict QoS requirement of the
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5G[105]. Yet, this architecture has some drawbacks as the mmw cell coverage is not

continuous due to blockage vulnerability, so the User UE is required to run cell search all

the time to find another small cell and perform frequent handovers even for stationary

users. Moreover, the mobility management will be more complicated. To avoid the regu-

lar handovers and delay of re-association with another small cell, the UE may adopt to

receive multi-beams from different directions of BSs[106]. Furthermore, the centralised

architecture will help to overcome the aforementioned issues. In H-CRANs, the BBU

pool is interfaced with µw BSs for load balancing, handover and mobility management

between the mmw RRHs and µw BSs using the centralised cloud computing-based plat-

form [106–108, 104, 109, 110]. Moreover, the centralised architecture enables small cell

clustering for efficient resource utilisation for reliable cooperated mmw communication.

Accordingly, much work has been carried out in this direction. For example, in [111] a

UE connectivity to multi-RRHs approach is investigated to maximise the users throughput

reliability. Performance analysis of mmw C-RAN for two UE-RRH association scenarios

are proposed in [94], which are nearest neighbour participation and best channel partic-

ipation. The outage probability is derived and the result show that blockage and high

pathloss decreases intra cluster interference.

Several latest studies have addressed heterogeneous mmw cellular networks as enabler

for 5G. Authors in [106] classify heterogeneity in mm Wave cellular networks into two

different types: spectrum heterogeneity and deployment heterogeneity. In the first type of

UEs use mmw frequencies for data communication while µw frequencies used for control

signals communication. The other type of heterogeneity introduced two deployments

scenarios stand alone and integrated. All the tiers in stand alone scenario are working in

mmw band whereas in integrated scenario µw and mmw cells work together. A Hybrid

mmw HetNet for interference mitigation in HetNets is introduced in [112], where the V

band to be used for short range high speed point to point and the E band used in connecting

the base stations. [107] proposed a complete cellular network architecture where the

mmw and µw BSs are connected to a centralised RAN (C-RAN) for efficient resource

management, cell cooperation and coordination. In [113] a hybrid mmw and µw cellular



2.8 State of the Art 36

system is explored where the uplink-downlink coverage and rate distribution is evaluated

where mmw UEs are offloaded to µw band on bad mmw channel conditions. A similar

approach is considered in [108] in which uplink and downlink association is decoupled

and opportunistically offloaded to mmw cells. An analysis framework for the mmw

cellular network using stochastic geometry is presented in [114]. It especially considers

real data derived path-loss and blockage models. The work in [115] investigates the effect

of BSs cooperation on coverage in downlink mmw heterogeneous network. The rate and

coverage of hybrid mmw and µw cellular system with blockage model of actual building

location in suburban environment is explored in [116] and the noise limited property of

5G hybrid mmw channel is highlighted in the analysis. [47] tested the performance of

mmw in HetNet and introduced a novel 3GPP backward compatible mmw frame structure,

this achieved about 13Gb/s aggregated network throughput which is favourable for 5G.

Towards this end, [117] explored the potential advantages and addressed the challenges of

mmw HetNets. Also a new dual mode small cell design is proposed to exploit both mmw

and µw bands advantages where the coverage area is divided into three spaces inner,

middle and outer. The inner space is served by mmw, the middle space is served using

both mmw and µw and the outer space is served by µw. The authors in [118] suggested a

new joint mmw and µw scheduling framework which is a user application context aware

scheduler for dual mode small BSs in HetNet. The scheduling decision is made based

on considering several user application and network context information to maximise

user application QoS. Furthermore, to tackle the problem of mobility management in

integrated mmw-µw cellular system, [119] proposed a comprehensive frame work where

cached enabled mobility management problem is formulated and dual mode base stations

capability is used to reduce the probability of hand over failure for mobile UEs. In a relay

based multi-band HetNet the mmw propagation properties is exploited in a joint recourse

allocation formula that is optimised in [120] to increase the overall network throughput.

Optimal load balancing in cellular mmw HetNet has been studied in [121], where the

load on macrocells is reduced by offloading users to mmw small cells through optimising

the biasing factor to increase the network rate and coverage. Signal to Interference and
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Noise Ratio (SINR), rate and coverage is derived analytically for the downlink K-tier

mmw HetNet. Also, the effect of biasing factor used for the small cells on the overall

energy efficiency of network is analysed in [122]. A non-uniform HetNet and a cell

association scheme that selectively switching off specific small cells is proposed in [123].

The cell area is divided into two subspaces; inner space where the users are associated to

the macro BS whereas the users in the outer space are connected to either macro BS or

small BS depending on the scheme of Biased/unbiased maximum received power.

To sum up, the suggested mmw and µw heterogeneous network in literature does not take

the full advantage of the noise limited property of mmw band cells to combat interference

in traditional µw network. This thesis suggests a scheme to exploit the mmw band

properties to combat interference in cell edge area.



Chapter 3
A Resource Allocation Mechanism for
C-RAN Based on Cell Differentiation and
Integration 1

Adaptability to load variation by scaling the capacity is one of the appealing Cloud

Radio Access Network (C-RAN) features by the means of centralised management and

processing. In this regard, in this chapter, a self-organising cloud radio access network

is introduced, which dynamically adapts to varying capacity demands. The Base Band

Units (BBUs) and Remote Radio Heads (RRHs) are scaled semi-statically based on the

concept of Cell Differentiation and Integration (CDI), while dynamic load balancing

is formulated as an integer-based optimisation problem with constraints. A Discrete

Particle Swarm Optimisation (DPSO) is developed as an Evolutionary Algorithms (EA)

to solve the load balancing optimisation problem. The performance of DPSO is tested

based on two problem scenarios and Exhaustive Search (ES) algorithm. The DPSO

delivers optimum performance for small-scale networks and near optimum performance

for large-scale ones.

1A part of this chapter has been published in IEEE TRANSACTIONS ON NETWORK SCIENCE AND
ENGINEERING, October 2018 [124] and IEEE TRANSACTIONS ON NETWORK SERVICE AND
MANAGEMENT, March 2018 [125]
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3.1 Introduction

In the past few years, the proliferation of personal hand-held mobile computing devices

such as tablets and smartphones, along with the growing volume of data-demanding

services and applications, has produced and a great need for wireless access and high-

speed data transmission. Internet access anywhere and everywhere has triggered the

formation of radio hot-spot networks. The major challenge in cellular networks is

managing the available resources in a way to achieve 1) Optimum returns on investment,

2) User’s service demands satisfaction, and 3) High levels of network Quality of Service

(QoS). Unaware of the cell load, a User Equipment (UE) associates itself to the cell

providing the strongest signal. The spatial distribution of users and their capacity demands

vary with respect to time, causing unbalanced traffic loads and wasteful utilisation of

network’s resources. Therefore, it is important to self-optimise the network resources

dynamically. To overcome the aforementioned challenges, C-RAN [87, 126, 127] has

been proposed as a novel architecture that can address some significant challenges

the Mobile Network Operators (MNOs) are facing with today. C-RAN architecture is

composed of three parts: 1) The BBUs collected into a virtualised BBU cloud/pool for

centralised processing, 2)The RRHs in the radio access network, and 3) An Optical

Transport Network (OTN) that connects the BBUs to the RRHs. C-RAN can achieve

significant cost and energy savings by dynamically scaling the BBUs with respect to

changing traffic conditions [128] and adjusting the logical BBU-RRH links using suitable

resource allocations schemes. C-RAN with self-optimising ability can provide MNOs

with a flexible network regarding network dimensioning, adaptation to non-uniform

traffic, and efficient utilisation of network resources. However, before a full commercial

C-RAN deployment, several challenges need to be addressed. Firstly, the front-haul

technology used must support enough bandwidth for delivering delay sensitive signals.

Secondly, the proper BBU-RRH assignment in C-RAN to not only support collaboration

technology like Coordinated Multi-Point transmission (CoMP) [129] but also enabling

dynamic load balancing and power saving in the network. The main motivation of this

chapter is to exploit the capacity routing ability of C-RAN by employing self-optimisation
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for efficient resource utilisation with high levels of QoS and a balanced network load.

Inspired by the concept of cell splitting in biological sciences, a two-stage design is

proposed for real-time BBU-RRH mapping and power saving in C-RAN. The main

contributions of the proposed scheme is as follows:

1) The proposed mechanism monitors the load on each cell in a given geographical area

and divides it into multiple small cells and vice versa if the load in a cell exceeds

or falls a certain threshold.

2) The fitting number of BBUs required to serve all RRHs in the given geographical

area is assigned based on the actual load on the network. A key challenge of initial

BBU-RRH mapping before identifying an optimum BBU-RRH mapping is also

addressed.

3) An EA is proposed to find the optimum BBU-RRH configuration to balance the

network load for enhanced QoS. Therefore, the resources can be utilised efficiently.

3.2 System Model

3.2.1 Proposed C-RAN Architecture

A self-optimised C-RAN architecture is presented in Fig.3.1. The BBUs are decoupled

from the RRH and migrated to a centralised BBU-pool, whereas the RRHs are left on

the cell sites. A Self-Organising Network (SON) controller is introduced inside the BBU

cloud which monitors the BBU-pool resource utilisation as well as controlling the switch.

Since an optical switch can only support one-to-one switching, soft switching (one-to-one

and one-to-many) is enabled indirectly by using optical splitters and multiplexers [78].

The SON controller dynamically assigns the required number of BBUs in the BBU pool

to the independent RRHs based on traffic demands. However, each BBU allocates its

radio resources Physical Resource Block (PRBs) only to the RRHs assigned to it at a

particular time.

At extremely low traffic load conditions, only a high power Macro Base Station

(MBS) serves the given geographical area. As the traffic load increases and the MBS
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reaches its load limit, the geographic area is differentiated into C equally sized small

cells serving the same coverage area. Each C cell can further differentiate into c more

small cells by activating the CDI supporting RRHs deployed to accommodate capacity

demands. The actual number of RRHs are determined by the coverage area, users density,

and other environment-related factors. However, both C and c are considered to be seven

as a reasonable example.
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Fig. 3.1 Structure of a cloud radio access network with a SON controller.

Furthermore, the CDI concept is realised by considering three tiers of RRHs de-

ployment as shown in Fig.3.2, i.e., tier-3 RRH deployment imitates a high-power base

station serving a macrocell as in traditional cellular systems. Tier-2 and tier-1 repre-

sents a structure with universal frequency reuse, where each cell is surrounded by a

continuous tier of 6+E and 6× [1+ j]+E cells, respectively. Where E represents the
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Fig. 3.2 Cell differentiation and integration with multiple tiers of RRH deployment.

number of other external macrocells and j accounts for the level of differentiation. A set

Si = {RRHi1,RRHi2, ...,RRHic} is maintained for each cell Ci in tier-2 RRH deployment,

which contains a group of RRHs responsible for differentiating cell Ci into c small cells

provided that the sum of transmit powers of all RRHs covers Ci coverage area.

The central RRH of each cell Ci is represented as RRHi1. Where i represents the cell

number in tier-2 RRH structure. The SON server is responsible for cell differentiation and

integration with proper BBU-RRH configurations, whereas the optical switch is in charge

of realising the settings via server commands. Note that, with small cell deployment

in C-RAN, a high inter-cell interference is inevitable. Therefore, a clustering based

interference mitigation technique is adopted to avoid network performance degradation.

RRHs served by the same BBU are grouped together based on a proximity property [82].
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3.2.2 Channel Model

In this study, Guaranteed Bit Rate (GBR) users with QoS requirements are considered.

The frequency reuse factor is 1, and the time-frequency resources are equal for all BBUs.

The basic unit of time-frequency resources that can be allocated to users per time slot (0.5

ms) of an Long Term Evolution (LTE) subframe is known as the PRB. Each PRB consists

of 12 consecutive sub-carriers with a sub-carrier spacing of 15 kHz, corresponding to

0.5 milli-seconds in time domain and 180 kHz in frequency domain. Let M and N

represent the number of active BBUs and RRHs in the network, respectively, such that

Kin represents the total number of users in cell i served by RRH n. Each user reports

Channel Quality Information (CQI) to its serving BBU every two subframes (i.e., 2

milli-seconds) for proper PRB assignment. The channel model considered in this work

is a composite fading channel which involves path-loss and both small and large scale

fading [130], given as:

Hkin = h∗kin
lkin

[
AD−δ

kin

]
(3.1)

where h∗kin
and lkin represent the small and large scale fading channel between the RRH

n and user k in cell i, respectively. The small scale fading is assumed to be a Rayleigh

random variables with a distribution envelop of zero-mean and unity-variance Gaussian

process. AD−δ

kin
reflects the path-loss between RRH n and user k in cell i, where A is

a constant which depends on the carrier frequency fc and Dkin is the distance between

user k and RRH n in cell i and a path-loss exponent of δ . In this work, a path-loss of

(A,δ ) = (1.35×107,3) is considered [131, 130]. The large scale fading is assumed to be

lognormal random variable with a standard deviation of 10dB and is typically modelled

with a probability density function of [131]:

ρ(l) =
ζ√

2πσll
exp

[
−(10log10l−µl)

2

2σ2
l

]
(3.2)

where ζ = 10/ln 10, and µl and σl are the mean and the standard deviation of l, both

expressed in decibels.
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The instantaneous Signal-to-Interference-and-Noise-Ratio (SINR) γ based on CQI

received from user k in cell i served by RRH n at time-slot t is expressed as

γkin(t) =
Hkin(t)Pin(t)

N0 +∑ j∈C ∑a∈c,a̸=n Hk ja(t)P ja(t)
(3.3)

where Pin(t) and Hkin(t) are the transmit power and channel gain between the serving

RRH n of user k at time-slot t in cell i . N0 is the power of Additive White Gaussian

Noise per PRB and ∑ j∈C ∑a∈c,a ̸=n Hk ja(t)P ja(t) represents the inter-cell interference

power received from all other active RRHs a at time-slot t in cells j except the serving

RRH n of user k in cell i.

Assuming the best modulation coding scheme for a given radio channel, the highest

data rate achieved by user k served by RRHn in cell i for a given SINR at time-slot t can

be expressed by Shannon formula:

ϑkin(t) = log2(1+aγkin(t)) (3.4)

where a is the constant bit error rate (BER) defined as a =−1.5/ln(5×10−6) [132]. The

total PRB required by the user can be now be determined by the achievable throughput of

the user k at a given SINR, the demanded data rate φk of user k, and the bandwidth PBW

of a single PRB (i.e., 180 KHz) from the following:

Nk
RB(t) =

⌈
φk(t)

pBW.ϑkin(t)

⌉
(3.5)

where pBW represents the bandwidth of a PRB and the notion ⌈.⌉ is the ceil function.

3.3 Dynamic BBU-RRH Configuration and Formulation

For a Self-optimising C-RAN architecture shown in Fig.3.1, it is essential to balance

the network load amongst the active BBUs by proper BBU-RRH configuration. After

each CDI cycle, the network may reconfigure itself by scaling the BBUs and RRHs

with respect to traffic load. However, during the process, the BBU-RRH mapping might

not satisfy the QoS requirement. Therefore, If the BBU-RRH configuration at time
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t is known then it is necessary to adjust the BBU-RRH configuration at time t + 1 to

adaptively balance the variance in traffic demands. Note that, the time between t and t +1

is longer than that of a subframe (i.e., one millisecond) and is called the load balancing

cycle. A user location indicator vector u = {u1,u2, ...,uK} is defined which shows users

association with RRHs such that uk = {rin|rin ∈ Z+ : i,n = 1,2,3, ...C}, where uk = rin

if user k is associated with RRHn of cell Ci. To indicate RRHs association with BBUs,

a vector r = {r11, r12, ..., rin} is defined, where rin ∈ {1,2, ...,M} and rin = m indicates

RRHn of cell Ci is being served by BBUm. Whereas, rin = 0 indicates that RRHn of cell

Ci is not active. If the user location indicator vector u is given, then the problem is to

identify the new RRH allocation vector r.

3.3.1 Number of BBUs required in the network

The required number of BBUs to serve the offered traffic load at a particular time t can

be calculated using actual load η(t) on the network. Let ηm(t) be the load on BBUm at

time period t, which is represented as

ηm(t) =
∑

K
k=1 Im,k(t)Nk

RB(t)
PRB

(3.6)

Where Im,k is a binary indicator such that Im,k = 1 if user k is served by BBUm. However,

an important constraint ∑
M
m=1 Im,k = 1,∀k defines that each user k is served by only one

BBU at time period t. Note that, all BBUs are assigned the same number of PRBs (PRB).

Another important constraint is that ∑
K
k=1 Im,k(t)Nk

RB(t)≤ PRB,∀m, which states that the

number of PRBs assigned to users served by the same BBU should not exceed the BBU

PRB limitation. The total load on the network at time t is represented as the aggregated

load on each active BBU at time t, which is given by

η(t) =
M

∑
m=1

ηm(t) (3.7)

Now the number of required BBUs (M) in the network at a particular time t can be

given as:
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No. of BBUs= M =


⌈η(t)⌉ i f η(t)< Mtotal

|Mtotal| i f η(t)≥Mtotal

(3.8)

where Mtotal is the total number of BBUs available in the BBU pool and the notation ⌈.⌉

is the ceil function. Moreover, the load contributed by an active RRHn of cell i in the

network is given by

ηRRHin(t) =
K

∑
k=1

Ik,in(t)Nk
RB(t) (3.9)

Network performance determined by Key Performance Indicators (KPIs).

3.3.2 Key Performance Indicator for Load Fairness Index

In this study, a Jains fairness index ψ is monitored, which determines the level of load

balancing in the network at a particular time t and is defined as:

ψ(t) =

(
∑

M
m=1 ηm(t)

)2

M
(
∑

M
m=1 η2

m(t)
) (3.10)

where M is the number of active BBUs. The range of ψ is in the interval [ 1
M ,1], with a

higher value representing a highly balanced load distribution amongst all active BBUs.

Therefore, maximising ψ is one of the objectives to achieve a highly balanced load in the

C-RAN.

3.3.3 Key Performance Indicator for Average Network Load

Minimising the average network load can avoid handovers between BBUs for users

with poor channel conditions in the system. A user(s) associated to an RRHs may have

imperfect channel conditions with more PRBs requirement to meet desired data rate.

Failure to meet the user’s PRB demand, the BBU has to perform a handover operation.

Therefore, to avoid unnecessary handovers, minimising the average network load is

considered as a second objective and is given as
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ηave(t) =
∑

M
m=1 ηm(t)

M
(3.11)

where ηm(t) is the load on a BBUm defined in eq. (3.6) and M is number of active BBUs

calculated from eq. (3.8).

3.3.4 Key Performance Indicator for Handovers

Network transition to a new BBU-RRH configuration may require significant forced

handovers. An increased number of forced handovers in the system is undesirable and

leads to performance degradation. Allocating an RRH to a new BBUs at a particular

time results in forced handovers of all users associated with the RRH. Since inter-BBU

handovers not only involves BBUs but a signalling overhead between the Serving Gateway

(S-GW) and Mobility Management Entity (MME). Therefore, it is desirable to achieve a

new optimum BBU-RRH configuration with a minimum required handovers. A handover

index h(t) is monitored as a third objective for load balancing problem and is given as:

h(t) =
1
2

(
∑

M
m=1 ∑

K
k=1 |Im,k(t)− I◦m,k(t)|

K

)
(3.12)

where I◦m,k(t) is a binary variable that indicates a user’s association to BBU in previous

BBU-RRH configuration i.e., I◦m,k(t)=1, if user k is served by BBUm in previous BBU-

RRH configuration.

3.4 RRH Clustering

Proper BBU-RRH association can provide enhanced flexibility in C-RAN network man-

agement. However, an important limitation to consider is the reliable operation of C-RAN

regarding BBU-RRH mapping for high system performances. Neighbouring RRHs must

be assigned to the same BBU [79] to support advance LTE-A features like CoMP and

to avoid unnecessary handovers among network cells. RRHs clustering is an approach

to support CoMP for interference mitigation in LTE-A and C-RAN [133]. Therefore,

this work considers that the RRHs served by the same BBU forms a compact cluster.
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This compactness and consistently connected RRHs in a cluster, not only minimises

frequent handovers among cells but also reduces the inter-cell interference among them.

This is because compact an RRH group shares fewer common boundaries with other

RRH groups. Therefore, the RRHs proximity is defined by introducing a binary variable

Ai j, where Ai j= 1, if RRHi and RRH j are adjacent else Ai j= 0. If a cluster has multiple

RRHs, then the RRHs in that cluster must be adjacent and connected. To formulate the

connectedness of a cluster and proximity of the RRHs, let S1 be any proper subset of the

set of RRHs served by BBUm (Zm), such that S1⊂ Zm, S1 ̸= /0, and S1 ̸= Zm. Let S2 be

another subset of Zm such that, S2 = Zm−S1, i.e., S2 is the complementary set of S1.

To confirm that the RRHs in Zm are connected, the following property must be satisfied.

∑
i∈S1

∑
j∈S2

Ai j ≥ 1 (3.13)

For proper BBU-RRH configuration, a QoS function is needed which is the weighted

combination of KPIs defined in eqs. (3.10), (3.11), and (3.12). The multiple objectives

are combined into a single QoS objective function. This work represents QoS as the

following maximisation problem with constraints:

Max QoS(t) = αψ(t)−βηave(t)− (1−α−β )h(t)

s.t. C1 : ∑
i∈S1

∑
j∈S2

Ai j ≥ 1,∀S1,S2 ∈ Zm,∀m ∈ {1,2, ...M}

C2 :
K

∑
k=1

Im,k(t)Nk
RB ≤ PRB,∀m ∈ {1,2, ...M}

C3 :
M

∑
m=1

Im,k(t) = 1,∀k ∈ {1,2, ...,K}

(3.14)

Both α and β are control parameters of the QoS function. The main objective is to

maximise the QoS function.

3.5 Power Model for C-RAN

This section explains the necessary aspects needed to assess the power consumption of

C-RAN. However, a more detailed description of the components involved in a C-RAN
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power model is given in [43]. The three most important parts considered for the power

model are described as follows.

3.5.1 BBU Power Estimation Model

The BBU performs a different set of functions (IBB) which includes scheduling of PRBs,

Forward error correction, Fast Fourier Transform (FFT) and Orthogonal Frequency Divi-

sion Multiple Access (OFDM) specific processing, filtering, modulation/demodulation,

and transport link related functions, etc. These features can be measured in Giga Opera-

tions per Second (GOPS) and then translated into power figures. About 40 GOPS per

Watt is estimated as the power cost of a large BBU [134]. The power model for the BBU

can be given as:

PBBU = ∑
i∈IBB

Pref
i,BBUAxA

i Wxw
i (3.15)

where Pref
i,BBU in Watts represents the power consumption of BBU with respect to BBU

functions. A is the number of antenna chains/ Radio Frequency (RF) transceivers with xA
i

scaling exponent. W is the bandwidth share used in transmission with a scaling exponent

xw
i . In [135], the authors model BBU operations with exact scaling components and

reference values to calculate BBU power consumption, shown in Table.3.1

Table 3.1 BBU operations and their scaling values with transmit antennas and bandwidth

Processing type, i GOPS Pref
i,BBU [W] xA

i xw
i

Time Domain Processing 360 9.0 1 0
Frequency Domain Processing 60 1.5 2 1

Forward Error Correction 60 1.5 1 0
Central Processing Unit 400 10.0 1 0

Common Public Radio Interface 300 7.5 1 0
Leakage 118 3.0 1 0

3.5.2 RRH Power Estimation Model

An RRH consist antenna chains/ RF transceivers, each with its own Power Amplifier

(PA). The PA is main element of consideration as it consumes most of the power within
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an RRH. The power consumption of a PA is affected by its power efficiency (ηPA). The

power consumed by the PA can be given as PPA = PTX

ηPA(σfeed)
, where PTX is the output

power of the PA, which depends on the bandwidth share (χ), i.e., the actual number of

physical resource blocks (NRB) used for transmission and the output power of the antenna

Pout (PTX = Poutχ). σfeed represents the feeder loss. Moreover, the RF transceiver units

of an RRH are responsible for functions like signal modulation/demodulation, voltage

controlled oscillation and mixing, AC-DC and DC-AC conversions, and low noise, gain

amplification. The power consumed by an RRH can be modelled as:

PRRH =
A

∑
a=1

(PPA +PRF) (3.16)

where a∈{1, ...,A} denotes the number of antenna/RF chains for Multiple-Input-Multiple-

Output (MIMO).

3.5.3 Optical Transceiver Power Estimation Model

In C-RAN architecture, the front-haul connectivity with high bandwidth, low cost, and

low latency requirements for transport networks is challenging. Several factors influence

the operation of optical transceivers such as the technology used, the operating conditions,

and the output power required, which in turn affect the power consumption. From a

power consumption perspective, the optical transceivers can be divided into two modules.

The optical transmitter module, in which the OFDM electrical signals are modulated

over optical carriers using an external or direct modulated lasers. And a receiver module

which detects the optical OFDM signals either by direct detection or coherent detection.

The power consumption of the optical transceiver as described in [136] can be given as:

PTRANS = (Plaser +Pdriver +PI/O)TX +
(
PPD +Pamp +PI/O

)
RX (3.17)

where Plaser,Pdriver,PI/O,PPD, and Pamp are the powers consumed by direct-modulated

laser, electronics driving the laser, the electrical input/output interface, photodetector,

and the trans-impedance and limiting amplifiers. This study consider a Point-to-Point

(PtP) transceivers rather than point-to-multipoint, because the PtP link loss is driven by
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distance and used operating wavelength only, i.e., the link loss of PtP is as low as 6dB

with a 20 km network reach [137].

The total power consumption of a C-RAN (PC-RAN) can be estimated by summing the

power consumed by three main parts of the network along with power consumed by other

components POTHER such as power conversions(AC-DC, DC-DC) and cooling, i.e.,

PC-RAN = ∑(PBBU +PTRANSB)+∑(PRRH +PTRANSR)+POTHER (3.18)

Where PTRANSB and PTRANSR indicates the power consumption of PtP transceivers located

at each BBU and RRH, respectively. According to [138], base stations with a total power

consumption≤ 500 Watts do not require a cooling system. This can be applied to RRH in

C-RAN if its components (i.e., PA, RF, and optical transceiver) require an overall power

less than 500 Watts. In this work, the cooling power for RRH is ignored considering

supply power as the only overhead.

From [43], the supply power required for a base station can be estimated as an

affine function of transmitting power. The power consumption can be expressed by a

load-dependant part that linearly increases with a power gradient (slope) ∆p and a static

load independent part Pstatic as shown in Fig.3.3. Moreover, the supply power reaches

a maximum P1 when the transmitting power reaches the maximum limit Pmax. A base

station may enter an idle mode (sleep mode), with minimum power consumption (Psleep)

when it is not transmitting. The total supply power for a base station can be formulated

as:

Psupply(χ) =


P1 +∆p Pmax(χ−1) if 0 < χ ≤ 1

Psleep if χ = 0
(3.19)

where P1 = Pstatic +∆p Pmax. χ is a scaling parameter which indicates the bandwidth

share, i.e., χ = 1 indicates that the system is transmitting with full power and bandwidth

whereas χ = 0 represents an idle system. The basic power model presented in eq. (3.19)

is parameterised to understand the contribution of different parameters. Parameters
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Fig. 3.3 The required base station supply power as a function of transmitting power.

which are assumed to be constant or having negligible effects are also highlighted. The

following approximations are made:

• Both the BBU and RF power consumption, linearly scales with the number of

Antennas (A) and bandwidth (W), i.e., PBBU = A( W
BWTOTAL

)Ppm
BBU and PRF = A( W

BWTOTAL
)Ppm

RF .

Where Ppm
BBU and Ppm

RF are parameterised power consumption of BBU and RF, respectively.

• Each antenna unit of an RRH has a PA. The power consumed by a PA depends on

the maximum power transmission per antenna unit (Pmax
A ) and its efficiency (ηPA). Losses

between the antenna and PA are known as feeder losses (σfeed) which may be ignored

since PAs are placed close to the antennas [139].

• The loss factors of DC-DC, AC-DC conversions, main supply units (MS), and

cooling power consumption for the BBU pool are approximated by σDC,POOL, σMS,POOL, and

σCOOL,POOL. Whereas for the RRHs, the loss factors are approximated by σDC,RRH and σMS,RRH.

Moreover, the optical fibre losses between BBUs and RRHs are approximated by a loss

factor σoptical.

• Power consumption of the optical transceivers linearly scales with the number of

BBUs and RRHs.
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If the power consumed by a single BBU serving a single RRH is:

P1 = PBBU +PRRH (3.20)

P1 =
A( W

BWTOTAL
)Ppm

BBU +PTRANSB

(1−σDC,POOL)(1−σMS,POOL)(1−σCOOL,POOL)

+
A( W

BWTOTAL
)Ppm

RF +(Pmax/A.ηPA)+PTRANSR

(1−σDC,R)(1−σMS,R)(1−σoptical)

(3.21)

Then the total power consumed by all active BBUs and RRHs in a C-RAN network can

be modelled as

Psupply =
M

∑
m=1

(
PBBU + ∑

n∈Zm

PRRH

)
(3.22)

where M represents the number of active BBUs in the network and Zm represents the list

of RRHs handled by BBUm

3.6 Cell Differentiation and Integration (CDI) Algorithm

According to the intuitive analysis above, a CDI algorithm is proposed in this section

and Fig.3.4. Network information is collected in the first step and analysed for proper

cell differentiation and integration. The algorithm seeks to utilise the network resources

efficiently by calculating the necessary number of BBUs and RRHs to serve capacity

demands at the end of each CDI cycle. Apart from a single BBU required to serve load

requirements, proper BBU-RRH configuration is adjusted at the end of optimisation step

by comparing the analysed and optimised QoS values.

Note that the QoS metrics can be different depending on load intensity and the number

of active BBUs and RRHs in the network. For the optimisation part of the algorithm, a

DPSO algorithm is developed as an EA to solve the BBU-RRH configuration problem

and is explained in the next section. The optimisation process continues until the CDI

cycle is completed. Note that, the CDI algorithm shown in Fig.3.4 is triggered at the

beginning of each CDI cycle.

The pseudo-codes for semi-static cell differentiation and integration are given in

Algorithm 1 and Algorithm 2, respectively. An important consideration is the first
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Algorithm 1: Pseudo-code for Semi-static Cell Differentiation
Input :Current network load η (t) from (3.7)

BBU-RRH mapping vector r
Required number of BBUs from (3.8)

1 if No. of active BBUs =1 then
2 if η (t)≥ |PRB| then
3 -Activate required No. of BBUs
4 -Differentiate cell into tier-2 RRH structure by BBU-RRH mapping using

Algorithm 4
5 -Update BBU-RRH mapping vector r
6 for i=1 to C do
7 -Select set Si
8 -Compute ηRRHi1(t) from (3.9)
9 if ηRRHi1(t)> |PRB| then

10 - R← Si {Add Si to R}
11 -Diffentiate cell Ci by activating all RRHs in Si and map them to

BBUs according to Algorithm 4.
12 -Update BBU-RRH mapping vector r.
13 end
14 end
15 else
16 -No cell differentiation required.
17 -Tier-3 RRH structure remains.
18 end
19 else
20 if No. of active BBUs ≤ No. of required BBUs then
21 if All possible RRHs deployed in the network are active then
22 -Activate the required No. of BBUs.
23 -Cells can not be differentiated further.
24 -Update BBU-RRH mapping vector r
25 else
26 -Activate required number of BBUs
27 for i= 1 to C do
28 -Select set Si
29 -Compute ηRRHi1(t) from (3.9)
30 if ηRRHi1(t)> |PRB| then
31 - R← Si {Add Si to List R}
32 -Differentiate cell Ci further to tier-1 RRH structure by

mapping newly activated RRHs to active BBUs using
Algorithm 4

33 -Update BBU-RRH mapping vector r
34 end
35 end
36 end
37 end
38 end
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Algorithm 2: Pseudo-code for Semi-static Cell Integration
Input :Current network load η (t) from (3.7)

BBU-RRH mapping vector r
Required number of BBUs from (3.8)

1 if No. of active BBUs =1 then
2 -No cell integration required.
3 -A high-power BS serves the geographical area.
4 else
5 if No.of required BBUs=1 then
6 -Integrate all cells into tier-3 RRH structure, i.e., a high power BS should

serve the geographical area.
7 -Switch-off remaining BBUs.
8 -Update BBU-RRH mapping vector r.
9 else

10 for i=1 to C do
11 -Select set Si
12 for j=1 to end of Si do
13 -Compute load ηRRHi j(t) from (3.9)
14 -Sum=Sum+ηRRHi j(t)
15 end
16 if Sum ≤ PRB then
17 -Integrate all cells by switching-off all RRHs in set Si except

RRHi1.
18 -Offload RRHs to required number of BBUs according to

Algorithm 5.
19 -Update BBU-RRH mapping vector r.
20 end
21 end
22 -Run Algorithm 5 {Case of BBU reduction and no integration}
23 end
24 end

association of RRHs to the required number of BBUs during cell differentiation and

integration, before identifying a proper BBU-RRH mapping in the optimisation phase.

Algorithm 4 and 5 are supporting algorithms for Algorithm 1, and 2 which covers all

possible cases of initial BBU-RRH assignment during differentiation or integration of

cells along with cases where the number of BBUs are increased, decreased or remain

unchanged. The initial BBU-RRH mapping is necessary for utilising the available BBU

resources in an efficient manner so as to prevent high blocking rate. The blocking rate of
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Fig. 3.4 Block diagram of CDI Algorithm for one CDI cycle.

the network at time t can be measured as

Blocking rate =
[
1− ∑

M
m=1 ∑

K
k=1 Im,k(t)
K

]
×100 (3.23)

where Im,k(t) as discussed earlier, is a binary indicator such that Im,k = 1, if user k is

served by BBUm at time t. Note that, users are served based on the choice of scheduler

used by a BBU. Moreover, the amount of resource shortage (or PRB shortage) in the

network based on users PRB demand can be estimated as follows

Resource Shortage =
M

∑
m=1

max
[
(ηm(t)−1),0

]
×100 (3.24)

Note that, the CDI algorithm triggers Algorithm 1 and Algorithm 2 sequentially, i.e.,

Algorithm 2 is triggered immediately after the Algorithm 1 is executed. In the interest of

simplicity and understanding, the CDI algorithm is divided into separate pseudo-codes.
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Algorithm 3: Initial RRH association to active BBUs during cell differentiation.
Input :List A of newly activated BBUs

List R containing sets of RRHs supporting cell
differentiation

1 if A is not empty then
2 for m=1 to No. of active BBUs do
3 -Compute ηm(t) from (3.6)
4 if ηm(t)≤ lower limit then
5 A← BBUm{Add BBUm to List A}
6 end
7 end
8 I=1;
9 while not the end of List R do

10 -Select Ith set from list R
11 m = 1;
12 for j=1 to end of set Si do
13 if m> |A| then
14 m = 1
15 end
16 BBUm← RRHi j{Map RRHi j to BBUm except R1 j}
17 m = m+1;
18 end
19 I=I+1;
20 end
21 else
22 for m=1 to No. of active BBUs do
23 -Compute ηm(t) from (3.6)
24 if lower limit ≤ ηm(t)≤ Upper limit then
25 A← BBUm{Add BBUm to A}
26 end
27 end
28 if A is still empty then
29 A← All active BBUs
30 end
31 -Sort A in increasing order of BBU loads
32 I=1;
33 while not the end of List R do
34 -Select Ith set from List R
35 m = 1;
36 for j=1 to end of set Si do
37 if m> |A| then
38 m=1;
39 end
40 BBUm← RRHi j{Map RRHi j to BBUm except RRH1 j}
41 end
42 I=I+1;
43 end
44 end
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Algorithm 4: Initial RRH association to active BBUs during cell integration.
Input :List A of No. of active BBUs

No. of required BBUs
BBU-RRH mapping vector r

1 if No. of required BBUs < |A| then
2 for m=1 to |A| do
3 for i=1 to C do
4 for j=1 to c do
5 -Select RRHi j from BBU-RRH vector r
6 if RRHi j = m then
7 Zm← RRHi j
8 {Zm is a List of RRHs handled by BBUm}
9 end

10 end
11 end
12 end
13 -Sort List A in decreasing order of BBU loads
14 for m=1 to end of List A do
15 if m ̸= |No. of required BBUs| then
16 A← BBUm{A is a List of required BBUs}
17 else
18 B← BBUm

19 {B is a List of BBUs to be switched off}
20 end
21 end
22 -Sort List A in increasing order of BBU loads
23 for i=1 to end of List B do
24 -Select ith BBU from List B
25 -Select List Zm of the ith BBU
26 m=1;
27 for j=1 to end of Zm do
28 if m> |A| then
29 m=1;
30 end
31 -Select RRH at jth index in List Zm

32 -Select BBU at mth index of List A
33 -BBUm← RRH j{Assign RRH j to BBU m}
34 m++
35 end
36 end
37 -Switch off all BBUs in List B
38 end
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3.6.1 Discrete Particle Swarm Optimisation (DPSO)

Particle Swarm Optimisation (PSO) is a robust optimisation technique inspired by social

behaviour of flocking organisms. PSO method uses Swarm Intelligence for solving

global optimisation problems [140]. PSO utilises a population (or swarm) of particles,

where each particle represents a solution, namely a BBU-RRH association vector r.

As the QoS represented in eq. (3.14) is considered as the main objective function (or

fitness function), PSO seeks to maximise the QoS function by finding the best solution

vector {r11, r12, ..., rin}. PSO operates on a group of particles (or solutions) to probe the

solution space in a random way with different velocities. The vector {r11, r12, ..., rin} is

viewed as the particle position in the n-dimensional solution space while discovering

the optimal solution can be viewed as particles probing the solution to search for the

optimum position. To direct the particles to their best fitness values, the velocity of each

particle is changed stochastically at each iteration. The velocity update of each particle j

depends on the historical best position experience (pbest) of the particle itself and the

best position experience of neighbouring particles, i.e., the global best position (gbest).

Therefore, every particle in the swarm tends to direct itself towards the best solution at

each iteration. Since the solution vector r is real-valued, the standard PSO algorithm can

not be applied directly to solve the discrete optimisation problem. Therefore, a Discrete

PSO is developed to solve the QoS maximisation problem defined in eq. (3.14). The

DPSO algorithm is described in Fig. 3.5 and the following steps:

Step 1: Generate initial population R0 with population/swarm size of |∆|. Where R0

consists of N-bit particles (BBU-RRH mapping solutions). Where N is taken according

to the number of active RRHs in the network and the superscript 0 represents the initial

iteration number I = 0. The best position of each particle pbest0
j = r0

j ,1 ≤ j ≤ |∆| are

initialised with a random velocity of V0
j for each particle.

Step 2: Calculate the fitness values for each particle (BBU-RRH mapping solution)

in the current swarm/population using the fitness function F defined as QoS in eq. (3.14)

and identify the global best position achieved i.e., gbest0 = argmax
1≤j≤|∆|

F(pbestI
j).
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Step 3: Update particle j position by updating its velocity. The velocity update

equation is given as

vI
j = wvI−1

j + c1ε1

(
pbestI

j−xI
j

)
+ c2ε2(gbestI

j−xI
j)

1≤ j≤ |∆|
(3.25)

where xI
j is the current position of particle j in iteration I and ε1,ε2 are random

numbers chosen between the range [0−1]. Both c1 and c2 are acceleration constants that

pulls the particle towards best position. Values in the range 0-5 are chosen for c1 and c2.

The inertial weight w represents the effect of preceding velocity on the updated velocity.

Larger and smaller value of w are used for global exploration and local search expedition

in the search-space, respectively. However, choosing an optimum value for w can assist a

balanced proportion between global and local exploration of the search space. Usually

values between 0-1 are selected for w [141]. A value of 0.9 for w is selected in this study.

The new position of particle j for the next iteration I+1 will be:

xI+1
j = xI

j +vI
j (3.26)

Step 4: Update the iteration counter (I = I+1). If the convergence criteria is satisfied

then end else go to step 5.

Step 5: Update particle j,s personal best position as

pbestI
j =


pbestI−1

j if F(rI
j)≤ F(pbestI−1)

rI−1 if F(rI
j)> F(pbestI−1

j )

(3.27)

Step 6: Update global best position achieved by:

gbestI =


argmax
1≤ j≤|∆|

F(pbestI
j) ifF(pbestI

j)> F(gbestI−1)

gbestI−1 otherwise

(3.28)

Step 7: Repeat all steps starting from step 1.
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Algorithm 5: Discrete Particle Swarm Optimisation (DPSO) Algorithm
1 -I=0;
2 -Generate initial Swarm with random position and velocity (rI

1,r
I
2, ...,r

I
|∆|).

3 for i = 1 to |∆| do
4 {Initialise best positions of each particle}
5 pbesti=rI

i
6 end
7 -QoS=0;
8 -{Find QoS of each particle using (3.14) i.e.,}
9 for i=1 to |∆| do

10 -Select rI
i from pbesti

11 if f (rI
i )> QoS then

12 QoS= f (rI
i )

13 end
14 end
15 gbest=QoS;
16 -Update positions and velocities of all particles in the swarm using equation

(4.15) and (4.16)
17 while I < Imax do
18 for i=1 to |∆| do
19 -Select rI

i from the swarm
20 F1= f (rI

i )

21 -Select rI
i from pbest

22 F2 = f (rI
i )

23 if F1 ≥ F2 then
24 pbesti = rI

i
25 QoS=F1
26 if QoS>gbest then
27 gbest=QoS;
28 x = i;
29 end
30 end
31 -Update positions and velocities of all particles in the swarm using

equation (3.25) and (3.26)
32 end
33 I=I+1;
34 end
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1 ≤ 𝐣 ≤ |∆| 

Fig. 3.5 Block diagram of DPSO algorithm.

3.7 Computational Results and Analysis

To make the simulation more realistic, the user arrivals in Fig.3.7 follows a Poisson

process with rate λ . However, due to the dynamic spatial and temporal nature of user

traffic, the user arrival is modelled as a time-inhomogeneous process. This is achieved by

multiplying the time-homogeneous Poisson process with traffic intensity parameter λ

and the rate function f (t) shown in Fig.3.6. The rate function is unit-less and reshapes

the traffic from constant intensity to an analogous time varying profile that reflects typical

traffic patterns in a real cellular network. If users arrive in the system following a Poisson

process with intensity λ users/min, with a constant service time of h (60 sec), then the

number of users at time t is calculated as K(t) = χh f (t). Where χ ∼ Poiss(λ ) is a

random variable with mean λ (i.e., λ = 200).
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Fig. 3.6 Rate function for time in-homogeneous user arrivals.

Moreover, different data rate requirements are assumed for end users based on 3rd

Generation Partnership Project (3GPP) standard simulation parameters [142] i.e., 4-25

kbps for audio, 32-384 kbps for video, 28.8 kbps for data, and 60 kbps for real-time

gaming services. Based on uniform user distribution and network load shown in Fig.3.7,

an actual number of active BBUs and RRHs with respect to time is shown in Fig.3.8.
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Fig. 3.7 Actual network load with respect to time.
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The BBU-RRH association vector r = {r11, r12, ..., rin} is maintained and updated

after each CDI cycle. Newly activated RRHs and BBUs in the network are mapped

according to Algorithm 4 and 5. In this work, a maximum of 49 RRHs and 5 BBUs are

deployed in the network to support semi-static cell differentiation and integration. The

initial BBU-RRH mapping at the beginning of a CDI cycle might degrade the network

QoS. Therefore, dynamic BBU-RRH mapping is proposed to identify proper BBU-RRH

mapping.
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Fig. 3.8 Number of active BBUs and RRHs with respect to network load/time.

Before going to a more thorough analysis of the proposed CDI concept, the efficiency

of DPSO over two different problem scenarios, P1, P2, and compared with ES algorithm.

Both scenarios consists of 5 active BBUs with 19 active RRHs including two differentiated

cells (Tier 1, level 2, RRH structure) for P1, and 49 active RRHs (Tier 1, level 7, RRH

structure) for P2, respectively. The aim is to analyse DPSO performance for small and

large networks. User distribution within each cell is uniform where 6 and 25 users are

considered for non-dense and high dense cells, respectively.

For Monte Carlo analysis, the DPSO and ES algorithms are repeated 50 times with

different initial BBU-RRH settings for each problem and results obtained are averaged.

The load fairness index, averaged network load, and handover index are represented in
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Fig.3.10, Fig.3.11 and Fig.3.12 , respectively, over 200 iterations for both P1 and P2.

The optimum values shown in the figures and Table.3.2, are achieved by exhaustively

searching for all possible solutions MN) using ES algorithm, which helps in demonstrating

the improvement in each iteration of the DPSO algorithm. Note that, ES algorithm is

independent of iterations.

Table 3.2 Computational Results for DPSO and ES

P1 (19 RRH) P2 (49 RRH)

Quality of Service
DPSO 0.599142 0.588970793

ES 0.599142 0.592940793

Load Fairness Index
DPSO 0.984797 0.97168

ES 0.984797 0.97556

Average Network Load
DPSO 1.506 1.4962

ES 1.506 1.4663

Handover Index
DPSO 0.38095 0.38748

ES 0.38095 0.383659

Fig.3.9 shows that the DPSO algorithm converges to the optimum solution in P1 with

a Convergence Rate (CR) of 0.825. CR is defined as the number of times the DPSO

finds a best or optimum solution during the entire number of iterations. This implies

that over 200 iterations, the optimum solution is achieved 165 times for P1. For P2, the

CR of DPSO algorithm is 0.12. However, the optimum solution is not reached over 200

generations. DPSO algorithm achieves the best value 24 times i.e., after 176 iterations

and 176×|∆| fitness evaluations, which is still 99.53% of the optimum value achieved by

ES algorithm after an enormous 549 (MN) fitness evaluations.

Fig.3.10 shows that the DPSO algorithm converges to the optimum load fairness

index value after 13th iteration in P1. However, in P2, the optimum value can not be found

over 200 iterations, and the best load fairness index value is achieved after only 176

iterations and 176×|∆| fitness evaluations, which is 99.57% of the optimum value found

by ES algorithm. ES algorithm performs 549 fitness evaluations to find the optimum

value which is a considerable amount of fitness evaluations.

Figs. 3.11 and 3.12 displays the convergence of DPSO algorithm to the optimum value

for average load value and handover index in both P1 and P2 . In P1, optimum are achieved
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Fig. 3.9 QoS values for DPSO and ES.

after 12 and 38 iterations for average network load and handovers, respectively. For P2,

the DPSO algorithm could not find the optimum value over 200 iterations. However,

the best possible value achieved for average network load and handover index are 98%

and 99.01% of the optimum value found by ES algorithm, respectively. ES algorithm

determines the optimum value after performing 549 enormous fitness evaluations whereas

the DPSO algorithm performs 67×|∆| and 145×|∆| to find the best value for average

network load and handover index, respectively.

Note that, the α and β control parameters in eq. (3.14) are selected by performing an

ES algorithm to identify the optimal BBU-RRH setting for P1. Both α and β values are

orderly set to 0, 0.1, ..., 1 with a constraint α +β ≤ 1 as shown in Fig.3.13. An optimal

BBU-RRH setting is found using ES algorithm for each pair of α and β . It is observed

that setting a higher value for load fairness index (until α = 0.8) not only reduces the

resource shortage but also improves network balance. Setting values for α > 0.8 results

into improper BBU-RRH mapping which implies that maximising network load balance is

overly considered compared to minimising average network load and handovers, resulting

into an increased resource shortage. This work considers α = 0.8 and β = 0.1 which

means assigning a 10% weight to handover minimisation.
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Fig. 3.10 Load fairness index values for DPSO and ES.

For a more thorough analysis, the proposed CDI concept is compared to a fixed

C-RAN scenario (F-CRAN). The BBU cloud holds five BBUs in both cases. However,

the fixed C-RAN scenario does not support cell differentiation or integration, and only

7 RRHs serves the entire macrocell coverage area. The dynamic BBU-RRH mapping

is enabled in the fixed C-RAN scenario which shows 57 possible BBU-RRH mapping

solutions to choose from at the beginning of each CDI cycle. The number of possible

BBU-RRH mapping solutions for CDI scenario at the start of each CDI cycle is MN,

where M and N represents the number of active BBUs and RRHs, respectively. More-

over, an increasing user arrival is considered in the network with random data rates

requirement as explained earlier. However, a Monte-Carlo analysis is performed, where

100 uniformly distributed users are envisaged for each instance, and the average of all

distributions are taken into account regarding network load, throughput, blocked users,

and resource shortage analysis. Figs.3.14 and 3.15 shows the relative performances

regarding average blocked users and average network throughput with Proportional Fair

(PF) and Round Robin (RR) scheduling techniques. Since the CDI algorithm includes 2

phases of BBU-RRH mapping, i.e., the initial BBU-RRH assignment during cell integra-
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tion/differentiation and the optimum BBU-RRH setting achieved by DPSO in the second

step, the results of both phases are analysed.
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Fig. 3.13 Resource shortage for different α and β .
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Fig. 3.14 Average blocked users for fixed and CDI-enabled C-RAN.

The simulation results demonstrate the advantage of using CDI-enabled C-RAN

(CDI-CRAN) instead of a F-CRAN setting. When a fixed C-RAN is considered, the

average blocked users in the network are much higher with significantly lower average

throughput, using any scheduling technique, as shown in Figs. 3.14 and 3.15, provided
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that the dynamic BBU-RRH mapping is also enabled. However, an interesting observation

is the significant drop in the averaged blocked users and the necessary increase in average

network throughput in CDI-CRAN compared to F-CRAN. This indicates that during

cell differentiation, an overloaded cell divides into multiple smalls cells, and not only

reduces the user to RRH distances but also the PRB demands resulting from high SINR

and low path loss values. A further decrease in average network load is observed after

proper BBU-RRH mapping, providing a balanced network load across the active BBUs.

Note that, cell differentiation increases the number of RRH interferers in the network.

However, RRHs served by the same BBU does not contribute to the overall interference

experienced by users served by the same BBU.
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Fig. 3.15 Average network throughput for fixed and CDI-enabled C-RAN.

From the results shown in Fig. 3.15, it is observed that the average network throughput

increases by 45.53% in the CDI-CRAN compared to F-CRAN, both enabled with PF

schedulers. Whereas with RR schedulers, an increase of 42.102% is observed. Moreover,

the average throughput difference between initial and optimum BBU-RRH mapping in a

CDI-enabled C-RAN, with PF and RR scheduling is 4.0219% and 4.126%, respectively.
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This indicates efficient resource utilisation during cell differentiation and integration,

ensuring minimum blocked users until a proper BBU-RRH setting is identified. Note

that, the initial BBU-RRH mapping supported by Algorithm 4 and 5, is an important

consideration in the overall CDI concept (as explained earlier). About 23.149% reduction

in the average number of blocked users with PF scheduler and 20.903% with RR is

observed in Fig.3.14. Moreover, the average resource shortage drastically decreases in

the CDI-CRAN, compared to fixed C-RAN as shown in Table.3.3 provided that both

scenarios have an equal amount of resources available (i.e., 5 BBUs, 5×100 PRBs). A

76.57% decrease in average PRB shortage is estimated with CDI-CRAN compared to

F-CRAN.

Table 3.3 Comparison results for fixed and CDI-enabled C-RAN

Blocking
Rate[%]

Resource
Shortage

Initial Proper Initial Proper
PF RR PF RR

F-CRAN 35.99 81.66 35.34 81.10 16.44×103 16.42×103

CDI-CRAN 26.87 67.33 25.809 62.13 38.79×102 38.47×102

Fig.3.16 shows the average power consumed by the C-RAN network for both CDI and

fixed setting for different schedulers. Despite the fact that the geographical area is served

with more RRHs in CDI-CRAN, the total power consumed by the network is still lower.

An average decrease of ≈ 15.28% and ≈ 16.02% in the average power consumption

is estimated in the CDI-CRAN with PF and RR schedulers, respectively, compared to

a fixed C-RAN setting. Fig.3.17 shows the SINR thresholds versus the probability of

coverage results. The CDI activated C-RAN performs well compared to fixed C-RAN

regarding coverage performances for 1000 users, provided that no interference mitigation

techniques are applied in this work. Note that, the probability of coverage still has a

linear behaviour for SINR thresholds within the range of 0dB to 5dB for both cases.
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3.8 Summary

The concept of cell differentiation and integration in C-RAN is examined with an objec-

tive to utilise network resources efficiently without degrading the overall network QoS.

An energy efficient C-RAN network is considered to accommodate traffic by scaling

the BBUs and RRHs as well as maintaining a balanced network via proper BBU-RRH

mapping, formulated as a constrained integer programming problem. A CDI algorithm

is developed for C-RAN and tested for comparison with a fixed C-RAN setting. Com-

putational results based on Monte Carlo analysis shows an average throughput increase

of 45.53% with 23.149% decrease in average blocked users and 76.57% reduction in

average resource (PRBs) shortage. The CDI algorithm hosts a DPSO algorithm which is

developed to find optimum BBU-RRH configuration dynamically. The performance of

DPSO is tested and compared to ES. Using two benchmark problems, the DPSO delivered

noticeably faster convergence compared to ES, which makes the CDI algorithm more

reliable for a self-organised C-RAN. It could be noticed from the results that the network

performance with PF scheduler is better than RR scheduler in terms of throughput and

blocked users. RR scheduler guarantees fairness between the users as it schedules all

the users regardless their channel condition which would be on the expense of network

throughput. On the other hand, PF scheduler maximise the total network throughput

while at the same time allowing all users at least a minimal level of service. Moreover, the

power model for C-RAN is proposed to estimate the overall network power consumption.

It is noticed that despite deploying a higher number of RRHs (49) in a given geographical

area for CDI enabled C-RAN, the power consumption of a fixed C-RAN for the same

geographic area is still higher by ≈ 15.28% and 16.02% for PF and RR schedulers,

respectively.



Chapter 4
Load Aware Self-Optimised 5G Network
Exploiting Millimetre-Wave NR and
C-RAN Architecture

The Fifth Generation (5G) of cellular networks will integrate and enhance the existing

wireless networks. Regarding the 5G wireless access technology, known as New Radio

(NR), its preliminary deployment scenario will be a Non-Standalone (NSA) operation,

where the existing Fourth-Generation (4G) infrastructure will support the 5G networks.

Very high capacity is the common requirement of the 5G usage scenarios, which involve

enhanced Mobile BroadBand (eMBB), Ultra-Reliable Low Latency Communications

(URLLC) and massive Machine-Type Communications (mMTC). Furthermore, key

enablers of 5G, to realise this goal, are operating in the wide band Millimetre Wave

(mmw) frequency and the Cloud Radio Access Network (C-RAN) architecture. C-

RAN enables centralised efficient resource management as well as coordinated joint

transmission between small cells, to overcome the limited coverage of mmw. The high-

capacity requirement of 5G applications will bring higher fluctuation in traffic load

due to the spatio-temporal variation of mobile users’ data demand. In this chapter, a

self-optimised C-RAN is proposed, which dynamically adapts to the varying capacity

demands by interworking between mmw and µw bands for efficient resource utilisation.

At high traffic conditions, when a macrocell’s resource usage reaches its limit, it is

divided into compact clusters of mmw small cells to increase capacity. When traffic
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conditions are low, the small cells are reintegrated again into a macrocell based on the

Cell Differentiation and Integration (CDI) technique. The CDI technique performance is

examined for C-RAN mmw and µw small cells, being subsequently compared to a fixed

C-RAN.

4.1 Introduction

According to the mobile traffic analysis shown by Cisco [143], the mobile data traffic

is observed to have grown exponentially by 18 folds over the past five years. Moreover,

this mobile traffic tsunami has a compound annual increase rate of 66%. The rapid

increase in wireless devices along with bandwidth-hungry internet applications are the

prime drivers of such drastic growth of wireless communication demands and has pushed

the existing system capacity demand beyond its limits. To cope with ever-increasing

data traffic, it is of serious interest for Mobile Network Operators (MNOs) to focus on

commercial wireless communication technologies since the current wireless spectrum is

almost saturated. A promising approach for additional spectrum that has the potential for

1000 fold increase in data rates, capacities, frequency-range, as well as latencies of less

than 1 ms for all connected devices is mmw communication [144]. 5G wireless access

technology known as NR, operates in two frequency ranges as defined in 3rd Generation

Partnership Project (3GPP) Release 15, which are FR1 (450 MHz – 6 GHz known as

sub-6 GHz) and FR2 (24.25 GHz – 52.6 GHz, known as the millimetre wave) [63].

However, the realisation of a mmw in mobile networks imposes some challenges. This

includes opening up Gigahertz (GHz) of spectrum encompassing mmw frequencies, i.e.,

30-300 GHz in the future for the next generation (5G) communication networks. Besides,

the potential of mmw cellular systems comes with a set of new technical challenges.

First, mmw transmission systems require massive arrays of highly directional antennas to

mitigate the effects of path losses in high-frequency propagation environments. Since the

density of user traffic is uncertain and unevenly distributed over time, C-RAN is flexible

to adapt to changing user traffic environment by dynamically adjusting the Remote Radio

Heads (RRHs) to Base Band Units (BBUs) configuration. However, the implementation
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of load balancing among BBUs is not adequately investigated by both academia and

industry.

Both C-RAN and mmw technologies are recognised as the critical enablers for the

5G networks. Although mmw is sensitive to severe transmission attenuation which

makes it suitable for short-range wireless communication. C-RAN can fully utilise

mmw by a dense deployment of small cell RRHs. Moreover, C-RAN can optimise its

network resources according to the varying traffic environment by dynamically adjusting

the logical connections between RRHs and BBUs [145]. However, to ensure secure

network management, a centrally managed C-RAN architecture with cost-effective RRHs

is highly desirable. A centralised C-RAN network can enable smooth handovers with

excellent resources utilisation [82]. Moreover, the Self-Organising Network (SON)

management mechanisms proposed by Next Generation of Mobile Networks (NGMN)

and 3GPP can be employed for C-RAN to make the planning, configuration, maintenance,

and optimisation easy and faster [146]. SON is a crucial driver to maximise network

performance. The principal idea is to integrate them with intelligence and autonomous

adaptability to enhancing network performance, regarding network capacity, coverage

and Quality of Service (QoS). It aims at reducing the cost of installation and management

by simplifying operational tasks through the capability to configure, optimise and heal

itself [147].

In this chapter, a Radio Access Network (RAN) system design is proposed which cou-

ples three potential candidates, i.e., mmw, C-RAN, and SON, for 5G communication into

multi-user mmw C-RAN systems. Although there are three types of SON architectures a)

Centralised, b) Decentralised and c) Hybrid [148]. However, the centralised SON archi-

tecture is more suitable for C-RAN and highly manageable regarding the implementation

of SON algorithms compared to distributed and hybrid SON architectures. It enables

the SON algorithms to jointly optimise multiple network parameters, therefore, allowing

a globally tuned system. Moreover, the features of SON include self-configuration,

self-optimisation and self-healing, but this study emphasise on a self-optimised C-RAN

system focusing on enhancing network QoS.
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Back haul 

Fig. 4.1 Structure of the proposed cellular network.

Note that, the proposed work is an extension of the previous chapter. The aim is to

integrate mmw technology into C-RAN to minimise the number of BBUs and RRHs

required to serve a given geographical area. Extending the available spectrum is a solution

to realise 5G use cases in an energy-efficient way rather than deploying more RRHs in

the system.

4.2 System Model

4.2.1 Proposed Architecture

The proposed architecture is shown in Fig. 4.1. All the small cells’ baseband units are

decoupled from the low power RRHs and aggregated together in a centralised BBU

pool, where the BBUs are coordinate and cooperate in the cloud for efficient resource

utilisation. This also is aimed at overcoming the issues mentioned above of blockage

and frequent handover of the mmw channel, and for robust reliable communication. The

RRHs are left on the cell sites with a simple Radio Frequency (RF) and are connected

to the BBU pool via front haul. There are several potential realisations of the front haul
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link between the BBU pool and RRHs depending on the cost and the required QoS,

which can be wired, wireless or a combination of the two. Furthermore, the fronthaul

should offer high capacity and, low latency to support any substantial escalation of

data traffic. A SON controller is introduced inside the BBU cloud, which monitors the

BBU-pool resource utilisation as well as controlling the switch. The SON controller

dynamically assigns BBU radio resources to the RRHs based on traffic demands. At

extremely low traffic load conditions, only a high power Macro Base Station (MBS)

serves the given geographical area. As the traffic load increases and the MBS reaches

its load limit, the geographic area is differentiated into C equally sized small cells

serving the same coverage area; C is considered to be seven as a reasonable example

in this work. Furthermore, the CDI concept is realised by considering two tiers of cell

deployments as shown in Fig. 4.2, i.e., tier-1 deployment imitates a single high-power

base station serving a macrocell as in a conventional cellular systems. Tier-2 of the

RRHs deployment represents a structure with small cells that uses NR FR2 as a radio

access technology. A set S = {RRH1,RRH2, ...,RRHc} is maintained for the tier-2 RRH

deployment, which contains a group of RRHs responsible for differentiating the macrocell

M into C small cells. The RRH serving each cell ci is represented as RRHi, where i

represents the cell number in tier-2 RRH structure. The SON server is responsible for

cell differentiation and integration with proper BBU-RRH configurations, whereas the

switch is in charge of realising the settings via server commands. Note that, with small

cell deployment in C-RAN, inter-cell interference is inevitable even in mmw frequency

band. Hence, a clustering based interference mitigation technique is adopted to avoid

network performance degradation.

4.2.2 Channel Model

In this study, a downlink wireless network is considered, which contains two classes of

cells, as shown in Fig. 4.2. The first class is a tier-1 of single MBS in the middle of

the cell. The second class is tier-2 of N mmw picocells which cover the cell area after

differentiation with M BBUs inside the cloud. There are K users uniformly distributed
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Fig. 4.2 Cell differentiation and integration.

across this cell area. The basic unit of time-frequency resources that can be allocated

to users is known as the Physical Resource Block (PRB). Each PRB consists of 12

consecutive sub-carriers, with the PRB bandwidth being 180 kHz for the µw frequency

band and 720 kHz for the mmw frequency band FR2[3].

The Signal-to-Interference-and-Noise-Ratio (SINR) received by a user k served by

the MBS is represented as:

γkMi =
Hkmi

Pmi

∑ j∈M, j ̸=i Hkm j
Pm j +N0

(4.1)

where, Pkmi and Hkmi are the transmit power and channel gain between the serving

MBS mi and user k. N0 is the power of Additive White Gaussian Noise and the channel

gain is a composite fading channel, which involves path-loss and both small and large

scale fading, given as:

Hk = h∗kmi
lkmi

[
AD−δM

kmi

]
(4.2)

where, h∗kmi
and lkmi

represent the small and large scale fading channel, respectively,

between the user k and MBS mi. The small scale fading is assumed to be Rayleigh random
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variables with a distribution envelope of zero-mean and a unity-variance Gaussian process.

The large scale fading is assumed to be a lognormal random variable with a standard

deviation of 10dB [131], AD−δM
kmi

reflects the path-loss between an MBS mi and user k,

where A is a constant that depends on the carrier frequency fc and can be calculated

from:

A( fc) = (
C

4πd0 fc
)δ (4.3)

where, d0 is a reference distance of 1 metre and C is the speed of light. Dkmi
is

the distance between user k and MBS m in cell i, whilst a path-loss exponent of δM =

3 is considered for an urban area cellular radio environment [149]. ∑ j∈M, j ̸=i Hkm j
Pm j

represents the inter-cell interference power received from all other MBS cells , except for

the serving one.

In this paper, it is assumed that after the macrocell is differentiated into C small cells,

the RRHs use NR mmw access (FR2) to serve the users. Therefore, for a user k served by

an RRH r, a blockage probability must be considered. The blockage model of the mmw

channel is adopted from reference [150]. In this model the blockage is expressed as the

probability of the link (D) between the user k and the serving RRH r is blocked. The

longer the link, the higher the probability that it will be blocked by one or more obstacles.

The of line of sight (LOS) probability function P(D) in the network is derived from

stochastic blockage models, where the blockage parameters are characterised by random

distributions. In this paper, the blockages are modelled as a rectangle Boolean scheme as

in [150]. It is shown that the LOS probability function P(D) exponentially decays with

the link length. Consequently, the probability that RRH is LOS with user k is represented

by p(D) = e−βD. β is parameter that is calculated from the density and average size of

the blockages. 1/β is called the LOS range and 1/β = 141.4 metre[151]. The Non-Line

Of Sight (NLOS) or (blockage) probability is expressed as 1−P(D). Since the mmw

channel is affected by blockage, there are different values of path-loss parameters for

LOS and NLOS users in the mmw channel model [150]. The SINR received by user k
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served by mmw RRH ri is represented by the following equation:

γkRi
=

Griβ kri
Pri

∑ j∈R, j ̸=i Gr jβ kr j
Pr j +Ni

(4.4)

where, Gri is the directivity gain of the transmission uniform linear array antenna and

its array pattern is approximated using a sectored antenna model. The transmit antenna

pattern is assumed to be 10 dB, -10 dB and 30o, which represent the main lobe directivity

gain, back lobe gain, and main lobe beamwidth, respectively [151]. β kri
is the channel

gain between RRH ri and user k , which is a composite fading channel that involves small

scale fading, large scale fading and path loss, given by:

β kri
= g∗kri

lkri

[
AD−δmm

kri

]
(4.5)

where, g∗kri
and lkri

represent the small and large scale fading channel, respectively,

between the user k and its serving RRH ri. The small scale fading is assumed to be a

Nakagami with normalised gamma distribution [131] with parameters NL = 3 and NN = 2.

The large scale fading is assumed to be a lognormal random variable with a standard

deviation of 3.1 dB for LOS and 8.2 dB for NLOS [104]. AD−δmm
kri

reflects the path-loss

between the serving RRH ri and user k, where A is a constant, which depends on the

carrier frequency fc and can be calculated from equation (3). The LOS and NLOS path

loss exponents are δmmL = 2 and δmmN = 4 respectively. ∑ j∈R, j ̸=i Gr jβ kr j
Pr j represents

the inter-cell interference power received from all the RRHs, except for the serving RRH

and Ni is the thermal noise power.

4.3 RRH-BBU Association and Configuration

In the proposed self-organised mmw based C-RAN, it is essential to reconfigure the BBU-

RRH configuration after a certain time interval, due to changing traffic environments.

Since the traffic is increased or decreased at each RRH coverage area, it is inevitable

to dynamically re-assign the underlying RRHs to proper BBUs in the cloud to satisfy

network limitations. A network’s performance determines its QoS, which is measured
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by values expressed by a single or multiple objectives. The SON server in the proposed

architecture is responsible for identifying optimum BBU-RRH configuration by utilising

collected data from the RRHs. Network vendors specify different objectives to evaluate

their network’s performance. The QoS metrics are then defined and mapped to a set

of objectives, which is represented by a weighted normalised function. Let the BBU-

RRH configuration at time t, then identifying the BBU-RRH allocation at time t + 1

that adaptively balances the network load and expected network gain is the prime goal.

To identify BBU-RRH association, an allocation indicator vector r = {r1,r2,r3, ...,rN}

is defined, rn = m when RRHn is assigned to BBUm. A user location indicator u =

{u1,u2,u3, ...,uK} is defined, where Uk = n when the received uplink power of user k is

at RRHn is higher than all other RRHs. This shows that userk is inside RRHn coverage

area. Two Matrix variables S and I are defined, which are functions of the two vector

variables r and u such that:

Si
k(r,u)

i∈{1,2,...,N}
k∈{1,2,...,K}

=


1 if ruk = ri

0 otherwise
(4.6)

Im,k(r,u)
m∈{1,2,...,M}

k∈{1,2,...,K}

=


1 if ruk = m

0 otherwise
(4.7)

where ruk ∈ {1,2, ...,M}, uk ∈ {1,2, ...,N}, and k ∈ {1,2, ...,K}. The main problem is

to achieve a new BBU-RRH configuration (r) for a known user location indicator (u).

Therefore, the BBU-RRH association vector (r) is defined as the primary vector variable

for the problem. For example, if 3 BBUs are utilised to service 5 RRHs, r = {2,3,3,1,1}

indicates that RRH 1,2,3,4, and 5 are assigned to BBU 2,3,3,1, and 1, respectively. Also,

the number of possible BBU-RRH configurations is 35. Each BBU-RRH configuration

shall affect the load-fairness Index, the handover Index, and the proximity index. An

Exhaustive search algorithm (ES) is the only effective search algorithm to identify an

optimal solution (optimum BBU-RRH allocation). The number of possible BBU-RRH

configuration increases exponentially with the number of BBUs (M) and RRHs (N).
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Therefore, it is not feasible to utilise ES to determine the optimal solution since the

execution time of the algorithm also increases exponentially. The possible solutions for

ES is |M||N|. Therefore, the use of an evolutionary algorithms is proposed in Section VI

to solve the BBU-RRH optimisation problem.

The SINR recieved by a user k in tier-1 cell deployment (macrocell) is defined in eq.

(4.1). The average spectral efficiency (ASE) of a user k can be obtained in its simple

form by:

ϑkMi(S) = log2(1+ γkMi)

= log2(1+
Hkmi

Pmi

∑ j∈M, j ̸=i Hkm j
Pm j +N0

) (4.8)

Similarly the ASE of a user k in tier-2 cell deployment structure can be achieved by:

γkRi
(S) = log2(1+

Griβ kri
Pri

∑ j∈R, j ̸=i Gr jβ kr j
Pr j +Ni

) (4.9)

Since the achievable ASE is, in fact, the attainable throughput when divided by the

user assigned bandwidth. Therefore, the number of resource blocks required by user k to

achieve the throughput requirement φ is given as:

Nk
RB =

⌈
φk

pBW.ϑk(S)

⌉
(4.10)

where pBW represents the bandwidth of the resource blocks. And the notation ⌈.⌉ is the

ceil function.

Now, the BBU-RRH allocation problem is formulated as an integer programming for

load balancing amongst the BBUs and to minimise the average load of the network as

well as reducing the number of handovers. Moreover, the number of BBUs required in

tier-2 deployment structure is also formulated.
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4.3.1 The Network Load and Number of Required BBUs

The average load contribution of each BBU from eq. 3.6 which is found by summing

the PRB demand of all users associated to BBU m divided by the PRB. The total network

load can be found by aggregating the average load of each active BBU as given in eq. 3.7

and the average network load is found from eq. 3.11. Now, the number of required BBUs

to satisfy the traffic demand can be found from eq. 3.8.

4.3.2 Key Performance Indicators for Quality of Service Function

The network performance is evaluated by the Key Performance Indicator (KPIs). The

SON server determine the optimum BBU-RRH configuration depending on these KPIs

by using the number of active BBUs to achieve high QoS with respect to load demand.

Following are the KPIs considered by the SON server for the BBU-RRH mapping

problem.

Load Fairness Index The level of load balance in the network is evaluated using Jain’s

fairness index ψ defined in eq. 3.10. Hence, maximising load fairness index ψ is

considered as an objective for balanced network load.

Handoffs Index The transition of a network to a different BBU-RRH configuration

could result in forced handovers. Associating an RRH to a different BBU leads

to forced handovers of all the User Equipment (UE) associated with that RRH.

Frequent forced handovers causes degradation in network performance. Therefore,

minimising the handover index h(I) is considered as another objective function to

enhance network performance and is given by eq. 3.12.

Proximity Index To avoid frequent handovers among small mmw cells, mmw RRHs

clustering is considered as a third KPI. Hence, the mmw RRHs served by the same

BBU forms a compact cluster to minimise unnecessary handovers and reduce inter-

cell interference. In addition, this compact RRHs cluster enables other techniques

for more reliable mmw link without blockage [106]. The proximity of the RRHs is

represented by a binary variable Ai j, where Ai j= 1, if RRHi and RRH j are adjacent,
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else Ai j= 0. In case that a cluster has multiple RRHs, then those RRHs in that

cluster must be adjacent and connected. To formulate the proximity of the RRHs

in a cluster, let S1 be any subset of the set of RRHs served by BBUm (Zm), such

that S1 ⊂ Zm, S1 ̸= /0, and S1 ̸= Zm. Let S2 be another subset of Zm, such that,

S2 = Zm−S1, i.e., S2 is the complementary set of S1. The compactness of RRHs

in Zm can be proved by satisfying the following property.

∑
i∈S1

∑
j∈S2

Aij ≥ 1 (4.11)

Therefore, to ensure the compactness of an RRH group served by a BBU, a KPI

for proximity Index factor (PI) is defined, which is the ratio of the total number of

boundary edges in the network to the number of common boundary edges between

different RRH clusters i.e.,

PI(I,S) =
∑

N
i ∑

N
j ̸=i Ai j(I,S)

∑
N
i ∑

N
j ̸=i Ai j(I,S)Zi j(S)

(4.12)

The aim is to achieve minimum PI in the network for RRH clusters. Therefore, the

main QoS function is defined as a weighted combination of three KPIs, discussed

earlier, and is given as

Max QoS(I,S) = w1ψ(I,S)−w2h(I)−w3PI(I,S)

s.t.
K

∑
k=1

Im,kNRB,K(S)≤ PRB,∀m ∈ {1,2, ...,M}

M

∑
m=1

Im,k = 1,∀k ∈ {1,2, ...,K} (4.13)

where w1, w2 and w3 are the weights assigned to each function or simply the

priority levels selected for each KPI. The weights are selected based on Rank Order

Centroid (ROC) method [152], where the functions are sorted according to their

importance or priority. The weights or priority levels are then applied to each KPI

for decision making. The corresponding weight of a KPI defines its preference
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value and is set according to network operator’s preferences. The priority of each

function is taken as an input and converted into weight using the following formula:

wi =

(
1
F

) F

∑
n=i

1
n

(4.14)

where F is the number of functions (KPIs) and wi is the weight of the ith function.

The QoS maximisation is subjected to two constraints the first one is that the total

PRBs demand of the users served by the same BBU must not exceed the total

number of PRBs of each BBU (PRB). The other constraint is each user must be

served by one BBU only.

4.4 Self-Optimised mmw Based C-RAN Algorithm

In this section, a self-optimised mmw C-RAN algorithm is proposed based on the

intuitive analysis above. The algorithm uses network gain information to identify proper

network resource usage and optimum BBU-RRH configuration. The block diagram of

the algorithm is shown in Fig. 4.3. Network information is collected in the first step

and analysed to initiate a cell split or merge. The information includes user location

indicator u; load contributed by each RRH, BBU-RRH mapping vector r, network load,

and the required number of BBUs. The algorithm seeks to utilise the network resources

efficiently by calculating the necessary amount of BBUs and the RRHs to serve capacity

demands at the end of each cycle. Apart from a single BBU required to serve load

requirements, proper BBU-RRH configuration is adjusted at the end of the optimisation

step by comparing the analysed and optimised QoS values. For the optimisation part of

the algorithm, a Discrete Particle Swarm Optimisation (DPSO) algorithm is developed

as an Evolutionary Algorithms (EA) to solve the BBU-RRH configuration problem and

is explained in the next section. The optimisation process continues until the cycle is

completed. Note that, the algorithm shown in Fig. 4.3 is triggered at the beginning of

each cycle.
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The pseudo-codes for cell splitting and integration are given in Algorithm 6 and

Algorithm 7, respectively.

Algorithm 6: Pseudo-code for Cell Split and initial BBU-RRH Mapping
Input :Current network load η (I,S) from (3.7)

BBU-RRH mapping vector r
Required number of BBUs from (3.6)

1 if No. of active BBUs =1 then
2 if ηm(I,S)≥ |PRB| then
3 -Activate required No.of BBUs
4 -Split Macro-Cell to tier-2 RRH structure
5 for m=1 to No. of active BBUs do
6 -Compute ηm(I,S) from (3.8)
7 if ηm(I,S)≤ Upper limit then
8 A← BBUm {Add BBUm to active BBU list A}
9 end

10 Sort A in increasing order of BBU loads.
11 i=1;
12 while Not the end of Set S do
13 m=1;
14 if m > |A| then
15 m=1
16 end
17 BBUm← RRHi{Map RRHi to BBUm
18 }i=i+1;
19 end
20 end
21 -Update BBU-RRH mapping Vector r
22 else
23 -No Cell split required
24 -Tier-1 structure remains
25 end
26 else
27 if No. of active BBUs ≤ No. of required BBUs then
28 -Activate the required BBUs
29 -Update BBU-RRH vector r
30 end
31 end

Both algorithms execute the scaling of RRHs and BBUs with respect to network load

distribution. However, an important consideration is the first association of RRHs to the

required number of BBUs during cell differentiation and integration. The algorithms

cover all possible cases of initial BBU-RRH assignment during cell split or merge along
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Algorithm 7: Pseudo-code for Cell-merge and initial BBU-RRH mapping
Input :List A of No. of active BBUs

No. of required BBUs
BBU-RRH mapping vector r

1 if No. of required BBUs =1 then
2 -Integrate all cells into tier-1 RRH structure, i.e., a high power BS should

serve the geographical area.
3 -Switch-off remaining BBUs.
4 -Update BBU-RRH mapping vector r.
5 else
6 if No. of required BBUs < |A| then
7 for m=1 to |A| do
8 for i=1 to C do
9 -Select RRHi j from BBU-RRH vector r

10 if RRHi = m then
11 Zm← RRHi
12 {Zm is a List of RRHs handled by BBUm}
13 end
14 end
15 end
16 end
17 -Sort List A in decreasing order of BBU loads
18 for m=1 to end of List A do
19 if m ̸= |No. of required BBUs| then
20 A← BBUm{A is a List of required BBUs}
21 else
22 B← BBUm

23 {B is a List of BBUs to be switched off}
24 end
25 end
26 -Sort List A in increasing order of BBU loads
27 for i=1 to end of List B do
28 -Select ith BBU from List B
29 -Select List Zm of the ith BBU
30 m=1;
31 for j=1 to end of Zm do
32 if m> |A| then
33 m=1;
34 end
35 -Select RRH at jth index in List Zm

36 -Select BBU at mth index of List A
37 -BBUm← RRH j

38 m++
39 end
40 end
41 -Switch off all BBUs in List B
42 end
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with cases where the number of BBUs are increased, decreased or remain unchanged.

The initial BBU-RRH mapping is important for efficiently utilising the available BBU

resources so as to prevent high blocking rate before a proper BBU-RRH mapping is

identified in the optimisation step.
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Fig. 4.3 Block diagram of CDI Algorithm for one CDI cycle.

4.5 Optimisation Algorithms

4.5.1 Discrete Particle Swarm Optimisation (DPSO)

Particle Swarm Optimisation (PSO) utilises a population (or swarm) of particles, where

each individual particle represents a solution [140], namely BBU-RRH association

vector r defining the BBU-RRH configuration. As the QoS represented in eq. (4.13)

is considered as the main objective function, PSO seeks to maximise the QoS function

by finding the best solution vector {r1, r2, ..., rN}. PSO utilises a group of particles (or

solutions) to probe the solution space in a random way with different velocities. To
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direct the particles to their best fitness values, the velocity of each particle is changed

stochastically at each iteration. The velocity update of each particle j depends on the

historical best position experience (pbest) of the particle itself and the best location

experience of neighbouring particles i.e., the global best position (gbest) [153] and is

given as

vI
j = wvI−1

j + c1ε1
(
pbestIj− xI

j
)
+ c2ε2(gbestIj− xI

j)

1≤ j ≤ |∆|
(4.15)

where |∆| represents the population (or swarm) of particles and I represents the Iteration

number. xI
j is the current position of particle j in iteration I and ε1,ε2 are random numbers

between 0 and 1. Both c1 and c2 are acceleration constants that pulls the particle towards

best position. Values in the range 0-5 are chosen for c1 and c2. The inertial weight w

represents the effect of preceding velocity on the updated velocity. Choosing an optimum

value for w can assist a balanced proportion between global and local exploration of the

search space. Usually values between 0-1 are selected for w [141]. A value of 0.9 for w

is selected in this work. The new position of particle j for the next iteration I+1 will be:

xI+1
j = xI

j +vI
j (4.16)

PSO terminates if a stopping criterion is satisfied, e.g. after reaching a predefined number

of iterations Imax. Since the solution vector, r (or particle) should be real-valued, the

standard PSO algorithm can not be applied to solving this discrete optimisation problem.

In this study, a DPSO is developed to solve the QoS maximisation problem defined in eq.

(4.13). The pseudo code of DPSO is given in chapter three.

4.5.2 Genetic Algorithm

Genetic Algorithm (GA) is a biological population inspired algorithm, it is used for

searching optimising complex problems solution [154]. It finds the solution to a specific

problem in a competing population as individuals. GA first chooses a Population, which

is random set of solutions. Each solution in the population is called a chromosome. For
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measuring the solutions’ fitness in the Population, each chromosome is evaluated for

competing with the others. In this process, fitness values are assigned to each chromosome

which gives the probability of each chromosome to be the possible solution to the problem.

The chromosomes that have the highest fitness probabilities would be selected for mating.

New solutions/chromosomes are generated by the process of crossover and mutation. the

algorithm stops When it converges to the optimum solution, which means it produce new

solutions similar to the previous generation or when a certain predefined criterion is met.

The GA is illustrated in the following steps and block diagram[155].

Step 1: Produce an initial population R0 with |∆| chromosomes, N-bit (gene) chro-

mosomes (RRH-BBU association). N is considered according to the number of RRHs in

the network.

Step2: Calculate the fitness value of each chromosome (RRH-BBU association) in

current population using the fitness function F (i.e., QoS in eq. 4.13).

Step 3: If the convergence criterion is qualified by the best candidate RRH-BBU

association solution (chromosome) or the maximum number of generations have been

reached out, then terminate, else proceed to next step.

Step 4: Generate a set of |β | best chromosomes (RRH-BBU association) from the

currently sorted population RI . The selection probability Ps is used to select the best

RRH-BBU association to form set β (i.e., β = Ps|∆|).

Step 5: produce new chromosomes η (|η |= |RI|− |β |) by performing crossover and

mutation operations on set β . The newly generated RRH-BBU solutions η then replaces

the infeasible solutions (RI-β ) of the current population RI in order to generate a new

population.

Step 6: Go to step 2 and repeat all steps.

4.6 Computational Results and Analysis

4.6.1 Selecting Initial Swarm/Population for DPSO

Generally, the swarm size is randomly selected from a set {1,2, ...,N} with a uniform

distribution. However, the possibility of achieving a large number of solutions with small
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Fig. 4.4 Genetic Algorithm block diagram.

fitness values can be expected if the swarm size is much smaller than the actual size of

the search space. To avoid this issue, 30 per cent of initial swarm size is selected to be

precise in the form of BBU-RRH clusters desired (As explained earlier).

In this work, a benchmark problem is considered to demonstrate and verify the

performance of DPSO algorithm and compared to the known GA and ES. The benchmark

problem consists of a network scenario with 5 BBUs and 7 RRHs. A Monte Carlo

analysis is performed, where 3 RRHs are randomly chosen to have high user density.

RRHs with high user density have 4 times more users than a non-dense RRHs. The

users are uniformly distributed under each RRH coverage area. For simulation, this study

chooses 6 and 24 users in non-dense and highly dense RRH coverage areas, respectively.

A Monte Carlo analysis is performed by repeating the DPSO, GA and ES algorithms

50 times, and the results obtained by each algorithm is averaged. Note that, a different
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initial population/swarm is selected for each Monte Carlo iteration. The swarm size (|∆|)

selected for simulation is 2×103, which is less than 1% of the entire solution space. The

algorithms are terminated after 200 iterations or generations. The ES algorithm, however,

does not depend on number of iterations or generations. In fact, the ES algorithm is

utilised to search for all possible BBU-RRH configurations or solutions (|M||N|). The

best solution identified by ES helps to demonstrate the improvement at each iteration

or generation of DPSO and GA, respectively. The optimum values in each graph help

in demonstrating the performance of GA and DPSO algorithm over each iteration or

generation.

4.6.2 Performance of DPSO Algorithm

This work defines Convergence Rate (CR) as the ratio of a number of times an optimum

solution is achieved to the total number of iterations or generations performed.

Figs. 4.5, 4.6, 4.7 and 4.8 present the QoS function, the load fairness index, the

handover index, and the proximity index values over 200 iterations for the benchmark

problem defined. The optimum values in the figures are achieved by ES algorithm after

finding all possible BBU-RRH configurations (|M||N|). The ES does not depend on the

number of iterations or generations. The optimum values help in demonstrating the

improvement at each iteration/generation of GA and DPSO algorithms.

In Fig. 4.5, both GA and DPSO are converging to the optimal value. The convergence

rate of GA and DPSO (to the optimal solution) is 0.8 and 0.815, respectively. Where, the

optimal solution is achieved 160 and 163 times over 200 iterations/generations by GA

and DPSO, respectively. GA finds the optimal solution after 40×|∆| fitness evaluations

whereas DPSO finds the optimum solution after 37×|∆| fitness evaluations. However,

the ES algorithm finds the optimum value after 57 (|M|N|) fitness evaluations, which are

too large.

Figs. 4.6 and 4.7 demonstrate that the algorithms converge to the optimal load

balancing index and handover index values after 12th and 40th generations for GA and

after 5th and 37th iterations for DPSO.
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Fig. 4.5 QoS values for DPSO, GA, and ES.

Fig. 4.8 demonstrates that the DPSO algorithm converges faster to the optimal

solution compared to GA. The number of times DPSO finds the optimal solution is 164

over 200 iterations. Whereas, GA finds 159 optimal solutions over 200 iterations. Both

GA and DPSO converge to the optimal solutions faster than the ES algorithm. However,

DPSO outperforms GA in terms of convergence.

4.6.3 Complexity Comparison

The computation complexity of ES algorithm is O
(
|M||N|

)
, where M and N are the

number of active BBUs and RRHs in the network, respectively. This shows that number

of fitness evaluations required by ES algorithm is |M||N|. However the DPSO and GA

complexity in the Ith iteration/generation is O(|∆|I) where the number of fitness evalu-

ations performed by both algorithms is |∆|. Therefore, the required fitness evaluations

for both GA and DPSO are |∆|I. The ES, however, requires an enormous amount of

fitness evaluations which is even |M||N|−|∆|I more than the number of fitness evaluations

performed after the Ith iteration/generation of DPSO and GA.

In the benchmark problem defined, the optimal solution for QoS is achieved after 40

and 37 fitness evaluations for GA and DPSO, respectively. Whereas, the optimal value of

for QoS by ES is found after 57 fitness evaluations. Note that, the optimum QoS value
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Fig. 4.6 Load fairness index values for DPSO, GA, and ES.

found by ES required 78.125×103 fitness evaluations which are more than the number

of fitness evaluations at the 37th and 40th iteration/generation of DPSO and GA algorithm,

respectively.

4.6.4 Capacity and Blocked Users Calculations

The CDI algorithm performance for a self-organised C-RAN is investigated using NR

wireless access technology and compared to fixed C-RAN and CDI enabled C-RAN for

more extensive analysis. The CDI algorithm is installed on a SON server in the BBU pool,

which is responsible for cell differentiation and integration, according to the capacity

demand variation. The end users’ different data rates are proposed based on 3GPP

standard simulation parameters, which are 4-25 kbps for audio, 32-384 kbps for video,

28.8 kbps for data, and 60 kbps for real-time gaming services[142]. After each CDI cycle,

the RRH-BBU association vector r = {r11, r12, ..., rin} is preserved and updated. Newly

activated RRHs and BBUs in the network are mapped according to the cell differentiation

and integration algorithm proposed in [124]. In all the compared scenarios in this work,

the BBU cloud holds five BBUs, which can be activated and deactivated based on traffic

demand. However, the fixed C-RAN scenario does not support cell differentiation or

integration, and seven RRHs serve the entire macrocells coverage area using the Long
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Term Evolution-Advanced (LTE-A) band constantly, regardless the traffic condition.

Whereas, The CDI enabled C-RAN scenario supports cell differentiation and integration

using LTE-A band only. Furthermore, an increasing user arrival is considered in the

network with a random data rates requirement, as elaborated upon earlier. Moreover, a

Monte-Carlo analysis is performed, where 100 uniformly distributed users are envisaged

for each instance, and the average of all distributions are taken into account regarding

network load, throughput, blocked users, and resource shortage analysis. Figs. 4.9

and 4.10 show the relative performances regarding average blocked users and average

network throughput with the Proportional Fair (PF) and Round Robin (RR) scheduling

techniques. The performance of network adopting mmw-CDI algorithm is investigated

by differentiating the overloaded macrocell to multiple small cells, which use NR FR2

for cellular access. The results of simulation validate the advantage of using NR wireless

access in CDI-enabled C-RAN compared to LTE-A and a fixed C-RAN setting. The

average blocked users in the network are much higher with lower average throughput

when fixed C-RAN is considered adopting any scheduling technique, as shown in Fig.

4.9 and Fig. 4.10 compared to mmw-CDI. The average blocked users significantly

decreases and the average network throughput tremendously increases when using NR-

CDI compared to CDI-enabled C-RAN and fixed C-RAN. The results from Fig. 4.9
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shows average network throughput increases by 224,06% and 138.83% in the NR-CDI

network compared to fixed C-RAN and CDI-enabled C-RAN, respectively, all being

enabled with RR schedulers. Whereas with PF schedulers, an increase of 282.9% and

121.7% is observed respectively.

This is because of the features of wide bandwidth and directional transmission

when using NR FR2 for mmw CDI-CRAN, which leads to higher throughput. This

also indicates efficient resource utilisation during cell differentiation and integration.
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Moreover, the average number of blocked users dramatically decreases in the mmw-CDI

compared to fixed C-RAN and CDI-enabled C-RAN. That is, about 97.9% and 96.4%

reduction in the average number of blocked users with PF scheduler while 88.19% and

84.23% with RR is observed as shown in Fig. 4.10. provided that in both the CDI-CRAN

and fixed C-RAN scenarios there is 5 BBUs, 5×100 PRBs available, whilst for the

NR-CDI there is 5 BBUs, and 5×264 PRBs [3].

4.6.5 Energy Efficiency

The energy efficiency (EE) is the power amount required by the network to transmit data.

It is one of the important performance metrics in emerging 5G networks and the key point

in the sense of green communications due to the increasing circuit power consumption

especially with densely deployed BSs (higher EE denotes lower energy consumption).

Therefore, this section focuses on the energy consumption aspect in the C-RAN, where

the energy efficiency for the overall system can be defined as the ratio of the network

throughput to the total consumed power, which is given by:

EE =
T hroughput

Ptotal
(4.17)
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The power model is adopted from [124, 156], which depends on the load to estimate

network power consumption. The estimated power consumed by the active BBUs is

given by:

Pt =
M

∑
m=1

(PBBU + ∑
r∈Zm

PRRH) (4.18)

where PBBU is power consumed by that particular BBU, PRRH is the sum of the power

consumed by all the RRHs associated with that particular BBU and Zm represents the

list of RRHs handled by BBU.

From the graphs in Fig. 4.11, the average network energy efficiency increases by

272.43% and 60% in the mmw CDI-CRAN compared to fixed C-RAN and CDI-CRAN,

respectively, all being enabled with PF schedulers. Whereas with RR schedulers, an

increase of 235% and 57.3% is observed respectively. This rise in energy efficiency

comes from the noticeable increase in the average network throughput and power gain

that coming from adopting CDI algorithm and mmw band.
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4.7 Summary

In this study, a cell differentiation and integration scheme is proposed for the future

5G networks. This scheme is aimed at exploiting the NR NSA feature of coexistence

with LTE-A and inter-working between high and low frequencies so as to adapt to the

varying capacity demand and thus, utilise network resources more efficiently. A CDI

algorithm installed on a SON server in the BBU pool cloud monitors and responds to

the capacity demand variation. In this scheme, at high traffic demand the macrocell

service area is divided into small cells by activating the deployed RRHs, which use

wide band NR FR2 for cellular access to increase the capacity. At low traffic demand

conditions, the small cells are reintegrated again into a macrocell served by a high

power MBS. The CDI-enabled network performance has been tested for an mmw small

cells and µw small cells scenarios and compared to fixed C-RAN configuration. The

BBUs-RRHs association is formulated as an optimisation problem with constraint to

maximise the QoS. DPSO and GA are used as EA to solve the optimisation problem.

Both algorithms converged to the optimum solution that is found by the ES. DPSO and

GA reach the optimal solution in less fitness evaluation than ES and are less complex. The

computational results show an order of magnitude increase in average network throughput

for the mmw CDI-CRAN network compared to a fixed C-RAN and CDI-CRAN using

the same scheduling technique. Furthermore, the average number of blocked users is

extremely reduced for the mmw CDI-CRAN compared to the other scenarios.



Chapter 5
An Interference Mitigation Scheme for
Millimetre Wave Heterogeneous Cloud
Radio Access Network with Dynamic
RRH Clustering1

5.1 Introduction

In its early deployment, the Fifth-Generation (5G) is expected to be integrated with

conventional Micro Wave (µw) base stations (BSs) in small cells using the Millimetre

Wave (mmw) band for access to enhance the traditional system. The main goal of 5G is

universal coverage and at a higher rate. In this chapter, a scheme for increasing the rate

coverage of the conventional macro cell by exploiting the wide mmw band spectrum is

proposed. This scheme is inspired by the Soft Frequency Reuse (SFR) technique. The

cell edge areas have low coverage rates of one tenth of the peak data rate due to high

interference and less received power. For this reason, it is served by a mmw band, where

small mmw Remote Radio Heads (RRHs) are overlaid onto conventional macro cell

edges in a Heterogeneous Cloud Radio Access Network (HC-RAN) architecture. The

neighbouring RRHs are clustered together based on the suggested clustering algorithm,

which is formulated as a bin packing problem. Simulation results show that the HC-

1A part of this chapter has been published in IEEE International Symposium on Networks, Computers
and Communications (ISNCC): Wireless and Mobile Networks, Istanbul, 2019, pp. 169-174, 978-1-7281-
1244-2/19/©2019 IEEE [157]
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Fig. 5.1 Structure of millimetre wave heterogeneous network

RAN system adopting the suggested scheme has significantly higher coverage and rate

compared to an HC-RAN system with small cells only deployed in hot spots. This

enhancement in rate and coverage is due to a significant reduction in the interference

level resulting from the adopting the suggested scheme, which benefits from wide band

properties of an mmw channel. Furthermore, the impact of the mmw cell size and density

on the system performance is investigated.

5.2 System Model

5.2.1 Proposed Architecture

The proposed architecture is shown in Fig. 5.1, with the system being adopted from

the 3rd Generation Partnership Project (3GPP) Heterogeneous Networks (HetNet) wrap

around model [158]. The two tier model consists of a hexagonal grid of high power

macrocells and low power RRHs are overlaid at centre points on the boundaries between

the adjacent macrocells to cover the cell edge areas. The Base Band Units (BBUs) are

decoupled from the low power RRHs and aggregated together in a centralised BBU

pool, where the BBUs are coordinated and cooperate in the cloud for efficient resource
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utilisation. This also is aimed at overcoming the aforementioned issues of blockage and

frequent handover of the mmw channel. The RRHs are left on the cells sites with a simple

Radio Frequency (RF) and connected to the BBU pool via front haul. There are several

potential realisations of the front haul link between the BBU pool and RRHs depending

on the cost and the required QoS, which can be wired, wireless or a combination of the

two. Furthermore, the fronthaul should offer high capacity, low latency to support any

substantial escalation of data traffic. HC-RANs that use mmw for small cell access favour

the use of mmw wireless fronthaul for low latency, high capacity, cost effective and easy

deployment when compared to fibre optic, which is also more expensive and less scalable.

High power Macro Base Stations (MBSs) are also connected to the BBU pool through

the backhaul using the data and control interfaces, S1 and X2, respectively, which are

inherited from the 3GPP standards.

The proposed system performs a modified SFR technique for 5G. The traditional

SFR is an inter cell interference mitigation technique in which the cell service area

is partitioned into spatial subregions (centre region and edge region), with each being

assigned to different µw frequency sub bands [159]. The suggested architecture follows

the same scheme, yet it assigns the whole Long Term Evolution-Advanced (LTE-A) band

to the inner area and allocates the mmw band to the cell edge area. Traditional MBS are

used to serve the inner region Users’ Equipment’s (UEs) and provide control signalling

for the whole cell area, while RRHs used to serve edge area. In this work, dynamic

small cell clustering is proposed, where the BBU resources are shared and scheduled

dynamically between the cluster of RRHs associated to it depending on the users’ demand

and according to the suggested clustering model.

5.2.2 Channel Model

In this work, a downlink two tiers heterogeneous wireless network is considered, which

contains two classes of cells, as shown in Fig. 5.1. The first class is a tier of hexagonal

grid of Mw BSs with an antenna in the middle of the cell. The second class is a mmw

small cell, which represents the second overlaid tier of R RRHs in each macrocell that
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covers the cell edge area. There are K users uniformly distributed across the cell area.

The Signal-to-Interference-and-Noise-Ratio (SINR) received by a user k located in the

cell centre region, which is served by the MBS , is represented as:

γkMi =
Hkmi

Pmi

∑ j∈M, j ̸=i Hkm j
Pm j +N0

(5.1)

where, Pkmi and Hkmi are the transmit power and channel gain between the serving

MBS mi and user k. N0 is the power of Additive White Gaussian Noise and the channel

gain is a composite fading channel, which involves path-loss and both small and large

scale fading, given as:

Hk = h∗kmi
lkmi

[
AD−δM

kmi

]
(5.2)

where, h∗kmi
and lkmi

represent the small and large scale fading channel, respectively,

between the user k and MBS mi. The small scale fading is assumed to be Rayleigh random

variables with a distribution envelope of zero-mean and a unity-variance Gaussian process.

The large scale fading is assumed to be a lognormal random variable with a standard

deviation of 10dB [131], AD−δM
km0

reflects the path-loss between a MBS mi and user k,

where A is a constant that depends on the carrier frequency fc and can be calculated

from:

A j( fc) = (
C

4Πd0 fc
)δ j (5.3)

where, d0 is a reference distance of 1 metre [149]. Dkm0
is the distance between user

k and MBS m in cell i, whilst a path-loss exponent of δM = 3 is considered for an urban

area cellular radio environment [130]. ∑ j∈M, j ̸=i Hkm j
Pm j

represents the inter-cell interference power received from all other MBS cells , except

for the serving cell.

In this chapter, it is assumed that after the macrocell is differentiated into C small

cells, the RRHs use New Radio (NR) mmw access (FR2) to serve the users. Therefore,

for a user k served by an RRH r, a blockage probability must be considered. The blockage

model of the mmw channel is adopted from reference [150]. In this model the blockage
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is expressed as the probability of the link (D) between the user k and the serving RRH

r is blocked. The longer the link, the higher the probability that it will be blocked

by one or more obstacles. The Line Of Sight (LOS) probability function P(D) in the

network is derived from stochastic blockage models, where the blockage parameters are

characterised by random distributions. In this paper, the blockages are modelled as a

rectangle Boolean scheme as in [150]. It is shown that the LOS probability function P(D)

exponentially decays with the link length. Consequently, the probability that RRH is LOS

with user k is represented by p(D) = e−ζ D. ζ is parameter that is calculated from the

density and average size of the blockages. 1/ζ is called the LOS range and 1/ζ = 141.4

metres[151]. The Non-Line Of Sight (NLOS) or (blockage) probability is expressed as

1−P(D). Since the mmw channel is affected by blockage, there are different values of

path-loss parameters for LOS and NLOS users in the mmw channel model [150].

SINR received by user k served by mmw RRH ri is represented by the following

equation:

γkRi
=

Griβ kri
Pri

∑ j∈R, j ̸=i Gr jβ kr j
Pr j +N0

(5.4)

Where, Pri is the transmit power between serving RRH ri and the user k. G is the

directivity gain of the transmission uniform linear array antenna and its array pattern is

approximated using a sectored antenna model. The transmit antenna pattern is assumed

to be 10 dB, -10 dB and 30o, which represent main lobe directivity gain, back lobe gain,

and main lobe beamwidth, respectively [151]. β kri
is the channel gain between user k

in the cell edge area, with its serving RRH ri, which is a composite fading channel that

involves small scale fading, large scale fading and path loss, given by:

β kri
= g∗kri

lkri

[
AD−δmm

kri

]
(5.5)

where, g∗kri
and lkri

represent the small and large scale fading channel, respectively,

between the user k and its serving RRH ri. The small scale fading is assumed to be a

Nakagami with normalised gamma distribution[131] and its parameters are NL = 3 and

NN = 2. The large scale fading is assumed to be a lognormal random variable with a

standard deviation of 3.1 dB for LOS and 8.2 dB for NLOS [104]. AD−δmm
kri

reflects the
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path-loss between the serving RRH ri and user k, where A is a constant, which depends

on the carrier frequency fc and can be calculated from eq. 5.3 The LOS and NLOS path

loss exponents are δmmL = 2 and δmmN = 4 respectively. ∑ j∈R, j ̸=i Gr jβ kr j
Pr j represents

the inter-cell interference power received from the RRHs in different clusters.

5.2.3 Users Association Scheme

The users in the cell centre area are associated with an MBS based on the maximum

received power. The remaining MBSs operating at the µw frequency band are considered

as interferes. At the cell edge area where the MBS received power is poor, the users are

associated with the mmw base station based on the closest BS association. Open access

is assumed in this work, which means that users can be associated with a mmw RRH or

µw BS, depending on the maximum received downlink power. However, as the macro

BS transmits higher power than the mmw RRHs, positive power biasing is adopted to

offload more edge users from the former to the latter and a user associates itself to the

nearest BS according to:

j = arg max
j∈{R,M}

Pj B j |DK ji|
−δ j (5.6)

where, B j is a biasing factor for user association, BM=0 dB is for the users associated

with the macro BS in the cell centre area based on maximum received power and BR >0

is for users associated with the mmw RRHs in the cell edge area based on maximum

received biased power. In this work, a BR=10 dB biasing factor is adopted for small cell

users.

5.2.4 Small Cells Clustering Algorithm

In order to avoid inter-cluster interference and frequent hand overs between mmw RRHs,

it is assumed that the neighbouring RRHs are assigned to the same BBU in a compact

cluster so that there is no interference between neighbouring small cells[124]. Also, the

neighbouring cells that belong to a different cluster are assumed to use different sub bands.

A dynamic load aware small cell clustering algorithm is proposed to share the mmw BBU
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resources with minimum inter-cluster interference. There are M BBUs in the BBU pool

each has D Physical Resource Blocks (PRBs), and a set of R RRHs r1, ...rR each with

PRB demand d1, ...dR. The RRHs proximity is defined by introducing a binary variable

Ai j, where Ai j= 1, if ri and r j are adjacent else Ai j= 0 when they share no border. If a

cluster has multiple RRHs, then the RRHs in that cluster must be adjacent and connected.

To formulate the connectedness of a cluster and proximity of the RRHs, let S1 be any

proper subset of the set of RRHs served by BBUm (Zm), such that S1 ⊂ Zm, S1 ̸= /0,

and S1 ̸= Zm. Let S2 be another subset of Zm such that, S2 = Zm−S1, i.e., S2 is the

complementary set of S1.

The problem consists of finding a number of required BBUs to be activated M based

on the demand of edge users and the number of cluster C. The optimal RRH clustering

solution is found when it has minimum M .

Minimum M =
R

∑
r=i

yi, sub ject to :

C1 : ∑
j=S1

∑
j∈S2

Ai j ≥ 1, ∀S1,S2 ∈ Zm,∀m ∈ {1,2, ...M}

C2 :
R

∑
j=1

d jxij ≤ Dyi, ∀i ∈ {1,2, ...R}

yi ∈ {0,1} , ∀i ∈ {1,2, ...R}

xi j ∈ {0,1} , ∀i ∈ {1,2, ...R} ,

∀ j ∈ {1,2, ...R} (5.7)

where yi = 1 if BBU i is used, xi j = 1 if r j is associated to BBU i. To find the optimal

solution, first the bin packing problem is divided into subproblems and find the optimal

solution for each. Then, the optimum solution is found by taking the best among all

[160].
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5.3 Coverage Probability

In this section, the coverage probability is presented, which is the probability that a user

located in a defined cell area has an SINR greater than a predefined threshold SINR (TC).

It is also equivalent to the complementary cumulative distribution function (CCDF) of

the SINR.

C (Tc) = P(SINR > TC) (5.8)

Coverage is a critical metric to consider as it is a measure of link reliability and it can

give insight into the cell edge user and overall cell QoS. The coverage probability of the

suggested mmw HC-RAN system can be given by the following equation:

CHC−RAN(Tc) = AR CRmmw(Tc)+AM CMµw(Tc) (5.9)

or

CHC−RAN =

 ⋃
j∈{R,M}

A j P (γk ji
> TC)

 (5.10)

where, Ammw and Aµw are the association probabilities of mmw and µw users,

respectively. Cmmw and Cµw are the coverage probabilities of mmw and µw users,

respectively, which are conditioned on users’ association to the specific tier.

5.4 Rate Coverage Probability

The above mentioned coverage probability reflects the proximity effect, i.e. the (UE−

MBS\RRHs) association, but it does not capture the rate achieved by the associated user.

In an open access scheme, a UE is considered within rate coverage, if its downlink rate is

greater than a target threshold. If the predefined threshold rate is denoted as (Tr), then

the rate coverage is given by the following:

R(Tr) = P(R > Tr) (5.11)
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The rate achieved by user k is given by:

R(k ji) = log2(1+ γk ji), j ∈ {R,M} (5.12)

The rate coverage for the suggested system according to the total probability law is

given by:

RHC−RAN = ARRRmmw +AMRMµw (5.13)

where, RRmmw and RMµw are rate coverages that are conditioned on users association

to the specific tier. Open access is assumed where users are allowed to access µw or

mmw BSs. The rate coverage can also be given as follows:

RHC−RAN =

 ⋃
j∈{R,M}

A j P(log2(1+γk ji
)>Tr)

=

 ⋃
j∈{R,M}

A j P((γk ji
)> (2Tr−1)


(5.14)

5.5 Optimising the Small Cells Size

For further investigation into the impact of the suggested scheme on the system per-

formance, an optimisation problem is formulated to find the optimum small cells radii

that give the maximum average cell rate and the best rate coverage probability as an

indicator for a good QoS. The optimisation results are compared to the suggested system

to consolidate it.

The number of small mmw cells is assumed to be R and their radii are denoted as rmm,

which defines the size of edge area. Now, a problem for finding the optimum mmw cells’

radii is presented, i.e. the size of mmw edge cell to achieve the highest overall average

cell rate and cell rate coverage, which is defined as:

rmm = arg max (E[RHC−RAN(rmm)]) , rmm > 0 (5.15)

where:
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E[RHC−RAN(rmm)]=
1
K

 R

∑
n=1

kmmr

∑
i=1

Bmm log2(1+ γkni)+
kM

∑
i=1

Bµw log2(1+ γkmi)

 (5.16)

where, kmmr is the number of users served by mmw RRH r and km is the number in

the cell centre area served by MBS m. For each given value of rmmn, the value of the

average macrocell rate is computed as the edge area served by the mmw cell increase with

larger rmm value. Finding the optimum value of mmw cell size that gives the maximum

average rate is achieved by maximising eq. 5.16. As mentioned earlier, the rate coverage

is an important metric that gives insight about the edge users’ QoS. The problem to find

the mmw small cell radii to achieve the highest rate coverage is defined in eq. 5.15

where, RHC−RAN is presented in eq. 5.14. For each value of rmm in this problem there

is a different value of the rate coverage, these values are sorted and the rmm gives highest

value, which is adopted as the optimum radius for the mmw small cells.

5.6 Computational Results and Performance Analysis

Consider a two-tier mmw HC-RAN system comprising nineteen hexagonal MBSs as the

first tier, and overlaid by mmw small BSs placed at centre points on the macrocell edge

area as the second tier. The cell area is divided into two spaces: inner region and an outer

region. The inner area is served by a traditional BS using standard µw LTE-A band and

the edge area is served using mmw RRHs with a 28 GHz frequency band for cellular

access. The suggested scheme is based on the legacy SFR technique for interference

mitigation and improving the cell edge users’ rate and coverage. The proposed scheme

enhances the over all cell rate and coverage rather than just the edge area. The system

architecture is simulated using the MATLAB programme and system performance is

validated using Monte Carlo analysis. To examine the proposed system performance,

different metrics have been calculated with the simulation parameters listed in Table.5.1.
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Table 5.1 Simulation parameters

Parameter Value
Macro cell’s radius (rM) and small

cells’ radius (rmm) 500 m, 125m
Macro cell and small cells’ carrier frequency 2 GHz, 28 GHz

PM, PR 46dBm, 30dBm
δM,δmmL ,δmmn . 3, 4, 2

Noise power density -174 dBm/Hz

5.6.1 Coverage Probability Comparison

First, the coverage probability of an mmw HC-RAN network applying the suggested

scheme is analysed. In order to verify the performance improvement realised by adopting

this scheme, it is compared to the coverage probability of the mmw HC-RAN network

with the same of number randomly deployed mmw RRHs and same network set up.

Furthermore, it is compared to the traditional system applying the universal Frequency

Reuse (UFR) and SFR schemes with reuse factor of 3. The coverage probability is

affected by various system parameters, such as the SINR threshold and the number of the

mmw RRHs. Fig. 5.3 presents the obtained numerical simulation results for coverage

probability (i.e. the CCDF of TC) of a macrocell for different configuration schemes with

the same number of users. The coverage probability changes with different values of TC,

and converges at higher values of TC for all the scenarios. It is observed from Fig. 5.3

that there is a clear improvement in the coverage probability over the whole cell area for

HC-RAN when applying the suggested scheme compared to the other schemes.

For example, at TC=-10db, when the suggested scheme is applied for HC-RAN,

99% of users are covered compared to 97%, 95% and 87% when applying the randomly

located mmw RRHs, SFR and UFR schemes, respectively. At higher TC values, for

example 10dB, the average fraction of covered users drops to 60% for the proposed

scheme compared to 40%, 35% and 30% for SFR, randomly distributed RRHs and UFR

schemes, respectively, which gives a coverage gain of (20%-30%) for the proposed

scheme over the other schemes.

The density of the mmw RRHs also affects the total coverage probability. Fig. 5.3

also reveals that a higher coverage probability is obtained when a higher number and
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smaller size of mmw cells are used to serve the cell edge area compared to a lesser number

and bigger size mmw cells (20% average coverage gain for the proposed scheme with 12

mmw RRHs and a small cell radii of 125m compared to 6 mmw RRHs and a 250m small

cells radii). This is because at lower RRH density the average distance between the UE

and the serving RRH is larger, which means considerably higher path losses and a lower

received signal for the mmw links. Consequently, there is lower received SNR for users

served by mmw RRHs and lower total coverage probability. However, even with less

density of mmw RRHs, the proposed scheme still delivers higher coverage probability

than the other schemes, as shown in Fig. 5.3.
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Fig. 5.2 Comparison scenarios
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5.6.2 Rate Coverage Probability Comparison and Throughput Cal-
culation

As discussed above, the rate coverage is the probability that the achieved data rate is

higher than a threshold value Tr. Rate coverage is considered as a QoS indicator that

means how many users are satisfied with their QoS. Its probability varies with Tr values

and it decreases as the Tr value increases. It is observed from Fig. 5.4 that with HC-RAN

applying the proposed scheme there is considerably higher rate coverage than for the

other schemes for the same network set up. Specifically, the average gain in rate coverage

is 48%, 37% and 33% compared to SFR, UFR, HC-RAN with randomly distributed

mmw RRHs, respectively. The best total rate coverage is experienced when adopting the

proposed scheme, even for lower RRH density , which comes from the higher available

bandwidth and higher received SINR values as the interference levels are reduced, as

shown in Fig. 5.8.

 

Fig. 5.3 Coverage probability comparison of the proposed system with others scenarios

For instance, an average rate coverage probability gain of 10% is obtained when 12

mmw RRHs are used to serve the cell edge area compared to 6 mmw RRHs for the same

macrocell area and network set up. Furthermore, for Tr values lower than 0.3 bits/sec/Hz,

the total rate coverage is higher when using SFR than UFR, but it drops for Tr values
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Fig. 5.4 Proposed system rate coverage probability comparison with other scenarios

higher than 0.3 bits/sec/Hz for the same network set up. This is because when using SFR,

lower achievable rate is obtained, as available bandwidth is divided between the cell edge

and centre areas.

Furthermore, to have more insight about the network performance, the average users

throughput has been calculated for different users densities. The demand di of RRHi

is the sum of users demand associated with RRHi. The end users’ different data rates

are proposed based on 3GPP standard simulation parameters, which are 4-25 kbps for

audio, 32-384 kbps for video, 28.8 kbps for data, and 60 kbps for real-time gaming

services[142].

5.6.3 Optimum Small Cell Radius

As illustrated earlier in section 5.5, the size of the small cells used to cover the cell edge

also has an impact on the system performance, as the radii of the small cells define the

size of the edge area served by the mmw band. Fig. 5.5 shows the small cells size impact

on the total coverage probability for Tc values between-10dB and 30dB. It is clear from

the figure, that as the small cells’ radii increase the average probability of coverage also

increases. Furthermore, the curve reveals that the optimum small cells radii that gives the



5.6 Computational Results and Performance Analysis 115

 

Fig. 5.5 Small cells’ radii versus average coverage probability for Tc values (from-10dB
to 20dB)

 

Fig. 5.6 Small cells’ radii effect on the average rate coverage probability for Tr values of
(0-2.5) bps/Hz

highest average probability of coverage is 0.125Km, which validates the assumption made

for the system configuration of the proposed scheme. Fig. 5.6 demonstrates the impact of

small cell size on the rate coverage probability. The figure also illustrates that the rate

coverage increases proportionally with an increase in small cells’ radii. Furthermore, the
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Fig. 5.7 Average user rate bps/Hz

maximum average rate coverage is obtained at small cells’ radii of 0.125Km. Moreover,

the average rate per user trend as a function of mmw cells’ radii is presented in Fig. 5.7,

which shows that as the radii increase the average rate increases. Also, as shown in Fig.

5.5 and Fig. 5.6 the SINR coverage and the rate coverage increases with the increase in

the small cells’ radii.

Finally, the effect of interference on the HC-RAN network when applying the pro-

posed scheme is investigated as a function of the edge area size, which is represented

by small cells’ radii. When observing Fig. 5.8, it is clear that the total interference

level drastically decrease when adopting the proposed scheme. Furthermore, It is still

evident from the figure that the optimum small cells radii that gives minimum aggregated

interference for the macrocell users is 0.125Km, which is the same small cells’ radii that

deliver the best coverage and rate.

Furthermore, to have more insight about the network performance, the average users

throughput has been calculated for different users densities. The demand di of RRHi is

the sum of users demand associated with RRHi. The end users’ different data rates are

proposed based on 3GPP standard simulation parameters, which are 4-25 kbps for audio,
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Fig. 5.8 Aggregated users’ interference

32-384 kbps for video, 28.8 kbps for data, and 60 kbps for real-time gaming services[142].

The users are normally distributed and each user’s physical resource block demand is

equal to the ratio of requested data rate to the achievable data rate as shown previously.

The average network throughput has been compared for two schedulers (Proportional

Fair (PF) and Round Robin (RR) ). As shown in Fig. 5.9, there is a noticeable increase in

the average network throughput using the proposed scheme compared to the conventional

network with UFR. For both scenarios, using PF scheduler improved the average network

throughput compared to RR scheduler as PF guarantees minimum service to each user

regardless the SINR value.
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5.7 Summary

The 5G is going to first be deployed in Non-Stand Alone mode (NSA) working together

with the existing LTE-A. In this study, a scheme for mmw HC-RAN system has been

proposed for the early stages of 5G deployment. This scheme is aimed at exploiting

the mmw frequency properties of wide band and short range to alleviate the cell edge

problems of a poor received signal and high interference. In this scheme, the cell area

is divided into two spaces as in the traditional SFR technique, a centre area served by

a conventional µW base station and an edge area served by a mmw band by deploying

RRHs in a wrap around model. The coverage and rate trend for the proposed scheme

have been investigated. The impact of small cells size has also been probed, as it defines

the size of edge area. Also, the average network for the suggested scheme using both

PF and RR schedulers has been inspected and compared the traditional system. The

simulation results show that the proposed scheme achieves higher coverage probability

and rate coverage compared to the SFR and UFR schemes. Moreover, it dramatically

reduces the interference level at the cell, whilst creating an edge area with high user rate

and no interference by suggesting RRHs clustering algorithm.



Chapter 6
Conclusion and Future work

This chapter completes the thesis by summarising the main contributions in section 6.1.

Also, some ideas about open research issues for future work are presented in section 6.2.

The tremendous growth of wireless communication systems plus the emerging ap-

plications that have high capacity requirements, have brought forward the need for a

larger spectrum. This requirement leads to the call for research on increasing band width

efficiency and exploiting higher frequency bands for cellular access. The future aims

have been outlined by the international telecommunication union (ITU) for international

mobile telecommunications in the next generation 5G usage scenarios, which are eMBB,

URLLC and mMTC.

To this end, this work combines some of the significant 5G enabling technologies to

achieve high capacity system without sacrificing the network energy efficiency. This is

by a exploiting self-optimised feature in C-RAN architecture to introduce a network that

adapt to the variable capacity demand efficiently.

6.1 Conclusion

For this thesis, several 5G enabling technologies have been combined, which are C-RAN

flexible architecture, operation in the mmwave band and the self-optimising feature of

SON to enhance the QoS. The main contributions of this research are as follows.

In Chapter 2, there was an overview about the fundamentals of the technologies that

has been used in this thesis, such as C-RAN, self-organising networks (SON) and the
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fifth generation wireless access technology New Radio (NR).

In Chapter 3, an algorithm that exploits the capacity routing characteristic of C-RAN

was proposed to scale the capacity of the network based on the traffic demand. The

algorithm is based on the concept of cell differentiation and integration. The network load

is monitored after a time cycle and at low traffic conditions the macrocell area is served by

high power base station. When the traffic load increases to past the macrocells capacity

resource limit, the macrocell geographical area is differentiated into small cells to increase

the bandwidth efficiency. In addition, these small cells can be further differentiated into

smaller cells to satisfy any capacity shortage. The BBU-RRH association is dynamically

optimised to enhance the overall QoS. RRH clustering is formulated as optimisation

problem, whereas the QoS fitness function is the linear sum of multi-objective functions,

which target maximisation of average network load and load fairness-index, while at the

same time minimising the number of handovers during the BBUs-RRHs re-association.

A SON algorithm installed in the BBU cloud is responsible for the cell differentiation and

integration as well as performing the dynamic RRH clustering. A tool from AI known as

an evolutionary algorithm, specifically Particle Swarm Optimisation (PSO), which has

been widely used to solve self-optimising problems in LTE, is used to solve the optimi-

sation problem. The CDI enabled C-RAN shows notable improvement in throughput

and a significant reduction in the number of blocked users. Furthermore, a power model

has been developed to estimate the power consumption by the C-RAN architecture. The

obtained results show that the CDI-enabled C-RAN delivers considerable power saving

compared to fixed C-RAN.

In Chapter 4, mm wave operation for small cells access has been tested for the CDI

enabled C-RAN. The 5G NR mmw band frequency range2 FR2 operation was investi-

gated. Furthermore, two evolutionary algorithms, namely a GA and DPSO, were used to

solve the BBU-RRH association optimisation problem. A complexity comparison was

made between the two algorithms. An order of magnitude increase in the average network
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throughput was observed without sacrificing the overall energy efficiency of the network.

Moreover, the average number of blocked users is notably decreased. This network

performance showing significant improvement without energy efficiency deterioration is

owing to the adoption of s self-optimising feature plus the inter operation between the

µW band and the wide band mm wave frequency.

Finally, in Chapter 5, a scheme for a 5G early deployment NSA scenario, which

also benefits from the self-optimisation feature of SON, was introduced for interference

mitigation in a wireless network. 5G in its preliminary stages is going to coexist with

LTE-A using the same infrastructure in a NSA scenario. However, since LTE-A uses

unity frequency reuse, the problem of interference is affecting the edge area throughput,

which reaches one tenth of the peak throughput. The proposed scheme to address this

was inspired by soft frequency reuse SFR scheme, where the cell area is divided into two

spaces: inner region and outer region. Each region is served by a different frequency

band, with the 5G mm wave small cell for cellular access being deployed in the edge area

to reduce interference and increase throughput. There is a considerable enhancement

in coverage and rate of the network when applying proposed scheme compared with

the traditional SFR scheme and a randomly deployed mm wave small cells in HC-RAN

system.

To sum up, the added SON features to the C-RAN architecture can achieve efficient

resource utilisation and also increases the system capacity by increasing available spec-

trum efficiency while maintaining high QoS. Furthermore, the proposed algorithm is

shown to achieve optimum solution when using NR FR2 and small LTE-A networks.

It reaches near optimum for the LTE-A spectrum in the case of large networks. This

consolidates the proposed notion of the benefits of SON in C-RAN.
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6.2 Future Research Directions

This section presents some future directions to extend the work in this thesis.

The proposed CDI SON algorithm must be executed in a few milliseconds to adapt to

load and channel variations, which is particularly important for proactive performance

of the network. Regarding which, the CDI execution time involves collecting KPIs, exe-

cuting the SON algorithm and the time for realising the new configuration by switching

and remapping the BBUs and RRHs.For this reason, to save the execution a mobility

prediction algorithm, such as a Markov chain for mobility prediction, is necessary for

predicting the next time interval load to find BBU-RRH allocation and gainful resource

optimisation. Furthermore, a tool from stochastic geometry could be used to calculate the

average SINR and throughput of the network to give more insight into the lower bound

system performance instead of time consuming Monte-Carlo analysis.

The high capacity requirements of 5G use cases, which are eMBB, URLLC and mMTC,

will also impose high capacity demands on the fronthaul. For this reason, the front haul

capacity could be one of the constraints in designing the SON algorithms, especially the

centralised ones. Moreover, to alleviate the load the fronthaul, functional split between

the BBUs and RRHs could be optimised based on the use case scenario as well as capacity

and time delay requirements.

Similarly, massive traffic is expected on the backhaul between BBU pools and core

network due to the 5G requirement. This load could be beyond the BBU or backhaul

capacity. Consequently, load distribution between the BBU pools could be considered as

an optimisation problem with backhaul capacity and delay constraints.

CoMP is an appealing technique for increasing capacity and reducing interference

through joint transmission or coordinated beamforming/scheduling. That is, these CoMP

features could be utilised to extend the work carries out for the current study. Since

the CoMP requires multi RRHs communicating with UE, the RRH clustering proximity

constraint could pave the way for integrating CoMP communication in future work.
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For the H-CRAN in Chapter 5, a transmission power control for each small cell

could be taken as an optimisation problem. In addition, the study of optimal cell bi-

asing for different parameter settings of the network is another possible research direction.
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