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Abstract

This thesis presents a search for the production of a single top quark in

associationwith aZ0 boson in the dileptonic decay channel as predicted by the

Standard Model. The search uses 77.8 fb−1 of data from √𝑠 = 13 TeV proton–

proton collisions collected by the Compact Muon Solenoid experiment at the

Large Hadron Collider during the 2016–2017 data-taking period. The search

identified events containing a Z0 boson decay by requiring two opposite-

sign same-flavour electrons or muons in the final state with invariant mass

compatible with the nominal Z0 boson mass. Products of the top quark decay

were identified using techniques developed to identify jets originating from

bottom quarks and searching for a jet pair with invariant mass compatible

with the W± boson mass.

Machine learning techniques were used to further discriminate the signal

process from background events. A study was carried out, comparing the

performance of boosted decision trees with hyperparameters optimised using

a Gaussian process and multi-layer perceptrons on this problem. The boosted

decision trees were found to outperform the multi-layer perceptrons.

A signal strength of ̂𝑟 = 6.52+2.30−2.05 was observed, where ̂𝑟 = 1.0 corresponds

to the Standard Model expectation. The corresponding observed (expected)

significance is 3.12𝜎 (0.48𝜎).
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Chapter 1

Introduction

In all things of nature there is
something of the marvellous.

Aristotle

I
t was Leucippus, according to Aristotle, who first promoted atom-

ism in the Western canon [1]. The sage Aruni had espoused similar

ideas in India c. 800 BCE, three centuries prior [2]. The concept

behind atomism is simple and, in the modern day, familiar: the mac-

roscopic world with which we interact every day is underpinned by

a microscopic world of imperceptibly small, indivisible atoms—the fundamental

building blocks of everything. Of course, the atom of early atomism with its infin-

ite possible shapes and sizes was not the atom of Dalton, where each element

consisted of an atom of a unique type. Nor was, as Thomson would find in his

investigations into cathode rays in 1897 [3], the atom itself fundamental. There ex-

isted a smaller unit: the electron. Rutherford would observe that these electrons

orbited a dense nucleus containing a positively charged particle: the proton [4].

Later, the remaining component of the nucleus, the uncharged neutron, would

be observed by Chadwick [5]. Over time, further fundamental particles were

discovered. The muon in 1937 [6]. The electron neutrino in 1956 [7]. The muon

neutrino in 1962 [8]. In 1969 the atom itself was further divided: not only did the

nucleus consist of protons and neutrons, but protons and neutrons themselves con-

tained indivisible point particles [9, 10]. These were later dubbed the up and down

quark. By the discovery of the τ lepton in 1975 [11], a truly remarkable theory was

in development. A theory that could unite the expanding particle zoo, codifying

their relationships and interactions via the fundamental electromagnetic, strong nuc-
lear, and weak nuclear forces. Today, we know this theory as the Standard Model
(SM).

1
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An impressive predictive power—such as the foretelling the discovery of the

W± bosons (1983) [12], Z0 boson (1983) [12], and tau neutrino (2000) [13]—cemented

the Standard Model as the standard model of modern particle physics. But, as the

field developed, it became clear that the SM could not be a complete theory of

matter. Where was the mechanism of gravity? Why is there so little antimatter in

the Universe? What is dark matter? These are all open questions to which the SM

provides no answer. Paradoxically, the predictive power of the SM never seemed to

falter, its arguably crowing achievement arriving in 2012 when the Compact Muon
Solenoid (CMS) and A Toroidal LHC Apparatus (ATLAS) experiments discovered

the long-theorised Higgs Boson [14, 15]. An overarching goal of particle physics

today is therefore to find where the predictions of the SM are amiss and in doing

so understand the shape of the physics that lies beyond it. A physics in which

the four fundamental forces can be unified, the matter–antimatter asymmetry is

justified, and the ingredients of dark matter are known. Fortunately, in a 27 km
tunnel below the Franco–Swiss countryside, particle physics has a powerful ally in

this quest. The most powerful and luminous particle accelerator ever constructed:

the Large Hadron Collider (LHC). The base of the aforementioned CMS and ATLAS

experiments, the LHC allows the investigation of energy scales where divergence

from the SM due to beyond the Standard Model (BSM) physics may be observable.

Particle physics is a broad field, and so the question naturally arises of where efforts

to discover these divergences are best served. A compelling candidate, upon which

this thesis will focus, lies in an as-yet unmentioned element of the SM: the top

quark.

The cynosure of the top quark is its mass; at 173.0 ± 0.4 GeV [16] it is the most

massive particle in the SM. This grants the top quark some unique properties.

Chiefly, unlike the other quarks, the top quark cannot form hadrons as its lifetime

is shorter than the time scale of the hadronisation process. The properties of the

top quark can, consequently, be probed more directly than other quarks. This thesis

explores a rare process involving the top quark predicted by the SM: single top

production in association with a Z0 boson (tZq). The tZq process is sensitive not

only to the couplings of the top quark, but also the couplings between the Z0 and

W± bosons, making an excellent probe of SM predictions in these sectors.

A search for the tZq process in the dilepton channel—i.e. following a leptonic

decay of the Z0 boson and a hadronic decay of the W± boson produced by the de-

caying top quark—at the CMS experiment is presented. Chapter 2 explores in more

detail the SM and top physics specifically. Chapter 3 provides background on the

machine learning techniques used in the analysis to extract the tZq signal. The

LHC and CMS detector are described in Chapter 4. Chapters 5 and 6 describe the
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reconstruction and simulation of proton–proton collisions at the CMS detector,

and Chapter 7 the selection procedure applied to these events in the tZq analysis.

Sources of systematic uncertainty are covered in Chapter 8. Chapter 9 presents the

results of the analysis, these are discussed and summarised in Chapter 10.



Chapter 2

Physics Theory

There is a theory which states that
if ever anyone discovers exactly
what the Universe is for and why it
is here, it will instantly disappear
and be replaced by something even
more bizarre and inexplicable.

There is another theory which
states that this has already
happened.

Douglas Adams

Modern particle physics theory today centres around the Standard Model. This

chapter explores this model, both its practical effects and mathematical underpin-

nings, as well as its known limitations. This concludes with a more in-depth look

at the physics of the top quark.

Throughout this thesis a combined system of natural and Heaviside–Lorentz

units are used [17]. In this convention, the speed of light, 𝑐; the reduced Planck

constant, ℏ; the Boltzmann constant, 𝑘B; the permittivity of free space, 𝜀0; and the

permeability of free space, 𝜇0, are all set to unity.

This chapter will make use of the notation defined in Appendices A.1 and A.2.

2.1 The Standard Model

Today, the Standard Model (SM) is the accepted theory describing particle physics.

It describes of the known elementary particles in the Universe, their interactions

via three of the four fundamental forces, and has repeatedly stood up to experiment.

4
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The SM is not without its flaws—examined further in § 2.1.5—but still provides an

unrivalled understanding of the fundamental nature of the Universe.

The fundamental particles in the SM are presented in Figure 2.1. There are six

quarks and six leptons (plus their twelve corresponding antiparticles), divided into

three generations of increasing mass¹. The first generation are the building blocks

of all stable matter in the known Universe. In addition to the fermions, there are

the gauge bosons that mediate the fundamental forces: the electromagnetic force

is mediated by photons (γ), the weak force by the W± and Z0 bosons (hereafter

referred to as the W and Z bosons), and the strong force by gluons (g). Finally,

there is the Higgs boson (H), a minimal excitation of the Higgs field through which

particles acquire mass (see § 2.1.3).

To each particle in the SM the charge conjugation transformation, C, can be

applied, which replaces a particle with its antiparticle. Each fermion has an

antiparticle partner², the W+ and W− bosons are antiparticle partners, and the

remaining particles in the SM are their own antiparticles. If a particle meets it

own antiparticle they will annihilate each other, releasing energy equal to their

combined mass (within a window allowed by the Heisenberg uncertainty principle,

discussed in § 2.1.3). Antiparticles have the same mass as their partners but oppos-

ite electric charge.

In this thesis, referring to a particle implicitly refers to both itself and its anti-

particle partner; for example, the ‘t’ in ‘tZq’ accounts for t and ̄t. The exceptions

to this are where explicitly stated, where antiparticles are referred to explicitly

in a formula (e.g. ‘t ̄t’), and where charge is specified (e.g. ‘W+’, ‘e−’). Similarly,

‘electron’ will be used as a shorthand for ‘electron or positron’. Finally, ‘lepton’

will be used to refer to electrons or muons but with the exclusion of the tau lepton

and neutrinos (unless explicitly stated otherwise).

2.1.1 Fermions and Bosons

The difference between fermions and bosons is manifested in spin. Spin, 𝑺, is an
intrinsic property of all elementary particles akin to classical angular momentum.

The magnitude of 𝑺 is described by the spin quantum number, 𝑠:

|𝑺| = √𝑠(𝑠 + 1) 𝑠 ∈ ℕ
2
; (2.1)

where for bosons 𝑠 ∈ ℕ and for fermions 𝑠 ∈ ℕ + 1
2 . The consequences of this

can be understood through their representations in quantum theory. A system of

¹In the neutrino sector it is not yet known if the generations follow a normal or inverted
hierarchy.

²Neutrinos may be their own antiparticle partner [18].
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𝑛 particles can be described by a wavefunction

𝜓 = 𝜓(𝑥1, 𝑥2, …, 𝑥𝑛). (2.2)

The spin-statistics theorem [20] states that if 𝑥𝑖 are particles with integer 𝑠 (i.e.
bosons), swapping two particles in the system will have no effect on the wavefunc-

tion:

𝜓(𝑥1, 𝑥2, …, 𝑥𝑛) = 𝜓(𝑥2, 𝑥1, …, 𝑥𝑛). (2.3)

However, if 𝑥𝑖 are fermions

𝜓(𝑥1, 𝑥2, …, 𝑥𝑛) = −𝜓(𝑥2, 𝑥1, …, 𝑥𝑛). (2.4)

From this it can be observed that if two fermions have the same quantum state,

𝑥1 = 𝑥2 = 𝑥′, then

𝜓(𝑥′, 𝑥′, 𝑥3, …, 𝑥𝑛) = −𝜓(𝑥′, 𝑥′, 𝑥3, …, 𝑥𝑛) (2.5)

⇒ 𝜓 = 0. (2.6)

This necessitates the Pauli exclusion principle [20], which forbids two fermions

from possessing the same quantum state. Bosons suffer no such restriction and

consequently the energy distributions of fermions and bosons in systems are de-

scribed using two different statistical models: Bose–Einstein statistics for bosons

and Fermi–Dirac statistics for fermions [21].

2.1.2 Gauge Theory

Gauge theories operate on the Lagrangian of a system,

𝐿 = 𝑇 − 𝑉 , (2.7)

where 𝑇 is the system’s kinetic energy and 𝑉 the system’s potential energy [21].

A gauge theory is formed by requiring the Lagrangian to be invariant under local

transformations (transformations with a dependence on the spacetime coordin-

ate [22]).

A simple example is the Lagrangian field density, ℒ, of a fermion field [22]

ℒ = ̄𝜓 (𝑥)(i/∂ − 𝑚)𝜓(𝑥) (2.8)

when requiring that it is invariant under the introduction of a spacetime dependent

arbitrary phase

𝜓 ↦ 𝜓 ′ = e−i𝑓 (𝑥)𝜓 . (2.9)

This is consistent with our understanding of wavefunctions: such changes of

phase should be unobservable as only alterations of the magnitude should alter the

probability density, |𝜓 |2.
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A gauge theory is defined by a Lie group describing the transformations the

Lagrangian should be invariant under, known as the gauge group. A group is

defined by an underlying set, 𝐺, and a binary operator (the group law), ∘, denoted
as (𝐺, ∘). These form a group if and only if the four group axioms are satisfied:

Closure ∀𝑎, 𝑏 ∈ 𝐺, 𝑎 ∘ 𝑏 ∈ 𝐺 (2.10)

Associativity ∀𝑎, 𝑏, 𝑐 ∈ 𝐺, (𝑎 ∘ 𝑏) ∘ 𝑐 = 𝑎 ∘ (𝑏 ∘ 𝑐) (2.11)

Identity ∃𝑒 ∈ 𝐺 ∶ ∀𝑎 ∈ 𝐺, 𝑒 ∘ 𝑎 = 𝑎 ∘ 𝑒 = 𝑎 (2.12)

Inverse ∃𝑎−1 ∈ 𝐺 ∶ ∀𝑎 ∈ 𝐺, 𝑎−1 ∘ 𝑎 = 𝑎 ∘ 𝑎−1 = 𝑒. (2.13)

If and only if a fifth axiom,

Commutativity ∀𝑎, 𝑏 ∈ 𝐺, 𝑎 ∘ 𝑏 = 𝑏 ∘ 𝑎 (2.14)

is satisfied, the group is said to be Abelian [22]. Furthermore, to qualify as a Lie

group 𝐺 must be a differentiable manifold, satisfied if and only if the members of

𝐺 can be described by a finite set of real parameters. An example of a Lie group is the

set of all real invertible 2 × 2 matrices under multiplication: this satisfies the group

axioms and every matrix can be described by four continuous real parameters. The

arbitrary phase e−i𝑓 (𝑥) introduced in Equation 2.9 is a group under multiplication,

known as U(1) [23].
A group can defined by a generating set. generating set, 𝑆, of a group (𝐺, ∘) is

a subset of 𝐺 such that any element in 𝐺 can be expressed as a finite series of

combinations under the group law of elements in 𝑆 and their inverses [24]. To

demonstrate, a generating set of the group (ℤ, +) is {1} as every integer can be

represented as either a sum of 1s or−1s (where−1 is the inverse of 1 under addition).
When discussing gauge theories, it is usually helpful to only study generating sets

of minimal cardinality and so this will be assumed henceforth.

Two groups, e.g. (𝐺, ∘) and (𝐻 , ∙), can be combined into a new group through

the direct product operation, ×:

𝐺 × 𝐻 = ({(𝑔, ℎ) ∶ 𝑔 ∈ 𝐺, ℎ ∈ 𝐻}, ∗) (2.15)

where

(𝑔, ℎ) ∗ (𝑔′, ℎ′) = (𝑔 ∘ 𝑔′, ℎ ∙ ℎ′). (2.16)

This can be used to represent the gauge group of a gauge theory in which ℒ must

be invariant under multiple transformations [22].
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Unmodified, the Lagrangian field density in Equation 2.8 does not remain invari-

ant under a phase shift:

ℒ ↦ ℒ′ = ℒ + ̄𝜓 (i/∂𝑓 (𝑥)) 𝜓 (𝑥) (2.17)

To enforce invariance a gauge field, 𝐴𝜇, must be added to ℒ, transforming as

𝐴𝜇 ↦ 𝐴′
𝜇 = 𝐴𝜇(𝑥) +

1
𝑔
∂𝜇𝑓 (𝑥) (2.18)

where 𝑔 is a constant gauge coupling parameter. This field can be implanted into

Equation 2.8 using the gauge covariant derivative, 𝐷𝜇 [22]:

𝐷𝜇 = ∂𝜇 − i𝑔𝐴𝜇 (2.19)

ℒ = ̄𝜓 (𝑥)(i /𝐷 − 𝑚)𝜓(𝑥). (2.20)

Modifying ℒ in this way introduces a new interaction, which can be interpreted as

the fermions represented by 𝜓 interacting with minimal excitations of the𝐴𝜇 vector

field. These excitations are the force mediating bosons.

Finally, a term describing the field itself is added to ℒ. This takes the form
1
4𝐹𝜇𝜈𝐹

𝜇𝜈 where [22]

𝐹 𝑎𝜇𝜈 = ∂𝜇𝐴
𝑎
𝜈 + ∂𝜈𝐴

𝑎
𝜇 + 𝑔𝑓𝑎𝑏

𝑐𝐴𝑏
𝜇𝐴

𝑐
𝜈 (2.21)

is the field strength tensor. The structure constants, 𝑓𝑎𝑏
𝑐, are defined by

𝑇𝑎𝑇𝑏 − 𝑇𝑏𝑇𝑎 = ∑
𝑐
𝑓𝑎𝑏

𝑐𝑇𝑐 (2.22)

where 𝑇𝑖 are members of the generating set of the Lie group. For each generator

there is a gauge boson. The U(1) group has only one generator and is Abelian,

ergo the single structure constant is zero. Equation 2.21 can therefore be rewrit-

ten as

𝐹𝜇𝜈 = ∂𝜇𝐴𝜈 + ∂𝜈𝐴𝜇. (2.23)

The U(1) symmetry introduced here is the origin of the electromagnetic force;

the introduced vector field, 𝐴𝜇, is the electromagnetic four-potential 𝐴𝜇 = (𝑉 , 𝑨)
associated with a single gauge boson, the photon; and the field strength tensor

𝐹𝜇𝜈 encodes Maxwell’s equations and correctly predicts that photons do not self-

interact. Moreover, Noether’s first theorem states that for every differentiable local

symmetry there exists a conserved current [25]. In the case of the U(1) symmetry

of electromagnetism, this is the electric charge, 𝑞.
The power of gauge theories should now be self-evident: electromagnetism has

been composed purely from the requirement that ℒ should be invariant under

a spacetime dependent phase shift of 𝜓. Gauge theories applied to the description

of quantum fields are known as quantum field theories (QFTs). The SM itself is

a gauge theory with a gauge group of SU(3) × SU(2) × U(1) acting on:
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• fermion fields, 𝜓

• electroweak boson fields, 𝑊1, 𝑊2, 𝑊3, and 𝐵

• the gluon field, 𝐺𝑎

• the Higgs field, 𝜙

where SU(𝑛) is the Lie group of 𝑛 × 𝑛 matrices with unit determinant [22].

2.1.3 Electroweak Theory

Quantum electrodynamics

As previously described, the electromagnetic interaction is a gauge theory with

a U(1) symmetry. This Abelian gauge theory is known as quantum electrodynamics
(QED) and describes a force mediated by massless, chargeless, non–self-interacting

bosons (photons) that preserves electric charge. As photons are massless, the

electromagnetic force has an unlimited range. The intrinsic strength of the electro-

magnetic force is given by the fine structure constant, 𝛼 = 𝑒2
4π = 7.30 × 10−3 [16] at

zero energy. This is related to the gauge coupling parameter by

𝛼 =
𝑔2

4π
. (2.24)

Measures of intrinsic strength can be constructed similarly for other QFTs.

Heisenberg’s uncertainty principle sets an insuperable limit on the precision

to which certain properties of a particle can be simultaneously measured. One

possible statement of this fundamental law is [26]

Δ𝐸Δ𝑡 > 1
2
, (2.25)

permitting the creation of ephemeral virtual particle–antiparticle pairs in the va-

cuum. The fields of virtual e+e−pairs created in this way interact with those of real

particles, causing the vacuum to act as a dielectric medium. This effectively screens

the bare charges of particles, with closer charges experiencing less screening. This

is known as the running of 𝛼, where 𝛼 increases with charge proximity and hence

energy scale [18].

Quantum flavourdynamics

The QFT describing the weak force, sometimes referred to as quantum flavourdy-
namics (QFD), is based on an SU(2) symmetry. The weak force acts on fermions

and couples to the projection of weak isospin along the 𝑧 axis, 𝑇3 [22].
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Chirality determines the value of 𝑇3 for a fermion. A spinor field can be decom-

posed into its left-handed, 𝜓L, and right-handed, 𝜓R, components by [22]

𝜓L = 1
2
(1 − 𝛾 5) 𝜓 𝜓R = 1

2
(1 + 𝛾 5) 𝜓 . (2.26)

Left-handed fermions have 𝑇3 = ±1
2 , while right-handed fermions have 𝑇3 = 0 (and

vice versa for antifermions), so only the former can couple toW± bosons (𝑇3 = ±1).
All fermions couple to the Z boson (𝑇3 = 0). The preference shown for certain

chiralities by the weak nuclear force allows it to violate P symmetry: i.e. a system

transformed under the parity transformation,

P ∶ 𝒓 ↦ −𝒓, (2.27)

behaves differentlywith respect toweak interactions as the chralities of the particles

involved are inverted [27]. Uniquely among the fundamental forces, the weak force

is capable—via couplings to the W boson only—of changing the flavour of a quark.

The mediating W and Z bosons of the weak force are massive, and so its range

must be limited as a consequence of the uncertainty principle (Equation 2.25). The

coupling constant of the weak nuclear force, 𝛼w, is ∼10
−6 at ∼1GeV [28].

Electroweak unification and the Higgs mechanism

Electroweak theory (EWT) is a gauge theory that describes both the electromagnetic

and weak forces with a SU(2) × U(1) group symmetry [29, 30, 31]. It supposes that

the weak and electromagnetic interactions become unified above some electroweak
unification energy.

The U(1) group has a single generator and SU(2) has three generators, therefore

there are four boson fields: 𝑊1, 𝑊2, 𝑊3, and 𝐵. The 𝐵 field acts on weak hyper-
charge [22],

𝑌 = 2(𝑞 − 𝑇3), (2.28)

and is associated with the U(1) group. It is therefore non–self-interacting. The 𝑊1,

𝑊2, and 𝑊3 fields couple to 𝑇3 and self-interact.

The bosons described by the electroweak fields are massless, but in reality the

W and Z bosons that mediate the weak force have mass. These bosons gain their

mass via the Higgs mechanism [32, 33, 34, 35, 36, 37].

The Higgs mechanism presumes the existence of the Higgs field, a complex scalar

field, 𝜙, defined across all spacetime. This field’s potential, 𝑉 (𝜙), is constructed

such that it has a local maximum at the vacuum expectation value of 𝜙 and an

infinitely degenerate ground state forming the “Mexican hat” shape [38] seen in

Figure 2.2. Initially in the Universe the Higgs field occupied the symmetric ground
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Re(𝜙)
Im(𝜙)

𝑉 (𝜙)

A

B

Figure 2.2: The variation of the Higgs field’s potential with its imaginary and real compon-
ents, exhibiting the “Mexican hat” shape.

state (‘A’ in Figure 2.2) and the electroweak force was mediated by massless bosons.

As the Universe cooled, however, the Higgs field underwent spontaneous symmetry
breaking when a ground state was chosen (‘B’ in Figure 2.2). When this occurred,

three of the four degrees of freedom provided mass terms to the electroweak bosons

with the remainder forming a scalar boson representing a minimal excitation of

the Higgs field itself: the Higgs boson. The weak force and electromagnetism then

manifested as distinct phenomena.

Consequently, the physically observableW bosons, Z boson, and photon are—be-

cause of the Higgs mechanism— mixtures of the electroweak boson fields defined

by the Weinberg angle, cos (𝜃W) = 𝑚W
𝑚Z

[22]:

𝐴𝜇 = sin (𝜃W)𝑊 3
𝜇 + cos (𝜃W) 𝐵𝜇 (2.29)

𝑊±
𝜇 = 1

√2
(𝑊 1

𝜇 ∓ i𝑊 2
𝜇 ) (2.30)

𝑍𝜇 = cos (𝜃W)𝑊 3
𝜇 − sin (𝜃W) 𝐵𝜇 (2.31)

Finally, it is through interactions with the Higgs field that fermions in the SM

acquire mass [22, 39].
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Mass and flavour eigenstates

For fermions in the SM it is important to distinguish between mass eigenstates,

which propagate through free space, and flavour eigenstates, which are involved

in interactions. The mixing of these states for quarks is described by the Cabibbo–
Kobayashi–Maskawa Matrix (CKM Matrix) [40, 41]

⎛
⎜⎜
⎝

d′

s′

b′

⎞
⎟⎟
⎠

= 𝑉CKM
⎛
⎜⎜
⎝

d
s
b

⎞
⎟⎟
⎠

(2.32)

𝑉CKM =
⎛
⎜⎜
⎝

𝑉ud 𝑉us 𝑉ub
𝑉cd 𝑉cs 𝑉cb
𝑉td 𝑉ts 𝑉tb

⎞
⎟⎟
⎠

(2.33)

where d′, s′, b′ are the quark flavour eigenstates; d, s, b are the quark mass eigen-

states; 𝑉CKM is the CKM Matrix; and ||𝑉qq′ ||
2 can be interpreted as the branching

ratio of q → Wq′. It is common to represent 𝑉CKM in terms of the Wolfenstein
parameters

𝑉CKM =
⎛
⎜
⎜
⎝

1 − 𝜆2
2 𝜆 𝐴𝜆3 ( ̄𝜌 − i ̄𝜂)

−𝜆 1 − 𝜆2
2 𝐴𝜆2

𝐴𝜆3 (1 − ̄𝜌 − i ̄𝜂) −𝐴𝜆2 1

⎞
⎟
⎟
⎠

+ 𝒪 (𝜆4) (2.34)

where, from experiment [16],

𝜆 = 0.22453 ± 0.00044

̄𝜌 = 0.122+0.018−0.017

𝐴 = 0.836 ± 0.015

̄𝜂 = 0.355+0.012−0.011.
(2.35)

These values mean that 𝑉CKM is consistent with being a unitary matrix, as re-

quired by the SM. A similar matrix, the Pontecorvo–Maki–Nakagawa–Sakata Matrix
(PMNS Matrix) [42, 43], exists to relate the flavour and mass eigenstates of neutri-

nos. Charged leptons (including the tau lepton), meanwhile, have mass and flavour

eigenstates that coincide exactly.

2.1.4 The Strong Nuclear Force

The QFT describing the strong force is known as quantum chromodynamics (QCD);

it is based on the SU(3) group and describes the gluon field, 𝐺𝑎 [44]. The SU(3) group
is non-Abelian and has a generating set of cardinality eight [45]. The structure

constants are therefore nonzero and so, in accordance with Equation 2.21, 𝐺𝑎 may

self-interact.
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Colour charge is the conserved charge in QCD. Unlike electric charge and the

projection of weak isospin, colour charge is not positive or negative at some mag-

nitude. Instead, an object carries some combination of red, green, blue, antired,

antigreen, and antiblue colour charge. A quark can be either red, green, or blue

and an antiquark can be antired, antigreen, or antiblue; a gluon carries a single

colour and a single anticolour. These are the only objects in the SM with colour

charge and consequently the only objects that experience strong interactions. Col-

oured objects can combine to form objects with no overall colour charge—known

as colourless objects—in three ways: by combining a colour and its anticolour; by

combining red, green, and blue; and by combining antired, antigreen, and antiblue.

A consequence of gluon self-coupling is that the coupling constant of the strong

force, 𝛼s, increases with distance. The cloud of virtual gluons separating two colour

charges, unlike the cloud of virtual photons separating two electric charges, has the

effect of increasing the effective colour charge. This effect is known as asymptotic
freedom [18, 22].

Quarks bound via the strong nuclear force (mediated by gluons, with gluons

and quarks referred to collectively as partons) form composite particles known as

hadrons. Within a hadron the small distances—and hence low 𝛼s—involved mean

that quarks behave approximately as free particles. As the distance between quarks

increases so does the potential energy, until it is more energetically favourable to

produce quarks from the vacuum to create new confined states. This results in

the phenomena of colour confinement [18, 22]: the increase of the potential with

distance means that no object of net colour charge can exist. Traditionally, this

restricted quarks to either exist within baryons (qqq), antibaryons (q̄q̄q̄), or mesons

(qq̄), but recent measurements have discovered tetraquark (qqq̄q̄) [46, 47, 48, 49, 50]
and pentaquark (qqqqq̄ or qq̄q̄q̄q̄) [51] states.

The concept of a three-quark baryon or two-quark meson is an oversimplific-

ation. When referring to a proton as consisting of two up quarks and one down

quark, or a K− meson as consisting of an up quark and an antistrange quark, this

refers to the valence quarks. With a low-energy probe, a hadron will appear to

consist of just its valence quarks [18]. Higher-energy probes reveal the existence

of the so-called sea quarks and gluons from the hadron’s 𝐺𝑎 field. Parton distribu-
tion functions (PDFs) are used to describe the number density of parton flavours

within a given hadron at a given energy scale. These number densities are presen-

ted as a function of Bjorken 𝑥, the fraction of the hadron’s momentum carried

by a specified parton. While the evolution of PDFs with energy scale can be

predicted by the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi Equations (DGLAP
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Equations) [52, 53, 54], the dependence on Bjorken 𝑥 must be determined experi-

mentally; their accuracy is of foremost importance if hadron collisions are to be

described correctly.

In high-energy collisions it is possible, and in fact desirable, to impart enough en-

ergy to a parton such that it is liberated from its confined state. As a consequence

of colour confinement, the liberated parton forms a new confined state in a process

known as hadronisation. This process can cascade to form showers of collimated

particles known as jets. The behaviour of quarks inside a hadron can be approxim-

ated using perturbation theory but typically ignored higher-order terms become

significant during hadronisation. No single model simultaneously describes the per-

turbative, high-energy parton showering directly following the hard scatter and the

nonperturbative, low-energy hadronisation process. Rather, different models are

used for each with a matching algorithm bridging the gap and ensuring the models

are consistent (this is discussed further in § 6.1). The most prevalent models used

to describe hadronisation are the Cluster Model [55] and Lund String Model [56].

2.1.5 Limitations of the Standard Model

Despite the SM’s successes there remain phenomena that it is unable to explain.

This section will briefly discuss some key outstanding issues of the SM that have

motivated the search for BSM physics.

Gravity

Chief among the phenomena not covered by the SM is gravity, the fourth funda-

mental force. Gravity is currently understood through the lens of general relativity,
which has so far been irreconcilable with QFT [57, 58]. The theoretical boson that

mediates gravity has been dubbed the graviton, but it has never been experiment-

ally observed and no widely accepted QFT describes it.

Mass is seemingly not quantised, and so the value of the gravitational coupling

constant 𝛼g depends on the masses used to define it. Using the proton mass [28],

𝛼g = 𝐺𝑚2
p ∼ 10−39. (2.36)

The extreme discrepancy between the strength of Gravity and the weakest of the

other fundamental forces (the weak force) is inauspicious to the unification of

gravity with the other fundamental forces, and is known as the hierarchy problem.
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Baryogenesis

It is assumed that in the creation of the Universe matter and antimatter were

created in equal amounts. Some unknown process—known as baryogenesis—then

occurred leading to the current state of baryonic asymmetry where more matter

than antimatter exists in the observable Universe [59].

According to the Sakharov conditions [60], which describe the necessary cir-

cumstances for interactions to produce matter and antimatter at different rates,

there must be interactions that violate CP-symmetry. The CP transform is the

combination of the parity (Equation 2.27) and charge conjugation transforms. CP vi-

olation is allowed weak interactions, represented via the complex phase i ̄𝜂 in

Equation 2.32 [18]. Experimentally, CP violation has been observed in strange

quark [61, 62], bottom quark [63, 64], and more recently charm quark decays [65].

Though CP violation is allowed and has been observed in the SM, it is not to a de-

gree sufficient to describe the observed baryonic asymmetry in the Universe [18].

What is more, the Sakharov conditions require violations in baryon number con-

servation, which is upheld in SM interactions.

Dark matter

Most (but not all [66, 67]) galaxies contain dark matter, some form of matter that

interacts gravitationally but is otherwise inert. Its existence can be deduced from

galactic rotation curves that differ from those predicted by Newton’s law of univer-

sal gravitation based solely on the observable matter in a galaxy [68, 69, 70]. This

form of matter accounts for as much as 85% of matter in the Universe [18] and has

no clear candidate for its constituents in the SM.

Dark energy

Since the Big Bang the Universe has been expanding; observations indicate that

the rate of this expansion is accelerating [71]. A popular theory to explain this

introduces dark energy: a form of energy permeating all space and contributing to

the Universe’s expansion [72]. This cosmological presence has no implementation

in the SM.

2.2 Physics of the Top Quark

The first experimental evidence for a third generation of matter came in 1975 with

the discovery of the tau lepton [11]. Maintaining symmetry in the quark and lepton

sectors implied the existence of another quark pair, and the discovery of the bottom
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quark followed shortly after in 1977 [73]. The top quark, however, would remain

elusive for nearly two decades.

The primary difficulty with discovering the top quark was its mass: the top

quark is the most massive particle in the SM, with 𝑚t = 173.0 ± 0.4 GeV [16]. This

formidable mass means that only the most powerful colliders are capable of creating

top quarks, colliders that did not exist when the search for the top quark began

in earnest. It was only after the Tevatron at Fermilab—the most powerful collider

built until that point—was operational that the existence of the top quark was

experimentally confirmed [74, 75].

The extreme mass of the top quark confers some novel properties. For instance,

the large mass begets a short lifetime, approximately 5 × 10−25 s [76]. This is signi-
ficantly shorter than the timescale of hadronisation and consequently a top quark

will decay before it forms hadrons. Uniquely, this presents a window to examine

the behaviour of a quark directly, rather than from within a confined state.

The mass of the top quark also grants it an important place within the SM. It has

the largest coupling to the Higgs field—which couples to mass—and is an important

parameter in fits determining the precise form of the Higgs field potential [77].

This includes determining whether there exists a lower-energy vacuum state the

Universe could topple into, i.e. that we currently exist in a false vacuum [78].

Another exceptional property of the top quark is its decay. The branching ratio

of t → Wb is, as can be seen in Equation 2.34, almost 100%. For the purposes of

physics analysis it is usually taken as such (including within this thesis). Current

measurements give the ratio ℬ(t → Wb)/ℬ(t → Wq) where q = d, s, b as, more

precisely, 0.957 ± 0.034 [16].

2.2.1 Top Quark Pair Production

The leading top quark production method in high-energy collisions is through

strong interactions; the strong force conserves quark flavour, so this must involve

the creation of t ̄t pairs. Quark–antiquark annihilation and gluon fusion are the

t ̄t production mechanisms at leading order (LO), with the associated Feynman

diagrams shown in Figure 2.3. At the Tevatron, quark–antiquark annihilation was

the dominant t ̄t production mode but this is not the case at the LHC. Collisions

at the LHC take place at a greater centre-of-mass energy than at the Tevatron, and

the PDFs demonstrate that the Bjorken 𝑥 of gluons increases with energy scale.

Furthermore, the LHC is a proton–proton rather than proton–antiproton collider,

so antiquarks involved in annihilation must arise from the quark sea. Because of

these factors, it is the gluon fusion mode that dominates at the LHC with ≈90%
of t ̄t pairs produced in this manner at √𝑠 = 13 TeV [16].
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Figure 2.3: LO Feynman diagrams for t ̄t production via quark–antiquark annihilation (top)
and gluon fusion (bottom).

A W boson can either decay hadronically as ℬ(W → qq′) = 32.72 ± 0.30% or

leptonically as ℬ(W → ℓν) = 67.60 ± 0.27% [16]. Based on the W boson decay

channel, three different t ̄t decay modes are so defined:

Hadronic Both W bosons decay hadronically, probability 45.44 ± 0.36%

Semileptonic One W boson decays hadronically and the other leptonically, prob-

ability 44.11 ± 0.45%

Dileptonic Both W bosons decay leptonically, probability 10.71 ± 0.20%

An alternative t ̄t production method is in association with a vector or Higgs

boson: t ̄tW, t ̄tZ, or t ̄tH. LO Feynman diagrams are shown in Figures 2.4 and 2.5.

Inclusion of the small tW/tZ/tH couplings and additional particles in the final

state means that t ̄t production in association with a boson is orders of magnitude

rarer than t ̄t production. Despite this, measurements of the t ̄tW, t ̄tZ, and t ̄tH
cross sections have all been made at the LHC and in every case were found to be

compatible with the SM with a confidence exceeding 5𝜎 [79, 80].

2.2.2 Single Top Quark Production

Alongside t ̄t production, top quarks can be produced on their own via weak in-

teractions. As weak processes, the single top production modes naturally have

smaller—but nevertheless detectable—cross sections. Three modes at LO exist:
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Figure 2.4: LO Feynman diagram for t ̄tW production. The W boson must be produced as
ISR.
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Figure 2.5: LO Feynman diagrams for t ̄tZ production, showing how the Z boson can be
produced as part of the ISR (left) or FSR (right). The case of Z boson production in the FSR
is shown for quark–antiquark annihilation, but any t ̄t production diagram in Figure 2.3
may be substituted. The Feynman diagrams for t ̄tH production are identical but for the
radiation of a Higgs boson in place of the Z boson.
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Figure 2.6: Feynman diagram for s-channel single top production.
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Figure 2.7: Feynman diagrams for t-channel single top production. The left diagram shows
the process in the 5FS where the bottom quark has a PDF and can so exist in the initial state.
The right diagram shows t-channel production in the case of the bottom quark originating
from gluon splitting.
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Figure 2.8: Feynman diagrams for single top production in association with a W boson.

s-channel production, t-channel production, and tW production. Feynman dia-

grams are shown for each in Figures 2.6 to 2.8.

The s-channel is the rarest production mode at the LHC. Like the quark–anti-

quark annihilation mode of t ̄t production at the LHC, the s-channel requires an

antiquark from the sea in the initial state. The requirement of an off-shell W bo-

son reduces the cross section further and, combined with a final state difficult to

distinguish from major backgrounds, leaves the s-channel as the only single top

production mode yet unobserved at the LHC [81]. However, it has been observed

at the Tevatron [82].

The predominant production mode at the LHC is the t-channel. It was initially

observed at the Tevatron [83] and, subsequently, the LHC [84, 85]. In Figure 2.7

two distinct production methods are shown: the first in which the initial bottom

quark arises from the quark sea, and the second where it originates from g → bb̄
splitting. When determining PDFs, it is assumed that quarks are massless entities.

This is a reasonable approximation for most flavours, but begins to falter at energy

scales of the order of the nominal bottom quark mass. This has given rise to two

schools of PDF calculation: the Five-Flavour Scheme (5FS) where the bottom quark
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is treated as massless and so has its own PDF, and the Four-Flavour Scheme (4FS)

where the bottom quark is treated as massive and so does not have an PDF [86].

In the 4FS the initial bottom quark in t-channel production must be the result of

gluon splitting. In either case, the increased Bjorken 𝑥 of gluons at the LHC allows

the cross section of t-channel production to scale favourably.

Unlike the others, the final production mode, tW, was initially discovered at the

LHC [87]. Its contribution at energy scales achieved at the Tevatron is negligible.

A firm understanding of single top production is important because:

• Single top processes allow the tWb vertex and hence 𝑉tb to be probed, which

is not possible in t ̄tW as the W boson is only produced in the initial-state
radiation (ISR).

• Backgrounds for t ̄t and potential BSM processes include single top production

as irreducible backgrounds.

• PDFs can be constrained by measurements of t ̄t and single top processes [88].

2.2.3 Single Top Quark Production in Association with
a Z Boson

The study in this thesis concerns the production of a single top quark in association

with a Z boson and an additional jet (tZq). The Feynman diagrams in Figure 2.9

show how the Z boson can be produced via radiation from any of the quark legs or

throughW boson fusion, making tZq sensitive to the tZ, tWb, andWWZ couplings.

As such, tZq promises to be a sterling probe of SM predictions.

The more obvious choice to study the tZ vertex would be the t ̄tZ process, but

at LHC collision energies tZq has a greater cross section [89]. Since t ̄tZ has been

observed at the LHC [90, 91], the same may be possible for tZq.
The tZq process is an irreducible background to the yet-unobserved tH process,

and so understanding it is of importance to those studies. It also forms a background

for some potential BSM processes, including flavour changing neutral currents
(FCNCs). An FCNC is an interaction that changes the flavour but not the charge

of a fermion, e.g. t → Zc. This is forbidden at the tree level in the SM and so any

evidence would pave the way for BSM studies [92].

Four different decay channels exist for tZq, defined by the decay modes of the

W and Z bosons:

Trileptonic Both the W and Z bosons decay leptonically, giving three leptons in

the final state.
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Figure 2.9: LO Feynman diagrams for tZq production. The nonresonant contribution is
shown in the bottom right.

Dileptonic The Z boson decays into a ℓ+ℓ− pair and the W boson decays hadron-

ically.

Single lepton TheW boson decays into a lepton and neutrino; the Z boson decays

hadronically.

Hadronic Both the W and Z bosons decay hadronically ergo there are no leptons

in the final state.

Despite having the smallest cross section, previous studies of tZq have sought

the trilepton final state as it is the easiest to distinguish from background processes.

These previous searches are discussed further in § 10.1. The analysis in this thesis

searches for the dileptonic tZq channel. If successful, this would be the first obser-

vation of tZq outside the trilepton channel.



Chapter 3

Machine Learning Techniques

Trust the process

Tony Wroten

In its broadest sense, machine learning (ML) is a set of methods for data analysis

that are able to identify patterns in data. It is an extremely wide and active field,

with this chapter highlighting only a small part of the domain. The two problems

tackled with ML techniques in this thesis—classification and regression—involve

learning some mapping from a set of inputs 𝑋 to a set of outputs 𝒚 using training
input. The learned mapping will then be used to make predictions about previously

unseen input (input not included in the training set). ML methods used to solve

problems of this type are known as supervised learning [93]. Three such techniques

will be examined in this chapter: BDTs and multilayer perceptrons (MLPs) for

classification, and Gaussian processes (GPs) for regression.

3.1 Classification

The task of a classifier is to assign category labels to individual observations. For

this thesis, only the case of binary classification is considered, where the category

can be positive or negative. In the parlance of particle physics—used for the rest of

this chapter—observations are events, the positive category is signal events, and

the negative category is background events.

A classifier does not typically assign a label directly but rather a probability that

a given event is a signal event. This value is known as the response [93]. A threshold
can then be freely set between 0 and 1, above which an event will be classified

as signal. It is the distribution of the response, rather than class labels, that will

ultimately be used to extract the tZq signal (see § 9.4).

23
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To classify an event, a classifier is given a set of individual measurable properties

describing each event. These are known as features. The classifier will then be

trained using training input where the correct label is known, searching for patterns

in these features that can be exploited to distinguish between signal and background.

The power of ML is that these patterns are found automatically.

To train a classifier, an objective function is minimised [93]. By defining an

objective function that is lower-valued for some definition of a “better” classi-

fier—a so-called cost function—the minimisation improves the classifier. A cost

function, 𝐶, takes the form:

𝐶 = 𝐿 + 𝛺 (3.1)

where 𝐿 is the loss term and 𝛺 the regularisation term.

The loss of an individual event describes how poorly it is described by a classifier

and is defined by a loss function. In binary categorisation the loss function is

typically the binary cross entropy [93, 94],

𝑙(𝑦, 𝑦̂) = (𝑦 − 1) log(1 − 𝑦̂) − 𝑦 log(𝑦̂), (3.2)

where 0 < 𝑦̂ < 1 is the response of the classifier and 𝑦 is the true label, that is,

𝑦 = {
1 for signal events

0 otherwise
. (3.3)

The loss is smaller if the classifier makes a confident (i.e. the response is close to

1 or 0), correct prediction
lim
𝑦̂→𝑦

𝑙 = 0 (3.4)

and greater if an incorrect, yet confident prediction is made

lim
𝑦̂→1

𝑙(0, 𝑦̂) = lim
𝑦̂→0

𝑙(1, 𝑦̂) = ∞. (3.5)

The loss term is a measure of this loss across the training input.

The regularisation term stems from the principle that a simpler model is a better

model: a complexmodel is more likely to be the result of a classifier modelling slight

variations caused by noise in the training input. This reduces the generalisability

of the classifier, harming its performance on unseen input. This phenomenon is

known as overtraining (or overfitting) [93]. The regularisation term is defined to

be greater for more complex models, and so encourages simpler models during

training. The precise form of 𝛺 depends on the ML method used and so will be

addressed when specific classification techniques are discussed later in this chapter.

Before the training begins certain parameters that modify the objective function

or otherwise influence the training process must be set. These are known as

hyperparameters, represented by 𝝑.
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3.1.1 Evaluating a Classifier

In a dataset containing both signal and background events, a perfect classifier will

label all signal events as signal and all background events as background. Events

that are labelled correctly in this way are known as true positives and true negatives,
respectively. In reality, a perfectly performing classifier is unlikely to be trained, so

some events will be mislabelled. If a background event is labelled as signal, this is

a false positive or type Ⅰ error. Conversely, if a signal event is labelled as background,

this is a false negative or type Ⅱ error [93, 95].

Many different, but interrelated, metrics are used to evaluate the performance

of a classifier. Some of the more prevalent are:

Precision Also known as the positive predictive value, precision is the fraction of

events labelled as signal that are really signal events at a given threshold [96].

Recall Also known as the sensitivity or the true positive rate, recall is the fraction

of signal events that are correctly identified at a given threshold [96].

Type Ⅰ error rate Also known as the false positive rate and fallout, the type Ⅰ error

rate is the fraction of background events incorrectly identified as signal events

at a given threshold [96].

Receiver operating characteristic curve The receiver operating characteristic
curve (ROC curve) of a classifier is a plot of the false positive rate on the 𝑥 axis,
and the true positive rate on the 𝑦 axis across all possible thresholds [93, 97].

Area under the ROC curve The area under the ROC curve (AUROC) can be in-

terpreted as the probability that a classifier assigns a randomly chosen signal

event a greater response than a randomly chosen background event [97]. For

a perfect classifier, the AUROC is 1 and an AUROC of 0.5 indicates a clas-

sifier no better than random chance [93, 97]. Unlike precision, recall, and

fallout, the AUROC is independent of the threshold.

To check for overtraining, the metrics defined above can be evaluated for both

unseen and training input and checked for discrepancies. In addition, a metric

specifically sensitive to overtraining is used: the two-sample Kolmogorov–Smirnov
(KS) test.
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The two-sample Kolmogorov–Smirnov test

The two-sample KS test compares the distribution of two independent samples,

and calculates the probability that they were both drawn from the same distri-

bution [98, 99]. It is performed by first constructing the empirical cumulative
distribution function (ECDF),

𝐹𝑛(𝑥) =
1
𝑛

𝑛
∑
𝑖=1

𝐼[−∞,𝑥](𝑋𝑖) (3.6)

with 𝑛 as the number of independent and identically distributed observations, 𝑋𝑖,

and

𝐼[−∞,𝑥](𝑋𝑖) = {
1 for 𝑋𝑖 ≤ 𝑥

0 otherwise
, (3.7)

for the two samples. An ECDF is therefore a step function starting at zero that

increases by 1
𝑛 at every observed value. The two-sample KS statistic, 𝐷𝑛,𝑚, is given

by the greatest distance between the ECDF of the two samples:

𝐷𝑛,𝑚 = sup
𝑥
||𝐹1 𝑛(𝑥) − 𝐹2𝑚(𝑥)|| (3.8)

where 𝑛 and 𝑚 are the sizes of the samples, and 𝐹1 𝑛 and 𝐹2 𝑛 are their ECDFs. The

probability that √
𝑚𝑛
𝑚+𝑛𝐷𝑛,𝑚 will exceed a value 𝑧 if the samples are drawn from the

same underlying distribution is then given by the KS distribution

𝑃(𝑧) = 1 − 2
∞
∑
𝑗=1

e−2𝑧
2𝑗2 . (3.9)

So far, the form of the KS test presented assumes unweighted observations, 𝑋𝑖. In

particle physics this assumption rarely holds, but [100] shows how the KS test can

be adapted for the case of weighted observations. First, the ECDF is redefined as

𝐹𝑛(𝑥) =
∑𝑛

𝑖=1𝑊𝑖𝐼[−∞,𝑥] (𝑋𝑖)
∑𝑛

𝑖=1𝑊𝑖
(3.10)

where 𝑊𝑖 is the weight associated with observation 𝑋𝑖. The ECDF is now a step

function increasing by 𝑊𝑖
∑𝑛

𝑖=1𝑊𝑖
at every observed value 𝑋𝑖. Then, instead of using

the sample size 𝑛, the effective sample size, 1
𝑆2
, defined as

1
𝑆2

=
(∑𝑛

𝑖=1𝑊𝑖)
2

∑𝑛
𝑖=1𝑊

2
𝑖

, (3.11)

is used in its place.

The two-sample KS test can be used as an overtraining check by performing it

on the distribution of the response for the training sample and unseen input. If the

classifier has not been overtrained the distribution of the two responses should be

same, resulting in a high probability from the KS test.
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Figure 3.1: An example of a CART. Binary decisions are made about features, which sorts
the input into leaves. Each input is assigned a score based on the leaf it is sorted into.
Figure taken from [103].

3.2 Classification with a Boosted Decision Tree

BDTs belong to a class of ML techniques known as ensemble methods [101]. These
methods work by combining multiple different base learners into an ensemble that

performs better than any learner individually. Boosting is onemethod of creating an

ensemble, in which base learners are created one after another. The performance of

the previous learners informs the creation of the next learner in the sequence. The

response of the final ensemble is the total response of each individual base learner.

3.2.1 Classification and Regression Trees

The base learners used in a BDT are classification and regression trees (CARTs). An

example of a CART is shown in Figure 3.1: it is a tree of binary divisions on the

available features that terminates in leaves with an associated score. A CART can

be represented as a function, 𝑓 (𝑥𝑖), that maps the features of an event, 𝒙𝑖, to a score,

𝑦𝑖 [102]. The space of all possible CARTs is denoted by the set 𝕋, where 𝑓 ∈ 𝕋.

3.2.2 Boosting with XGBoost

Many boosting methods have been developed, but the leading technique is known

as Extreme Gradient Boosting (XGBoost) [102]. XGBoost sets itself apart from

the competition through its performance, both in terms of computation time and

predictive ability [104]. Given its position as the state-of-the-art boosting algorithm,

XGBoost was chosen as the boosting algorithm for the BDTs used in this thesis.
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The objective function used by XGBoost is given by

𝐶(𝑡) =
𝑛
∑
𝑖=1

𝑙 (𝑦𝑖, 𝑦̂
(𝑡)
𝑖 ) +

𝑡
∑
𝑖=1

𝛺 (𝑓𝑖) 𝑓𝑖 ∈ 𝕋 (3.12)

where 𝑛 is the number of entries in the training set and 𝑡 is the number CARTs in

the ensemble. This equation follows the pattern of a cost function as defined in Equa-

tion 3.1: a loss term plus a regularisation term. The loss term is the sum of the values

of the chosen loss function over all entries in the training input and the regularisa-

tion term, 𝛺, is some function of a CART’s structure, 𝑓𝑖. When using Equation 3.2

as 𝑙, the score, 𝑤, of a leaf is converted into a response, 𝑦̂, in the range 0 < 𝑦̂ < 1
with a logistic function

𝑦̂ = 1
1 + e𝑤

. (3.13)

While training, new CARTs 𝑓𝑖 are added to the ensemble one at a time. Consider

the response of the classifier as subsequent CARTs are added:

𝑦̂(1)𝑖 = 𝑓1 (𝒙𝑖) (3.14)

𝑦̂(2)𝑖 = 𝑓1 (𝒙𝑖) + 𝑓2 (𝒙𝑖) = 𝑦̂(1)𝑖 + 𝑓2 (𝒙𝑖) . (3.15)

Thus, more generally, the response at any given point in the sequence is

𝑦̂(𝑡)𝑖 =
𝑡

∑
𝑘=1

𝑓𝑘 (𝒙𝑖) = 𝑦̂(𝑡−1)𝑖 + 𝑓𝑡 (𝒙𝑖) . (3.16)

Introducing this into Equation 3.12 gives

𝐶(𝑡) =
𝑛
∑
𝑖=1

𝑙 (𝑦𝑖, 𝑦̂(
𝑡−1) + 𝑓𝑡 (𝒙𝑖)) +

𝑡
∑
𝑖=1

𝛺 (𝑓𝑖) 𝑓𝑖 ∈ 𝕋. (3.17)

For each CART added to the ensemble, XGBoost finds the specific CART, 𝑓𝑡 ∈ 𝕋,
that reduces the objective function by the largest amount. This process continues

until a preordained number of CARTs (a hyperparameter) have been added.

It has been found that it is beneficial to modify Equation 3.17 to include a scaling

factor, 0 < 𝜈 ≤ 1, that is applied to each new CART:

𝐶(𝑡) =
𝑛
∑
𝑖=1

𝑙 (𝑦𝑖, 𝑦̂(
𝑡−1) + 𝜈𝑓𝑡 (𝒙𝑖)) +

𝑡
∑
𝑖=1

𝛺 (𝑓𝑖) 𝑓𝑖 ∈ 𝕋. (3.18)

This term is known as the shrinkage or learning rate [102, 105]. It has been empir-

ically determined that choosing 𝜈 < 0.1 yields the greatest improvements in model

generalisability [106].
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3.2.3 Regularising a Boosted Decision Tree

In XGBoost the regularisation term, 𝛺(𝑓 ), consists of three parts [102]:

𝛺(𝑓 ) = 𝛾𝑇 + 𝛼
𝑇
∑
𝑗=1

||𝑤𝑗|| +
1
2
𝜆

𝑇
∑
𝑗=1

𝑤2
𝑗 (3.19)

where 𝑇 is the number of leaves on a CART, 𝑤𝑗 are the scores on each leaf, and

𝛾 , 𝛼, 𝜆 are tunable hyperparameters that control the influence of the respective

regularisation terms on the objective function (regularisation strength).
The first term introduces a penalty for larger CARTs; the size of a CART is

a simple measure of model complexity.

The second and third terms penalise large scores on a CART: the second term

uses the modulus of the scores and is known as the L1 term and the third term uses

the square of the scores and is known as the L2 term. Individually, these terms

represent least absolute shrinkage and selection operator (LASSO) regression [107]

and ridge regression [108], respectively, but together they represent L1L2 regu-

larisation (also known as elastic net regression) [109]. Large scores on a leaf are

punished because they could cause the CART to be sensitive to small fluctuations

in a feature, a symptom of overtraining.

A final regularisation technique that can be used and that does not directly

modify the objective function is stochastic boosting. Stochastic boosting trains

each CART on a subset of the full training input. This reduces overtraining by

preventing the classifier from adapting to statistically insignificant properties of

the training input. It has been found that exposing each CART to 50–80% of the

training input yields the best results [110].

3.3 Classification with a Multilayer Perceptron

Multilayer perceptrons are form of artificial neural network (ANN), a class of ML

systems inspired by the architecture of the human brain [111]. An ANN consists

of nodes, known as neurons, that are connected in a manner analogous to synapses.

Neurons can be thought of as functions that receive input from other neurons,

which then pass their output (activation) on to further neurons. What defines the

type of ANN is the architecture of the connections between neurons.

The architecture of a typical MLP is shown in Figure 3.2. In an MLP the neurons

are arranged into layers with each neuron in a given layer 𝑛 feeding into every

neuron in layer 𝑛 + 1 [112]. A connection never skips a layer.

The first layer is the input layer. As there are no previous layers, neurons from

this layer cannot take input from other neurons. Instead, the neurons in this layer
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Figure 3.2: The basic structure of an MLP, showing the neurons (open circles) and connec-
tions in the input, hidden, and output layers. Features are propagated through the network
to produce a response in the output layer.

have a 1 ∶ 1 correspondence with the input features. Each neuron’s activation is

the value of an individual feature.

Between the first input layer and the final output layer are the so-called hidden
layers. Figure 3.2 shows a network with two hidden layers, but any number of

hidden layers containing any number of neurons can be chosen. These choices are

hyperparameters of an MLP. The function representing the activation of a hidden

layer neuron is [113]

𝑎(𝑛+1)𝑗 = 𝑓 (𝑏 +
𝑘
∑
𝑖=1

𝑤𝑖𝑎
(𝑛)
𝑖 ) . (3.20)

Neuron 𝑗 th in layer 𝑛+1 takes as input the sum over the activations of the 𝑘 neurons
in layer 𝑛, each multiplied by a weight 𝑤𝑖. A bias, 𝑏, is then added, and finally an

activation function, 𝑓, is applied. Weights and biases are unique to each neuron,

and are adjusted during the training of the MLP. The choice of activation function

constitutes another hyperparameter.

The final layer is the output layer that, in the case of binary classification, consists

of only one neuron. Its activation is determined by Equation 3.20, but 𝑓 is chosen so

that the activation is in the interval (0, 1). In this way, the output can be interpreted

as a probability that an event is signal [112].

The MLP is trained by adjusting the weights and biases to minimise the objective
function [112]:

𝐶(𝑿, 𝒘, 𝒃) = 1
𝑛

𝑛
∑
𝑖=1

𝑙 (𝑦𝑖, 𝑦̂𝑖) + 𝛺(𝒘) (3.21)

where 𝑿 is the training input, 𝒘 are the weights of the network, and 𝒃 are the biases

of the network. Unlike Equation 3.12, the average rather than total loss is used.

The regularisation term, 𝛺, is discussed in § 3.3.1.
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Figure 3.3: Demonstration of how the gradient of a two-dimensional function can be
followed to approach a local minimum. The blue lines represent the progress of the
descent, with the gradient recalculated after each step. Black lines are the isopleths of a 2D
function.

Minimising this objective function is not trivial. Even the simple network dis-

played in Figure 3.2 contains 47 free parameters (38 weights and 9 biases). Many

algorithms, known as optimizers, have been developed for this task, all with roots

in gradient descent.
The core principle of gradient descent is expressed in Figure 3.3. The gradient

(derivative) of a function is determined and then some distance, the step size (𝜈), is
travelled in the direction of negative gradient (direction of steepest descent). This

process is then repeated until a local minimum is reached, where the gradient will

be zero. When training a neural network the same principle applies, but in a higher-

dimensional space. The gradient calculated is the partial gradient of the objective

function with respect to 𝒘 and 𝒃 over the whole training sample. The step size is

referred to as the learning rate [112]. A step defines a single epoch of an MLP’s

training. The process is repeated for fixed number of epochs, or until there is no

decrease in the objective after a certain number of epochs (early stopping [112]).

Before the process can start, the weights and biases in the network must be as-

signed some initial value. The weights cannot all be assigned the same initial value

throughout the network because the network cannot break this symmetry during

training. A common initialisation scheme is known as Glorot initialisation [114].

Here, the weights are drawn at random from a Gaussian distribution truncated at
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two standard deviations, with zero mean and variance of 2
𝑛in+𝑛out

where 𝑛in is the

number of neurons in the previous layer, and 𝑛out the number of neurons in the next

layer. Biases are typically initialised to one.

The training procedure is usually modified, particularly for large datasets, by

the introduction of minibatches [112]. When implemented, the training input is

split into minibatches of a certain batch size, and a gradient descent step is per-

formed separately for each minibatch. An epoch is then defined as the propagation

of every training event through the network. At the end of an epoch, the training

input is shuffled.

Most optimisers are extensions of the basic gradient descent algorithm. One

of the leading optimisers is adaptive moment estimation (Adam) [115], which in-

corporates the gradients from previous steps and adjusts the learning rate over

time.

Once a network has been trained, it can be applied to input not seen in the

training set. This can be done by feeding this novel input through the MLP using

the final weights and biases obtained from the training.

3.3.1 Regularising a Multilayer Perceptron

As with BDTs, regularisation techniques can be applied to MLPs to reduce over-

training. This section examines how L1L2 regularisation can be applied to MLPs

and discusses a regularisation technique unique to ANNs: dropout [116].
For an MLP, L1L2 regularisation takes the form [112]

𝛺 = 𝛼
𝑛
∑
𝒘

|𝑤| + 𝜆
2𝑛

∑
𝒘

𝑤2 (3.22)

where ∑𝒘 represents the sum over all weights in the network, 𝑛 is the number of

events in the training sample (or batch size, if minibatches are used), and 𝛼, 𝜆 are

the L1L2 regularisation strength parameters as before. The L1L2 terms in this in-

stance penalise the network for having large weights with the same justification

for penalising large scores on a CART (see § 3.2.3). It is possible to modify Equa-

tion 3.22 so that each layer has specific values for 𝛼 and 𝜆.
When using dropout, neurons in the hidden layers of an MLP have a probability

𝑝d (another hyperparameter) of being dropped out every time the weights are

updated (i.e. at the end of an epoch or minibatch) [112, 116]. A dropped out neuron

is treated as if it is not part of the network: its activation is set to zero and any

weights or biases associated with it cannot be modified. A version of the MLP

shown in Figure 3.2 with dropout applied to the hidden layers is shown in Figure 3.4.
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Figure 3.4: The MLP shown in Figure 3.2 with dropout applied to the hidden layers. The
neurons and connections affected are dotted out. Inputs propagated through this network
will behave as if the dropped out neurons do not exist.

Dropout prevents a network from becoming overreliant on specific neurons in

the network. This prevents the training of a network in which only a few neurons

have meaningful contributions to the response. Dropout also prevents co-adaption

of neurons where one neuron will fix the mistakes of another. In other words,

a neuron develops in such a way that it only performs well in a specific context

provided by other neurons. These co-adaptions are not generalisable, and lead to

overtraining [116].

Once the network has been trained, all neurons are used for classification. To

account for the fact that during training the network will effectively have fewer

neurons, the activation of each neuron is scaled by 1
𝑝d
. The technique of applying

this scaling at training time is known as inverted dropout [117].

3.4 Regression

Regression is similar to classification but rather than mapping features to a class

label, the goal is to map features to the value of some unknown property [93].

An example of a regression problem, featured prominently in the ML literature,

is the Boston Housing Dataset [118]. Using features such as the local crime rate,

number of rooms, and building age, ML regression techniques are used to predict

the value of a house.

Regression techniques are used in the tZq analysis to attempt to model the rela-

tionship between the hyperparameters of a BDT and its classification performance

in order to find the values of the hyperparameters that give the most performant
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classifier. This is described further in § 9.2.3. The technique chosen for this re-

gression is the GP [119], which excels at modelling complex functions with small

datasets.

3.5 Regression with a Gaussian Process

This section introduces the GP and describes how it can be used to perform regres-

sion analysis. The notation defined in Appendix A.3 is used throughout.

The Gaussian (or normal) distribution is a continuous probability distribution

described by

𝑃 (𝑧|𝜇𝑧, 𝜎𝑧) =
1

𝜎𝑧√2π
exp (−

(𝑧 − 𝜇𝑧)
2

2𝜎2𝑧
) (3.23)

or, alternatively,

𝑍 ∼ 𝒩 (𝜇𝑧, 𝜎𝑧) . (3.24)

It is entirely parametrised by the mean, 𝜇𝑧, and standard deviation, 𝜎𝑧 ≥ 0. The

distribution of a length 𝑛 vector in which each element is a normally-distributed

random variable, 𝒁 = (𝑍1, … , 𝑍𝑛), is described by an 𝑛-dimensional Gaussian

𝑃 (𝒛|𝝁𝑧, 𝜮𝑧𝑧) =
1

√(2π)𝑛 |𝜮𝑧𝑧|
exp (−1

2
(𝒛 − 𝝁𝑧)

T𝜮−1
𝑧𝑧 (𝒛 − 𝝁𝑧)) (3.25)

i.e.

𝒁 ∼ 𝒩 (𝝁𝑧, 𝜮𝑧𝑧) , (3.26)

where

𝝁𝑧 = E[𝒁] = (E[𝑍1], … , E[𝑍𝑛]) (3.27)

and

𝜮𝑧𝑧 =
⎛
⎜⎜
⎝

cov (𝑧1, 𝑧1) ⋯ cov (𝑧1, 𝑧𝑛)
⋮ ⋱ ⋮

cov (𝑧𝑛, 𝑧1) ⋯ cov (𝑧𝑛, 𝑧𝑛)

⎞
⎟⎟
⎠

. (3.28)

is a symmetric covariance matrix. This matrix satisfies the positive semidefinite

condition,

𝒗T𝜮𝑧𝑧𝒗 ≥ 0 ∀𝒗 ∈ ℝ𝑛, (3.29)

where ℝ𝑛 is the set of all real vectors of length 𝑛. An 𝑛-dimensional Gaussian,

therefore, is entirely parametrised by the mean vector, 𝝁𝑧, and covariance matrix,

𝜮𝑧𝑧. If 𝒁 is partitioned as

𝒁 = [
𝑿
𝒀
] = (𝑋1, … , 𝑋𝑛𝑥 , 𝑌1, … , 𝑌𝑛𝑦) (3.30)
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then the resultant distribution—known as the joint distribution of𝑿 and 𝒀—is of the

form [119]

𝒁 = [
𝑿
𝒀
] ∼ 𝒩 ([

𝝁𝑥
𝝁𝑦
] , [

𝜮𝑥𝑥 𝜮𝑥𝑦
𝜮𝑦𝑥 𝜮𝑥𝑦

]) (3.31)

where 𝜮𝑥𝑦 is the cross-covariance matrix of 𝑿 and 𝒀:

(𝜮𝑥𝑦)𝑖𝑗 = cov (𝑋𝑖, 𝑌𝑗) = (𝜮𝑦𝑥)𝑗𝑖
∴𝜮𝑥𝑦 = 𝜮T

𝑦𝑥. (3.32)

The marginal distribution of 𝑿,

𝑃(𝒙) = ∫𝑃(𝒙, 𝒚) d𝒚, (3.33)

is 𝑿 ∼ 𝒩 (𝝁𝑥, 𝜮𝑥𝑥) [119] and the conditional distribution of 𝒀 for a given 𝑿 is [119]

𝒀 |𝑿 ∼ 𝒩 (𝜇𝑦 + 𝜮𝑦𝑥𝜮
−1
𝑥𝑥 (𝑿 − 𝜇𝑥) , 𝜮𝑦𝑦 − 𝜮𝑦𝑥𝜮

−1
𝑥𝑥 𝜮𝑥𝑦) . (3.34)

A GP is defined formally as follows [93]:

For any set 𝑆, a Gaussian process on 𝑆 is a set of random variables
{𝑍𝑡 ∶ 𝑡 ∈ 𝑆} such that ∀𝑘 ∈ ℕ∗; ∀𝑡1, … , 𝑡𝑘 ∈ 𝑆 the vector (𝑍𝑡1 , … , 𝑍𝑡𝑘) is
distributed as a 𝑘-dimensional Gaussian.

Consider the case of a 10-dimensional Gaussian and the set 𝑆 = {ℤ ∩ [1, 10]} where

𝑘 = 4 and 𝑡1, … , 𝑡𝑘 = 1, 3, 7, 9. The resultant vector, (𝑍1, 𝑍3, 𝑍7, 𝑍9), is distributed as

a 𝑘D (4D) Gaussian. This is true for any choices of 𝑛, 𝑘 ∈ ℕ∗ and 𝑡1, … , 𝑡𝑘 ∈ 𝑆 that
could have been made. Therefore, a GP on 𝑆 is a 10-dimensional Gaussian.

In the case where 𝑆 = ℤ, it is a small logical leap to observe that a GP in

this case is an infinite-dimensional Gaussian, parametrised by an infinitely long

𝝁 and a covariance matrix of infinite rows and columns. An alternative way of

representing such objects is by using functions: an infinitely long vector, 𝑣, can be

described as

𝑣(𝑖) = 𝒗 · ̂𝒆𝑖 𝑖 ∈ ℤ (3.35)

where ̂𝒆𝑖 is a unit vector satisfying ̂𝒆𝑖 · ̂𝒆𝑗 = 𝛿𝑖𝑗, and an infinite matrix, ℳ, can be

described as

𝑀(𝑖, 𝑗) = ̂𝒆T𝑖 ℳ ̂𝒆𝑗 𝑖, 𝑗 ∈ ℤ. (3.36)

This pivot to considering spaces of functions allows the possibility of a GP on the

set ℝ. Rather than describing the distribution of vectors, 𝒁, that contain Gaussian-

distributed random variables, a GP on ℝ describes a distribution of continuous
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functions 𝑓 that return Gaussian-distributed random variables. This distribution is

represented as

𝑓 ∼ 𝒢𝒫 (𝜇 (𝑧) , 𝑘 (𝑧, 𝑧′)) (3.37)

where 𝒢𝒫 represents a GP. The process is defined by a mean function 𝜇(𝑧) and
a kernel function 𝑘(𝑧, 𝑧′) [119]. The mean of a vector 𝒁 = (𝑓 (𝑧1), … , 𝑓 (𝑧𝑘)) is

𝝁𝑧 = (𝜇(𝑧1), … , 𝜇(𝑧𝑘)) (3.38)

and its covariance is

𝜮𝑧𝑧 =
⎛
⎜⎜
⎝

𝑘 (𝑧1, 𝑧1) ⋯ 𝑘 (𝑧1, 𝑧𝑛)
⋮ ⋱ ⋮

𝑘 (𝑧𝑛, 𝑧1) ⋯ 𝑘 (𝑧𝑛, 𝑧𝑛)

⎞
⎟⎟
⎠

. (3.39)

Consequently, the kernel function must be symmetric and positive semidefinite,

that is, Equation 3.39 must be a symmetric, positive semidefinite matrix ∀𝑧𝑖 ∈ ℝ.
It can be verified that this object still satisfies the definition of a GP. Choosing

𝑘 = 3 and 𝑡1, … , 𝑡𝑘 = 0, 1, π, forms a vector 𝒁 = (𝑍0, 𝑍1, 𝑍π). The mean vector of

𝒁 is 𝝁𝑧 = (𝜇 (0) , 𝜇 (1) , 𝜇 (π)), the covariance matrix can be constructed as

𝜮𝑧𝑧 =
⎛
⎜⎜
⎝

𝑘(0, 0) 𝑘(0, 1) 𝑘(0, π)
𝑘(1, 0) 𝑘(1, 1) 𝑘(1, 1)
𝑘(π, 0) 𝑘(π, 1) 𝑘(π, π)

⎞
⎟⎟
⎠

, (3.40)

and so 𝒁 ∼ 𝒩 (𝝁𝑧, 𝜮𝑧𝑧). Such a distribution could have been constructed in the

same manner for a vector 𝒁 of any length with any choices of 𝑡 ∈ ℝ, and so the

definition of a GP remains satisfied.

To use a GP to perform a regression, a GP is used to define a prior over functions:

this distribution contains all functions that could a priori describe the input. For

simplicity, it is common to assume the mean function of this GP is zero. The prior

is therefore distributed as

𝑓 ∼ 𝒢𝒫 (0, 𝑘 (𝑥, 𝑥′)) . (3.41)

The assumptions about the input are now entirely encoded by the choice of kernel

function. Common choices for the kernel function are [120]:

The radial basis function kernel (RBF kernel)

𝑘RBF (𝑥, 𝑥
′) = 𝜎2 exp (−

(𝑥 − 𝑥′)2

2𝑙2
) (3.42)

Otherwise known as the squared-exponential, Gaussian, and exponentiated

quadratic kernel, 𝑘RBF has become a de-facto standard for GP regression.
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Functions drawn from 𝑓 ∼ 𝒢𝒫 (𝜇, 𝑘RBF) are infinitely differentiable, and so it

is a good choice when discontinuities are not expected. In a kernel function

there are free parameters—in this case 𝜎2 and 𝑙—that form the hyperpara-

meters 𝝑 of the GP. The output variance 𝜎2 describes the average distance

of a function from its mean. The characteristic length-scale 𝑙 describes how
proximate two points must be to be well-correlated i.e. using a kernel with

a smaller 𝑙 will produce functions that are “wigglier”.

The periodic kernel

𝑘Per (𝑥, 𝑥
′) = 𝜎2 exp (−

2 sin2 (π |𝑥 − 𝑥′| 𝑝−1)
𝑙2

) (3.43)

The periodic kernel [121] can be used to model functions that repeat them-

selves exactly with period 𝑝, useful when the input being modelled is expec-

ted to do the same. Like the RBF kernel it is parametrised, aside from 𝑝, by
an output variance and characteristic length-scale.

The linear kernel
𝑘Lin (𝑥, 𝑥

′) = (𝑥 − 𝑎) (𝑥′ − 𝑎) (3.44)

The linear kernel allows GPs to be used for the case of linear regression

(in practice, however, using GPs for linear regression is computationally

inefficient), as 𝑓 ∼ 𝒢𝒫 (0, 𝑘Lin) is a distribution of linear functions that cross

the 𝑥 axis at 𝑥 = 𝑎. This kernel differs from the other described here in that

it is nonstationary: it cannot be expressed as 𝑘 (𝑥 − 𝑥′) and so its value is

determined by the absolute rather then relative positions of its arguments.

The Matérn kernels

𝑘𝜈 (𝑥, 𝑥
′) = 𝜎2 2

1−𝜈

Γ(𝜈)
(√2𝜈𝑥 − 𝑥′

𝑙
)
𝜈
K𝜈 (√2𝜈

𝑥 − 𝑥′

𝑙
) 𝜈 ∈ ℕ∗ − 1

2
(3.45)

The Matérn kernels [119, 122, 123] are a class of general-purpose kernels

commonly used in GPs. The kernel 𝑘𝜈 models functions that are ⌊𝜈⌋ times dif-

ferentiable. The Matérn kernels are defined in terms of the gamma function,

Γ(𝜈) = ∫
∞

0
𝑧𝜈−1e−𝑧 d𝑧, (3.46)

and modified Bessel functions of the second kind, K𝜈. They have the same

parameters as the RBF kernel, and

lim
𝜈→∞

𝑘𝜈 = 𝑘RBF. (3.47)
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(a) Functions drawn from a GP using the RBF
kernel with 𝜎 2 = 1, 𝑙 = 0.2.
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(b) Functions drawn from a GP using the peri-
odic kernel with 𝜎 2 = 1, 𝑙 = 1, 𝑑 = 2.5.
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(c) Functions drawn from a GP using the linear
kernel with 𝑐 = 2.5.
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(d) Functions drawn from a GP using the
Matérn kernel with 𝜎 2 = 1, 𝑙 = 0.5, 𝜈 = 2.5.

Figure 3.5: Functions drawn from GPs with various kernel functions and 𝜇(𝑥) = 0. The
mean function is shown in black with a one standard deviation envelope shaded. Functions
drawn from a GP with a kernel of a shorter characteristic length-scale, such as those in (a),
show more variation over a given length.

Functions drawn from GPs using these kernels with 𝜇(𝑥) = 0 are shown in Fig-

ure 3.5.

Suppose there is a set, 𝑿, of observations corresponding to function outputs,

𝒇. This forms the training input for regression. Assuming Equation 3.41 holds, it

follows that

𝒇 ∼ 𝒩 (𝟎, 𝜮) . (3.48)

This prior GP can be conditioned to form a posterior GP that is restricted to those

functions agreeing with the observations. The mean function of this posterior GP

can then be used to find the expected value at a set of outputs 𝒇∗ ∼ 𝒩 (𝟎, 𝜮∗∗).
Equation 3.34 shows how to form this distribution of 𝒇∗ conditioned by 𝒇 [93, 119]:

𝒇∗|𝒇 ∼ 𝒩 (𝝁∗ + 𝜮T
∗ 𝜮

−1 (𝒇 − 𝝁) , 𝜮∗∗ − 𝜮T
∗ 𝜮

−1𝜮∗)

∼ 𝒩 (𝟎 + 𝜮T
∗ 𝜮

−1 (𝒇 − 𝟎) , 𝜮∗∗ − 𝜮T
∗ 𝜮

−1𝜮∗)

⇒ E[𝒇 |𝒇∗] = 𝜮T
∗ 𝜮

−1𝒇 . (3.49)

To perform this regression values for 𝝑 (the parameters of the kernel function) must

be chosen. Using a GP allows for the automatic optimisation of 𝝑 by minimising
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(a) Plot showing functions drawn from a poste-
rior GP defined using the periodic kernel. The
optimised values of the kernel paramters are
𝜎 2 = 0.437, 𝑙 = 0.764, 𝑑 = 3.
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(b) Plot showing functions drawn from a poste-
rior GP defined using the Matérn 𝜈 = 5

2
kernel.

The optimised values of the kernel paramters
are 𝜎 2 = 0.584, 𝑙 = 0.639. In the region with
no training input, the GP reflects its prior state
seen in Figure 3.5(d).

Figure 3.6: Functions drawn from GPs conditioned on training input, shown in red. The
mean function is shown in black with a one standard deviation envelope shaded.

the log marginal likelihood [93, 119]:

𝑃(𝒇∗|𝑿) = ∫𝑃 (𝒇∗|𝒇 , 𝑿) 𝑃(𝒇 |𝑿) d𝒇 (3.50)

⇒ log 𝑃(𝒇∗|𝑿) = −1
2
𝒇T∗ 𝜮𝒇 − 1

2
log |𝜮| + 𝐶 (3.51)

where 𝐶 is a constant. Figure 3.6 shows the posterior GP for the periodic and

Matérn kernels on some dummy input.

Thus far, it has been assumed that all observations are noiseless. It is possible to

extend this framework to cover the case of noisy observations, but this lies outside

the scope of this thesis. More information can be found in [93] and [119].



Chapter 4

The CMS Experiment at the Large
Hadron Collider

Our judge is not God or
governments, but Nature

Tejinder Virdee

4.1 The Large Hadron Collider

The largest and most energetic particle accelerator ever constructed is the Large

Hadron Collider (LHC), operated by the European Organization for Nuclear Research
(CERN). The LHC is a synchrotron of 27 km circumference, a record matched

only by the Large Electron–Positron Collider (LEP) whose tunnel it now occupies.

Unlike LEP, the LHC is primarily a proton–proton collider but is capable of per-

forming lead ion collisions. Prior to the LHC, the most energetic particle collider

was the Tevatron at Fermilab, a pp̄ synchrotron that reached a centre-of-mass

energy of √𝑠 = 980GeV [124]. Centre-of-mass energy, √𝑠, is defined as the total en-

ergy of a system as measured in the inertial frame in which the centre of mass of

the system is at rest. Proton–proton collisions at the LHC outclass the Tevatron

by an order of magnitude, reaching √𝑠 = 13 TeV.
Such high centre-of-mass energies are achieved at the LHC by accelerating

protons with 1600 superconducting magnets, cooled to 1.9 K with liquid helium.

Protons enter the LHC ring at 450GeV, an energy reached by utilising a series of

older accelerators present at the CERN laboratory. The beam is initially produced

by ionising hydrogen gas to produce protons, and accelerating them to 50MeV
using Linac 2. The beam is then injected into the Proton Synchrotron (PS) booster

40
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Figure 4.1: The interconnected system of accelerators at CERN. Figure taken from [125].

where it reaches 1.4 GeV, next the beam energy is raised 26GeV in the PS itself, and

finally the Super Proton Synchrotron increases the beam energy to the necessary

450GeV. This accelerator chain is displayed in Figure 4.1.

Equally essential to the centre-of-mass-energy in the LHC’s role as a window to

new physics is its luminosity. The LHC has a design luminosity of 1034 cm−2 s−1.
This is not provided in one continuous beam, rather protons are collided every

25 ns in bunches [126].
The cross section for interactions at these energies, coupled with the high lumin-

osity, result in a phenomenon known as pileup. This is the presence of multiple

inelastic proton–proton collisions in a bunch crossing (in-time pileup) or in adja-

cent bunch crossings (out-of-time pileup).
In 2008 the LHC suffered a magnet quenching incident¹ [127], delaying the

start of the first operational run (Run Ⅰ) until 2009. The planned centre-of-mass

energy during Run Ⅰ was 10 TeV [128] but, because of safety concerns following

the quench, collisions were initially performed at 7 TeV. This would increase to

8 TeV in 2012 [129], the greatest centre-of-mass energy achieved during Run Ⅰ.

¹A quench occurs in a superconducting magnet when it accrues a nonzero resistance; it leads
to a rise in temperature and the explosive release of helium coolant.
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After Run Ⅰ a two-year shutdown began to prepare for 13 TeV collisions during the

second operational run (Run Ⅱ), which began in 2015 and concluded in 2018. In

2016 the design luminosity of the LHC was reached [130].

As seen in Figure 4.1, four major experiments are located at the four main beam

crossing points on the LHC ring. Starting clockwise from the main CERN site at

Meyrin, these are: A Toroidal LHC Apparatus (ATLAS), A Large Ion Collider Ex-
periment (ALICE), Compact Muon Solenoid (CMS), and the Large Hadron Collider
Beauty (LHCb) experiment. A Large Ion Collider Experiment (ALICE) and Large
Hadron Collider Beauty (LHCb) are specialised to study heavy ion collisions and

b hadrons, respectively. ATLAS and CMS, in contrast, are general-purpose detect-

ors.

The high centre-of-mass energies at the LHC coupled with the available integ-

rated luminosity allows the testing of theories and probing of processes outside the

reach of earlier facilities. A primary goal was to determine the nature of electroweak

symmetry breaking and validity of the Higgs mechanism. This was achieved in

2012 when CMS and ATLAS announced the discovery of a Higgs Boson [14, 15].

Beyond this, the LHC aims to search for new particles predicted by various BSM

models, look for possible constituents of dark matter, investigate the behaviour of

quark–gluon plasmas thought to be present in the early Universe (during heavy

ion runs), and test the SM by probing rare processes such as tZq.

4.2 The CMS Detector

The CMS detector lies at intersection Point 5, on the opposite side of the LHC ring to

the ATLAS detector. With a length of 21m along the beam line and a 15m diameter,

CMS is the second largest experiment at the LHC (ATLAS being the largest).

However, at 12 500 tonnes, CMS is the heaviest of the four main experiments.

Much of CMS’s weight is accounted for by the steelmuon return yoke. TheMuon
System, of which this yoke is part, forms the outermost layer of CMS’s stratified

detector system. Moving inwards, the hadronic calorimeter (HCAL)—designed to

measure the energy of hadronic particles—forms the next detector layer. Compon-

ents of the HCAL exist inside and outside the solenoidal magnet, which generates

a uniform magnetic field of 3.8 T within it when operating [131]. Closer still to the

beamline is the electromagnetic calorimeter (ECAL), which performs a similar func-

tion to the HCAL but for electrons and photons. Finally, closest to the beam, is the

inner tracking system consisting of silicon pixel and silicon strip detectors. These

detectors, in concert with the calorimeters, are used to reconstruct the trajectories
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Figure 4.2: Cross section of the CMS detector. Figure taken from [132].
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of collision debris that passes through them. Figure 4.2 shows a cross section of

CMS with all these systems labelled.

In addition to these detectors around the beam pipe, CMS also features detectors

exclusively present in the more forward region. Of relevance to the tZq analysis

presented in this thesis is the preshower detector, again labelled in Figure 4.2.

The design, construction, and installation of the detector systems at CMS presen-

ted a tremendous engineering challenge due to the high demands placed upon them.

In accordance with its aim of being a general-purpose detector and discovering

the electroweak symmetry breaking mechanism, a high-precision tracking system,

ECAL system, and Muon System were required to cover a large solid angle from

the interaction point (IP). The detectors and the associated electronics needed to be

capable of reading out at the bunch crossing frequency of 40MHz and withstand

the high radiation environment close to the IP.

The period 2010–2020 comprises Phase-1 of the LHC’s operation. During this

period, the observed instantaneous luminosity exceeded the design value, reaching

2.066 × 1034 cm−2 s−1 in 2017 [133, 134]. In order to prepare for the new challenges

this luminosity will create, and in reaction to the performance of the CMS detector

so far, a suite of upgrades known as the Phase-1 upgrade is planned for CMS

during Phase-1. Most of these upgrades are intended for Long Shutdown 2 (LS2),

a two-year shutdown of the LHC that began in 2019. It was known, however, that

radiation damage to the pixel detector (a component of the inner tracker) would

necessitate a replacement before then. Accommodating this, the Phase-1 upgrade

of the pixel detector was performed during the short technical top between LHC

operation in 2016 and 2017. This is discussed further in § 4.2.6.

The integrated luminosity recorded by CMS for √𝑠 = 13 TeV proton–proton

collisions during 2017 and 2018 is shown in Figure 4.3. Both the total integrated

luminosity delivered by the LHC and that recorded by CMS are displayed. The

latter will gradually fall below the former because of transitory unavailability of

detector systems or the data processing facilities being at capacity.

4.2.1 CMS Coordinate System

By taking the nominal IP as the origin, the 𝑥 axis pointing directly towards the

centre of the LHC ring, the 𝑦 axis pointing directly upwards, and specifying a right-

handed orientation, the 3D coordinate system used by CMS is constructed. This
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Figure 4.3: Luminosity delivered and recorded by CMS; (a) shows 2016 and (b) shows 2017.
Data-taking efficiency exceeds 90% in both years. Figures taken from [134].
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results in a 𝑧 axis parallel to the beam, heading approximatelywestward. Cylindrical

and polar coordinates can be defined in the usual manner:

𝜚 = √𝑥
2 + 𝑦2

𝑟 = √𝑥
2 + 𝑦2 + 𝑧2

𝜑 = arctan ||
𝑦
𝑥
|
|

𝜃 = arccos 𝑧
𝑟
.

(4.1)

The angle 𝜃 is often expressed in terms of pseudorapidity

𝜂 = − ln (tan 𝜃
2
) (4.2)

= arctanh
𝑝𝑧
|𝒑|

. (4.3)

In the ultrarelativistic limit, |𝒑| ≫ 𝑚, 𝜂 approaches the rapidity

𝑦 = 1
2
ln (

𝐸 + 𝑝𝑧
𝐸 − 𝑝𝑧

) . (4.4)

Differences in rapidity are invariant for Lorentz transformations along the 𝑧 axis,
allowing angular separation to be defined as a quantity, Δ𝜂, independent of the net

momentum of a collision.

Many of the detector systems in CMS are divided into barrel and end cap regions.

The barrel refers to detectors that surround the IP at constant 𝜚. End cap detectors

cover higher rapidity regions and sit on planes of constant 𝑧.

4.2.2 Particle Tracking and Calorimetry

Charged particle tracking in CMS relies on two phenomena: a charged particle

moving in a magnetic field experiences a force perpendicular to its direction of

motion and ionises matter it comes into contact with.

The force experienced by a particle moving through a magnetic field is

𝐹 = 𝑞𝑣T𝐵 (4.5)

where 𝑞 is the particle’s charge, 𝑣T its velocity perpendicular to the field, and 𝐵
the strength of the magnetic field perpendicular to the direction of motion. The

generated force, 𝐹, will be perpendicular to both the field and the direction ofmotion.

Inside CMS’s solenoid, the magnetic field is uniform and in a direction parallel to

the 𝑧 axis and so 𝑣T represents motion transverse to the beam. Furthermore, in the

absence of any other outside forces, the motion of a charged particle in a uniform
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magnetic field must be curved, which allows the above expression to be equated to

that for the centripetal force:

𝐹 = 𝑞𝑣T𝐵 =
𝑚𝑣2T
𝑅

⇒ 𝑝T = 𝑅𝑞𝐵 (4.6)

where 𝑅 is the radius of curvature, 𝑚 = 𝑝T
𝑣T

is the particle’s mass, and 𝑝T is mo-

mentum transverse to the beam (transverse momentum). In CMS, 𝐵 is known and

𝑞 will always be ±𝑒 as there is no known charged particle with |𝑞| ≠ 𝑒 possess-
ing a lifetime long enough for it to enter the tracking system before decaying.

The missing information needed to determine 𝑝T can be found by tracking: the

curvature of the track provides 𝑅 and the direction of curvature the sign of 𝑞. The
total momentum, |𝒑|, can then be obtained using

|𝒑| = √𝑝
2
𝑥 + 𝑝2𝑦 + 𝑝2𝑧

𝑝𝑥 = 𝑝T cos 𝜑

𝑝𝑦 = 𝑝T sin 𝜑

𝑝𝑧 = 𝑝T cot 𝜃 = 𝑝T sinh 𝜂

⇒ |𝒑| = √𝑝
2
T (1 + sinh2 𝜂)

= 𝑝T cosh 𝜂. (4.7)

To acquire this information from charged particles, tracking detectors exploit

the phenomenon of ionisation. Charged particles passing through matter deposit

energy via various mechanisms, depending on the energies, materials, and particles

involved. Identifying and measuring these deposits forms the operational basis of

all charged particle detectors in CMS.

Those detectors at CMS that are not primarily concerned with tracking are,

instead, primarily concerned with calorimetry. Besides providing a measure of

energy for charged particles, calorimeters provide the only response from neutral

particles in the CMS detector. Calorimeters function by exploiting the particle

showers created when high energy particles enter a dense medium. Two types

of shower can be initiated in this way: electromagnetic showers, initiated by an

electron or photon; and hadronic showers, initiated by hadrons. The function of

a calorimeter is to initiate such a shower and allow the energy of the daughter

particles to be collected. This is achieved with a scintillator—transparent materials

exhibiting luminescence upon the absorption of radiation. Light emitted by the

scintillator can be collected, its energy measured, and the total ideally equalling

the energy deposited. The scintillator can be paired with alternating layers of an
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absorber material tasked with initiating a shower, the resulting design known as

a sampling calorimeter. Alternatively, the scintillating material can double as the

absorber—a homogeneous calorimeter.
The characteristics of electromagnetic showers and hadronic showers are dis-

tinguished enough that constructing detectors that specialise in each is necessary.

Hadronic showers are deeper and broader than their electromagnetic counterparts,

making containing the shower more difficult and the resulting energy measure-

ments less precise. The calorimeter systems used in CMS and the associated shower

phenomenology are detailed in § 4.2.4 and § 4.2.5.

4.2.3 The Muon System

By virtue of its position as the outermost detector system at CMS, the Muon System

is expected to experience far less particle flux than the rest of the detector. Only

long-lived weakly ionising particles—namely muons and neutrinos—are expected

to reach this component of the detector. Neutrinos react too weakly to be reliably

detected even by dedicated neutrino experiments; their presence in an event is best

inferred from missing energy and momentum, as explained in § 5.3.2. The Muon

System then, as the name would imply, concerns itself only with muons.

Uniquely among the other major detector systems at CMS the Muon System

resides entirely outside the solenoidal coil. The magnetic field is therefore not

uniform. This motivates the presence of the steel return yoke, used to guide and

confine the magnetic field.

Thanks to the reduced particle flux, the Muon System can employ detectors with

longer response times than would be acceptable elsewhere. Three types of detector

are used in the Muon System, from longest to shortest response time these are:

drift tube chambers (DT chambers), cathode strip chambers (CSCs), and resistive
plate chambers (RPCs). These three detectors are all used for tracking, with RPCs

also used for triggering. Figure 4.4 shows a cross section of one quadrant of the

muon system, demonstrating how the barrel region is split into five wheels along

the 𝑧 axis numbered from −2 to +2. Each wheel is split into 12 sectors running

around the beamline.

The DT chambers have a response time of up to 380 ns [136] and so are located

on the barrel, where the lowest particle flux is expected. They cover the |𝜂| > 1.2
region. Every sector contains four DT chambers interposed with steel yoke, except

for the uppermost and lowermost chambers of a given wheel. These are split in

two to ease the assembly of CMS.

A schematic of a DT chamber is given in Figure 4.5. Each chamber contains 12

layers of DT chambers, grouped into three superlayers (SLs) of four layers each.
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SL1 (furthest from the beam) and SL3 (closest to the beam) contain DT chambers

arranged in the ̂𝒛 direction, while the DT chambers in SL2 run in the 𝝋̂ direction.

This allows a chamber to provide two coordinates for a muon. Within each SL

consecutive layers are offset half the width of a DT chamber in order to improve

angular resolution.

A DT chamber contains an anodal wire running along the chamber’s length.

The chamber has a 13mm × 42mm cross sectional area along this wire, with the

remaining volume filled with a gaseous mix of 85% Ar ∶ 15% CO₂. When charged

particles enter this gas, it is ionised and the freed electrons then drift toward the

anodal wire. The drift velocity of the electrons in the gas is a known constant,

so the time taken for the electrons to reach the wire provides the distance of the

incident particle from the wire and hence a coordinate. The start time is provided

by the RPCs, and an end time when a current is recorded in the wire.

Gas-based detectors like DT chambers are able to more cheaply cover a given

volume than solid-state detectors, at the expense of response time. CSCs are also

gas-based detectors but with a response time ≈ 1
85 of DT chambers’, they can be

used in areas of higher particle flux, such as the Muon System’s end caps.

CSCs contain anodal wires running in the 𝝋̂ directionwith perpendicular cathode

strips in the 𝝔̂ direction. Charged particles passing through the 50% CO₂ ∶ 40% Ar ∶
10% CF₄ gas within create a shower of positive ions and negative electrons, collected

by the anode wires and cathode strips, respectively. The strips in which a current

is observed provide the coordinates of the incident particle.

The fastest-responding detector used in the Muon System is the RPC. With

a response time of 1.26 ns they can be used for triggering—unike the DT chambers

and CSCs—and their measurements are used in track reconstruction.

The RPCs used in CMS are double-gap. Two 2mm gaps between flat polyoxy-

benzylmethylenglycolanhydride (Bakelite) electrodes are filled with a mixture of

94.7% CH₂FCF₃ ∶ 5% (CH₃)₃CH ∶ 0.3% SF₆ gas. The external sides of the Bakelite

electrodes are coated in a graphite paint and a copper readout plane is placed

between the two gaps. A schematic is shown in Figure 4.6. An electric field is

induced in the gas normal to the electrode plane at such a strength that electrons

freed by incident particles will immediately cause further ionisations (avalanche).
As the electrodes are resistive a signal is induced by the movement of charge in

the electric field and not by the avalanched electrons directly, giving the RPC its

excellent response time.

In √𝑠 = 13 TeV collisions, the 𝑝T resolution for muons of 𝑝T ≲100GeV (where

‘≲’ indicates ‘less than approximately’) was found to be 1% in the barrel and 3%
in the end cap when including information from the inner tracking system. For
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Figure 4.6: Cross section of a resistive plate chamber used in the CMSMuon System. Figure
taken from [137].

muons in the range 100GeV < 𝑝T < 1TeV, the resolution in the barrel is better

than 7%. The overall hit efficiency for the Muon System was 94–99% [138].

4.2.4 The Hadronic Calorimeter

The next layer of the CMS detector is the HCAL, a sampling calorimeter designed

to measure the energy of hadronic particles and use energy deposit locations to

assist with tracking. The HCAL is designed to tolerate significantly higher flux

than the Muon System and absorb as much energy as possible to maximise the

energy resolution.

Hadrons entering an absorber experience inelastic nuclear collisions. The mean

distance travelled before an interaction takes place—the nuclear interaction length,

𝜆I—characterises the depth of a hadronic shower. Inelastic collisions produce

secondary π0, π±, η, p, etc. that interact with the medium through a variety of

phenomena. Approximately 20–30% of the energy deposited is used to overcome

nuclear binding energies; losses like this are invisible to the detector, and provide

a further challenge in hadronic calorimetry [18].

The HCAL consists of four subdetectors. First is the HCAL Barrel (HB), which

covers the pseudorapidity range |𝜂| < 1.3. The HB lies inside the solenoid but is

supplemented by the Outer HCAL (HO), which lies outside. This is necessitated

by the limited space inside the solenoid: the typically long 𝜆I of even the most

effective absorbers means that a significant fraction of energy cannot be captured
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by the HB. Third is the HCAL End Cap (HE) covering 1.3 < |𝜂| < 3, and finally the

Forward HCAL (HF) covers 3 < |𝜂| < 5.2 [136].

In the HB a brass absorber is used, except for the outermost and innermost layers.

These are steel to ensure the structural integrity of CMS. The outermost steel layer

is 75mm thick, followed by six 50.5mm thick brass layers, a further eight 56.55mm
thick brass layers, then a final 40mm thick steel layer, for a total of 16 absorbing

layers. The interceding plastic scintillator layers are 3.7mm thick. These strata are

arranged into 36 azimuthal wedges. In all, the HB has a minimum depth of 5.8𝜆I at
𝜂 = 0, increasing with |𝜂| to a maximum of 10.6𝜆I.

The HO is divided into five rings that match the five wheels of the muon system.

It has only one absorbing layer: the solenoid itself, equal to 1.4 csc 𝜃 nuclear inter-

action lengths. This is then immediately followed by a single plastic scintillating

layer. This design is modified in Ring 0 (the central ring), where the effective ab-

sorption length is shortest, by adding a second plastic scintillating layer with an

interstitial 19.5 cm thick iron absorber.

The HE consists of plates containing 79mm thick brass and 9mm thick plastic

scintillator layers on the end cap. In tandem with the HB and HO, the HE ensures

that a particle must traverse 11.8𝜆I in the |𝜂| < 3 region, excepting a small section

where the HB and HE meet.

The final component of the HCAL is the HF. This region experiences eight times

the amount of deposited energy in a typical collision compared to the rest of the

HCAL. Ensuring the HF could withstand this harsh environment was therefore

paramount. As such, the HF uses a different design to the rest of the HCAL.

The HF relies on Čerenkov radiation, a form of radiation emitted by charged parti-

cles moving faster than the phase velocity of light in a medium. Čerenkov radiation

peaks in the ultraviolet region [139] and is emitted at the Čerenkov angle [18]

𝜃C = arccos ( 1
𝑛𝛽

) (4.8)

from the particle’s direction ofmotion, where 𝑛 is the refractive index of themedium

and 𝛽 is the particle’s velocity as a fraction of the speed of light in a vacuum.

Steel is used as the absorber in the HF, with 5mm thick plates layered to a total

depth of 165 cm (≈10𝜆I). Quartz fibres running in the ̂𝒛 direction are fitted into

grooves on these plates. They pick up Čerenkov radiation emitted by particles from

showers triggered by incident high-energy particles. Half of these fibres do not

extend the full length of the detector, starting at a depth of 22 cm. This allows

the HF to identify photons and electrons in addition to hadrons, as the former

deposit most of their energy in that length. The accumulated Čerenkov radiation

is funnelled to photomultiplier tubes contained in readout boxes.
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The energy resolution of the HCAL is parametrised as

𝜎𝐸
𝐸

=
√
𝑆2
𝐸

+ 𝐶4. (4.9)

The first term represents the stochastic element, originating from intrinsic shower

fluctuations, and the constant term arises from the physical limitations of the

HCAL. This includes nonuniformity and radiation damage, but is dominated by

energy leaking through the rear of the HCAL. A test beam of electrons, pions,

protons, and muons [140] was used to determine the resolution. Where appropriate,

this beam was first passed through a lead tungstate crystal to control for the

effect of the ECAL. In the HB+HO barrel and HE, 𝑆 = 0.847 ± 0.016 √GeV and

𝐶 = 0.074 ± 0.008 [141]. Meanwhile, in the HF, 𝑆 = 1.98 √GeV and 𝐶 = 0.09 [141].

4.2.5 The Electromagnetic Calorimeter

Unlike the HCAL, the ECAL is a homogeneous rather than a sampling calorimeter.

The material chosen for the ECAL is lead tungstate (PbWO₄) in crystalline form.

Lead tungstate is radiation-hard, scintillating, and produces shallow, thin electro-

magnetic showers.

Two processes work together to create an electromagnetic shower: bremsstrahl-
ung radiation (e± → e±γ) and pair production (γ → e−e+). Bremsstrahlung

(‘breaking radiation’) is emitted when an electron (or any charged particle) de-

celerates, and a photon can undergo pair production when it has an energy greater

than double the electron rest mass. Daughter electrons and photons can then pro-

duce further photons or electrons via the same processes, cascading to form an

electromagnetic shower. This process ends when the energy loss of the electron is

dominated by ionisation, occurring below the critical energy

𝐸C ≈ 600
Z

MeV (4.10)

with 𝑍 as the average atomic number of the material [18]. A shower’s depth is

described by the radiation length, 𝑋0, defined as the distance over which an electron

will lose 1
e of its energy to bremsstrahlung radiation (the mean free path of a photon

before undergoing pair production is 9
7𝑋0). The Molière radius, 𝑅M, describes the

breadth of a shower—it is the radius of a cylinder containing 90% of a shower’s

energy. In the ECAL, the lead tungstate crystals used have 𝑋0 = 0.89 cm and

𝑅M = 2.2 cm.

The ECAL contains 68 524 lead tungstate crystals. Most of these—61 200—reside

in the barrel, which covers the pseudorapidity range |𝜂| < 1.4442. The remaining

7524 crystals reside in the end cap, covering the range 1.566 < |𝜂| < 2.5 [142].
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Barrel crystals are 23 cm (25.8𝑋0) long, while end cap crystals are 22 cm (24.7𝑋0)

long.

In the 1.653 ≤ |𝜂| < 2.6 end cap region, the ECAL system employs a preshower

detector. Its design is a hybrid between a calorimeter and solid-state tracker, con-

sisting of two layers of lead absorber plate backed by a silicon detector to a total

depth of 20 cm. At 𝜂 = 1.653 the first lead plate has a depth of 2𝑋0 and the second

1𝑋0. The enhanced resolution in the preshower allows electrons to be identified

more reliably by examining the properties of their showers, and aids track recon-

struction.

The energy resolution of the ECAL for electrons hitting the centre of a barrel

crystal was measured in a test beam to be [143]

𝜎𝐸
𝐸

=
√
(2.8%
√𝐸

)
2
+ (12%

𝐸
)
2
+ (0.3%)2 (4.11)

in √𝑠 = 7 TeV pp collisions. As for the HCAL the stochastic and constant terms

account for the shower fluctuations and physical limitations, respectively. Like the

HCAL, the constant term is dominated by energy leakage but in the ECAL the non-

uniformity of light collection is another significant factor.

4.2.6 The Inner Tracker

The inmost detector system at CMS is the aptly named inner tracker. The largest

silicon tracker system ever constructed, it extends to a radius of 1.1m and length
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Figure 4.8: Cross section of a silicon-trip detector, showing the perpendicular n-type and
p-type strips, with the intervening n-type depletion region (labelled n-bulk). Figure taken
from [136].

of 5.8m along the beam pipe, covering the range |𝜂| < 2.5 [136]. It is split into five

subdetectors—the Tracker End Caps (TECs), Tracker Outer Barrel (TOB), Tracker
Inner Disks (TIDs), Tracker Inner Barrel (TIB), and pixel detector. The arrangement

of the components is shown in Figure 4.7. Designed to be the primary source of

tracking information in CMS, the inner tracker uses solid-state silicon detectors

because of their fast response, high resolution, and radiation resistance.

Silicon is a semiconductor: a substance with a conductivity between an insulator

and a conductor. By doping—introducing impurities into the silicon—the nature of

the free charge carriers in silicon can be altered. N-type silicon contains an excess

of electrons, which act as the charge carriers. P-type silicon, on the other hand,

has an electron deficit. The missing electrons in the lattice behave as positively-

charged charge carriers known as holes.
Joining p-type and n-type silicon creates a p–n junction [144]. Current will only

travel from the p-type silicon to the n-type silicon i.e. the junction forms a diode.

Connecting the p-type region to a negative terminal and the n-type to a positive

terminal creates a reverse bias, which depletes the junction of charge carriers. The

silicon trackers in the inner tracker all use an n-type depletion region. Ionising

particles entering this depletion region create electron–hole pairs in the depleted

region, which quickly flow to the n-type and p-type regions, respectively, resulting

in a measurable current. The arrangement of the n-type depletion region, p-type

region, anode, and cathode depends on the type of detector.
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Figure 4.9: Comparison of the layout of the pixel Phase-1 upgrade detector (top) and original
Phase-0 detector (bottom) on either side of the beamline. The nominal IP is marked to
the left, and a schematic cross section of the barrel and end cap is shown. Figure taken
from [145].

A diagram of a silicon strip module is shown in Figure 4.8. Charge carriers

produced in the n-type depletion region are collected by the perpendicular n-type

and p-type strips, giving position information in two axes.

The TOB contains six layers of 500 μm thick strip detectors complemented by

four layers of 320 μm thick strip detectors in the TIB. In the TECs there are nine

layers (disks) of strip detectors, with each disk split into concentric rings. Each

disk contains a variable number of rings decreasing with |𝑧| as seen in Figure 4.7.

The strip detectors in the three innermost rings on each disk are 320 μm thick, and

500 μm thick in the remaining rings. Finally, the TIDs contain three disks of three

rings each, with all strip detectors 320 μm thick. Certain modules are stereo—formed

of two back-to-back strip detectors—and are indicated on Figure 4.7.

The remaining inner tracker detectors are silicon pixel detectors. The appellative

pixel refers to the construction: millions of tiny (100 μm × 150 μm) independent

silicon detectors, or “pixels”. Each pixel is an n-type depletion region sandwiched

between a cathode and an anode. In total, over 66 million individual pixels are used

in the inner tracking system.

Radiation damage during operation demanded an upgrade to the pixel detector

at the beginning of 2017. In this upgrade the original Phase-0 pixel detector was

replaced by the Phase-1 pixel detector.

The Phase-0 pixel detector consisted of three layers in the barrel and two discs in

the end cap. The Phase-1 upgrade added a layer of pixel modules in the barrel [146].
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Figure 4.10: Plot of hit efficiency against luminosity for the Phase-0 detector (a) and the
Phase-1 detector (b). BPix (FPix) refers to the modules in the barrel (end cap), with the
layers (disks) therein enumerated from the inside out. Figures taken from [148].

In the end cap, the number of disks was increased from two to three and each disk

now contains two partially overlapping rings. A comparison between the Phase-0

layout and Phase-1 layout is shown in Figure 4.9. The hit efficiency of the Phase-1

and original Phase-0 pixel detectors is shown in Figure 4.10. Without this upgrade

a hit inefficiency of 16% in the innermost barrel layer was predicted [147], but now

the Phase-1 detector shows greater efficiency in all layers compared to the Phase-0

detector. In particular the efficiency in the first layer of the barrel—which is located

closest to the IP—shows a marked improvement.

In Figure 4.11 the 𝑝T and impact parameter (𝑑0, the distance of the closest ap-

proach between a track and the IP) resolutions achieved in the Phase-0 tracker are

shown. The study was performed on isolated muons of 𝑝T = 1GeV, 10GeV, and
100GeV. The resolution worsens with |𝜂| as the distance between the IP and the first

incidence observed in the tracker increases. Near |𝜂| = 1.5 a small loss of resolution

can be seen, caused by the gap between the barrel and end cap components [142].

4.3 The CMS Trigger System

The total amount of raw data generated by the CMS detector systems per event

is 1–2MB [150]. At a typical event rate of ∼106 events per second, this creates

∼1TB s−1 of data to be processed and archived. This falls well outside the scope of

modern computing hardware.
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Figure 4.11: Resolution of 𝑑0 (a) and 𝑝T (b) versus 𝜂 for tracks reconstructed using the
Phase-0 inner tracker. Solid markers show the 1𝜎 band and hollow markers the 2𝜎
band. [149]

The total proton–proton cross section at √𝑠 = 13 TeV is 110.6 ± 3.4mb [151],

of which 28 ± 2% are elastic collisions. The inelastic cross section is dominated

by QCD processes in which the momentum transfer, 𝑄, is less than the energy

at which non-perturbative effects are significant (𝛬QCD); these are known as soft
processes. Consequently, the total inelastic proton–proton is many orders of mag-

nitude greater than the majority of physics processes studied at CMS, which have

cross sections at the picobarn order. Therefore, even at a theoretical CMS experi-

ment capable of processing and recording all data from every single collision, most

of the data would not be needed to further CMS’s physics goals. Filtering these

unnecessary events before full event reconstruction takes place would reduce the

event rate to a manageable level without adversely affecting physics performance.

This is the task taken up by the CMS trigger system.

The CMS trigger system consists of two stages: the Level 1 Trigger (L1 Trig-

ger), and the High Level Trigger (HLT). The L1 Trigger consists of custom hard-

ware—viz. application-specific integrated circuits (ASICs) and field programmable
gate arrays (FPGAs)—built into the CMS detector. It makes a decision on whether

to pass the event data to the HLT within 4 μs; this extreme latency constraint

means only information from the muon and calorimeter systems is available to the

L1 Trigger.

Despite the limited time frame and available data, the L1 Trigger is able to

perform some rudimentary physics object identification and �𝐸T calculation [152]

(see § 5.3.2 for the definition of�𝐸T). Event properties and objects determined by the
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L1 Trigger will determine which, if any, L1 Trigger flags will be set for that event.

These flags mark potentially “interesting” events. For example, a flag can be set for

events that seemingly contain two muons, or exceed a certain �𝐸T threshold. No

flag will be set for most events and the associated data is discarded. On the other

hand, should any flag be set the data is passed to the HLT for further processing.

Ultimately, the L1 Trigger reduces the event rate to ∼100 kHz.
In contrast to the L1 Trigger, the HLT uses consumer-grade general-purpose

central processing units (CPUs) and, owing to an increased time budget of 175ms
per event, is able to performmore advanced reconstruction using data from all CMS

detector systems. The time budget is still, however, the principal consideration: full

event reconstruction is not performed at this stage, and the HLT computing hard-

ware is positioned in a cavern adjacent to the CMS detector in order to minimise

latency.

Event filtering at the HLT stage is constructed around HLT paths. A path is

a succession of event processing steps used to classify an event as containing

potentially interesting physics objects or properties. Conceptually, this is similar

to the flags set by the L1 Trigger, but afforded a greater degree of granularity and

sophistication by the increased processing time. HLT paths will be activated (or not)

depending on the L1 Trigger flags set for that event: for instance, if an L1 Trigger

flag indicating the presence of an isolated electron or photon is set, HLT paths

designed to select events containing single, isolated electrons would be enabled. If

an event is found, using the HLT’s reconstruction process, to have the properties

required by a given path it is said to have passed that path. Events that pass any

activated HLT path are forwarded for complete reconstruction at a rate of ∼100Hz.



Chapter 5

Event Reconstruction

To achieve great things, two things
are needed: a plan, and not quite
enough time.

Leonard Bernstein

In order to make the enormous amount of data from the CMS detector systems

meaningful, the particles created in collisions must be reconstructed. This pro-

cess begins with the identification of tracks in the inner tracker, tracks in the Muon

System, and clustered energy deposits in the calorimeters. From these, a list of

particles present in the event is then constructed using the Particle Flow (PF) al-

gorithm [153]. Finally, high-level objects—such as jets and �𝐸T—are determined.

5.1 Low-Level Physics Object Reconstruction

The first step in the physics object reconstruction involves the identification of low-
level objects on a detector-by-detector basis; information from the different detector

systems is not, at this stage, combined. These low-level objects are charged particle

tracks, primary vertices, and energy clusters in the calorimeters.

5.1.1 Charged Particle Tracks

As discussed in § 4.2.2, the reconstruction of a charged particle track allows the

particle’s 𝑝T to be determined. In addition, once a primary vertex has been found

as described in § 5.1.2, the impact parameter of the charged particle can be found.

Two metrics are defined to describe the quality of tracking: the percentage of

real tracks correctly reconstructed is the tracking efficiency and the percentage

60



CHAPTER 5. EVENT RECONSTRUCTION 61

Measure

Combine

Predict

Figure 5.1: Diagram showing the basic operation of a KF. The initial state of the system,
𝒙(𝑘 − 1), (grey) is used to make a prediction of 𝒙(𝑘) (red). A KF is used to combine this
prediction with a measurement of 𝒙(𝑘) (blue) to create an estimate of 𝒙(𝑘) more accurate
than either the prediction or measurement (purple). This process can then be repeated,
using the KF’s estimate as the initial state to create a new estimate using a KF of 𝒙(𝑘 + 1).

of reconstructed tracks with no real track analogue is the fake rate. To achieve the

best performance, the Combinatoral Track Finder (CTF) algorithm is used [149].

The CTF utilises a Kalman filter (KF) to combine energy deposits in the inner

tracker—known as hits—to form tracks.

Kalman filters

The KF is an algorithm allowing the creation of optimal predictions of dynamic

systems based on uncertain information [154]. Consider a system that can be en-

tirely specified by 𝒙 = (𝑥1, 𝑥2, 𝑥3, …) that evolves with 𝑘. Only noisy measurements

of 𝒙 can be made, and there exists a dynamic model of the system i.e. a method

to predict the value of 𝒙 at 𝑘 based on the value of 𝒙(𝑘 − 1). A KF combines this

prediction with noisy measurements of 𝒙(𝑘) to produce an estimate of 𝒙(𝑘) that is
more accurate than either individually. For linear systems, a KF will produce an

optimal estimate: no other technique will result in a smaller mean squared error.

The estimate of 𝒙(𝑘) obtained by the KF can then be used to predict 𝒙(𝑘 + 1)
using the dynamic model and, in combination with a noisy measurement of 𝒙(𝑘+1),
can create an estimate of 𝒙(𝑘 + 1) using another KF. An overview of this process is

presented in Figure 5.1. This estimate will be better than if a single KF had been

used, starting at 𝑘. Despite this, the second KF only needed information from the

preceding state. This gives the algorithm a low memory overhead and, combined

with its relative simplicity, makes it ideal for track fitting at CMS. In this context,
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𝒙 represents the coordinates of a hit in the detector; additional candidate hits for

a track are added one at a time, with a KF used to combine the predicted motion

of the particle with the hit. In this iterative manner, the uncertainty in a track

candidate decreases with the inclusion of each additional hit [155].

The Combinatorial Track Finder algorithm

The CTF algorithm can be split broadly into four stages:

1. Pairs and triplets of hits in the inner tracker are used to create initial estimates

of helical charged particle tracks. This is known as track seeding.

2. These proto-tracks are extrapolated and used to identify further candidate

hits in other tracker layers, which are then combined with the proto-track

using a KF [156]. The algorithm searches for hits in each tracker layer,

allowing both zero and multiple hits in a layer. In the latter case, a track

candidate is created for each hit, which can lead to track candidates sharing

many of the same hits.

3. Each track candidate is refit twice using a KF: first starting from the innermost

hit outwards and second starting from the outermost hit inwards (the KF in

the second fit is initialised with the result of the first). An average of the two

resultant tracks is used to provide the optimal track parameters.

4. Low-quality track candidates are discarded. The quality of a track candidate

is determined by the quality of the fit, the number of intersecting layers that

contain hits, and its compatibility with originating from a primary interaction

vertex (see § 5.1.2). The fraction of shared hits between two track candidates

is calculated as

𝑓shared =
𝑁shared

min (𝑁1, 𝑁2)
(5.1)

where 𝑁shared is the number of shared hits and 𝑁1 (𝑁2) is the number of

hits used in forming the first (second) track candidate. If, for any pair of

track candidates, 𝑓shared exceeds 19% the track candidate with fewer hits is

discarded (if 𝑁1 = 𝑁2 the track with the lowest quality fit is discarded).

Application of the CTF is performed six times per event. Each iteration is tuned

differently: the location and quantity of hits needed to form proto-tracks is changed

as are the 𝑝T and impact parameter requirements for high-quality track candidates.

Finally, the selection between track candidate pairs with 𝑓shared > 19% is performed

on the collection of all track candidates from every iteration.
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5.1.2 Primary Vertex Reconstruction

Reconstructed tracks that are well-fit, have two or more hits in the pixel detector,

five or more hits in the tracker, and a small impact parameter with respect to the

beam line are used to reconstruct primary interaction vertices [149]. A primary

interaction vertex is a point where a proton–proton collision took place. In any

given event there will be multiple such vertices, because of pileup. The primary

interaction vertex with the greatest total 𝑝T is chosen as the primary vertex, with

those remaining considered to be pileup vertices.

Primary interaction vertices are found by using a deterministic annealing al-

gorithm [157] to cluster tracks according to the 𝑧 coordinate of their closest ap-

proach to the beam axis. This is followed by an adaptive vertex fit [158] to determine

the position of each possible vertex from its associated tracks.

5.1.3 Calorimeter Energy Clusters

The HCAL and ECAL detectors are divided into cells. Incident particles create

deposits in groups of neighbouring cells (clusters) thatmust be identified to correctly

reconstruct the location and energy of the particle that caused the deposit.

The large cell size of the HF renders clustering unnecessary: each individual

cell is considered a cluster. In the remaining calorimeters the clustering algorithm

begins by identifying seed cells. Seed cells must have deposited energy in excess of

a threshold that varies by subdetector andmust containmore deposited energy than

any neighbouring cells. Clusters are grown from these seeds by adding cells that

share at least one corner with a cell already in the cluster and contain deposited

energy in excess of two standard deviations from the expected electronics noise.

This equates to 800MeV in the HCAL, 80MeV in the ECAL barrel, and 300MeV
in the ECAL end cap [153].

5.2 Particle Flow

The PF algorithm [153] uses information from all CMS detector systems to recon-

struct the particles present in an event. It begins with a linking step, connecting

tracks from the inner tracker (and potentially the Muon System) to energy clusters

in the calorimeter systems. The resulting linked objects are known as blocks. The
PF algorithm then attempts to identify the particle responsible for each block in the

following order: muons, electrons, neutral hadrons, photons, and finally charged

hadrons. Once a block has been associated with a particular particle type it is re-

moved from further consideration.



CHAPTER 5. EVENT RECONSTRUCTION 64

5.2.1 The Linking Algorithm

Charged particle tracks found by the CTF are projected into the calorimeter systems.

If the projected track lies within an identified calorimeter cluster, the track and

cluster are linked as a block. Clusters in the ECAL and HCAL can be linked too,

provided the former lies within the boundary of the latter.

This process is complicated slightly by photons emitted as bremsstrahlung radi-

ation. Photon trajectories are not bent by the magnetic field and so will propagate

at a tangent to charged particle tracks. A charged particle will release bremsstrahl-

ung radiation when interacting with material in the inner tracking system, hence

a tangent is extrapolated from every hit in every track. Any ECAL cluster whose

location is consistent with one of these tangents is flagged as the possible result of

a bremsstrahlung photon.

5.2.2 Muon Reconstruction

Muon tracks, like any other, are reconstructed in the inner tracker using the CTF.

An independent track reconstruction process is performed in parallel using the

muon system alone. This process is similar to that performed in the inner tracker,

using small seed track segments (much the same as proto-tracks) constructed using

hits in the DT chambers and CSCs. Full tracks are then built using a KF that

combines candidate hits in the DT chambers, the CSCs, and the RPCs.

The existence of two sets of independently reconstructed muon tracks allows for

two separate methods of muon reconstruction:

Global (outside-in) All tracks reconstructed in the Muon System are projected

inward, towards the inner tracker. They are then combined with the closest-

matching track in the inner tracker using a KF. The resulting complete block

is a global muon.

Tracker (inside-out) All tracks in the inner tracker that satisfy 𝑝T > 0.5 GeV and

|𝒑| > 2.5 GeV are extrapolated to the Muon System. If a matching muon track

segment is found the track is considered a tracker muon.

A muon could be reconstructed as both a tracker muon and a global muon.

To account for this, any pairs of tracker muons and global muons that share the

same track in the inner tracking system are merged. Approximately 99% of muons

produced in a proton–proton collision within the Muon System 𝜂 acceptance are

identified by PF as either a global or tracker muon [138].
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Rochester Corrections

Beyond the PF muon reconstruction, corrections that apply a scale factor to muon

four-momentum known as the Rochester Corrections [159] are recommended

for all CMS analyses with muons in the final state. The scale factor is derived

from amuon’s charge, 𝑝T, 𝜂, and 𝜑. These corrections correct for biases arising from

detector misalignment and errors in the measurement of the magnetic field and

alter the muon’s 𝑝T by ≲2% in the tZq analysis.

5.2.3 Electron Reconstruction

Electrons are particularly susceptible to bremsstrahlung radiation, losing 33–86% of

their energy to it in the inner tracker [160]. This poses a problem for electron recon-

struction using a KF. While the KF formalism does not assume Gaussian noise, it

only performs optimally in this case. Bremsstrahlung radiation, however, produces

uncertainties that are not and cannot be reasonably approximated by a Gaussian,

to the extent that electron reconstruction performance is significantly degraded

when using a KF alone. To resolve this, a KF is used for an initial fit and is then

refined with the more comprehensive—and computationally expensive—Gaussian
sum filter (GSF) algorithm [161]. Bremsstrahlung radiation presents a further prob-

lem in the ECAL, namely the association of all bremsstrahlung energy deposits

from an electron to the correct source. This is essential to fully reconstruct an elec-

tron’s initial energy. The fact that the electron has a curved trajectory while that

of the photon’s is straight results in the energy deposits associated with a single

electron potentially covering a range over 𝜑. Clusters that fall into this pattern

are thus arranged into superclusters through the use of two different algorithms:

the hybrid algorithm in the ECAL barrel and the multi algorithm in the ECAL end

cap [160].

Two different methods are used by the PF algorithm to identify electron track

seeds [160]:

ECAL-driven The energy and layout of a supercluster is used to calculate the

associated electron’s hits in the inner tracker. This is most effective for isol-

ated, high-𝑝T electrons: nonisolated electrons (e.g. those within jets) can

have other tracker hits incorrectly associated with them, and the brems-

strahlung distribution of a low-𝑝T electron can exceed the bounds of a single

supercluster.

Tracker-driven A KF is used to fit tracks in the inner tracker, followed by a GSF

for tracks indicating significant bremsstrahlung energy loss. A discriminant



CHAPTER 5. EVENT RECONSTRUCTION 66

from a BDT is used to select electron tracks, using quantities such as the

number and quality of tracks as reconstructed by both the KF and GSF as

features. This method complements the shortcomings of the ECAL-driven

procedure, as it is more suited to low-𝑝T, nonisolated electrons.

Once identified, the seeds created by eachmethod are consolidated. Subsequently,

a final fit with a GSF is performed utilising the additional track information afforded

by the merged seed collection, allowing for an improved reconstruction. An overall

efficiency of more than 95% was estimated using simulated Z → ee decays [160].

5.2.4 Photon and Hadron Reconstruction

Reconstruction of isolated high-energy photons is performed simultaneously with

the electron reconstruction procedure described above. Superclusters in the ECAL

with 𝐸T > 10GeV (where 𝐸T = 𝐸 sin 𝜃 ), no linked track, and a photon-compatible

energy ratio between the energy deposited in the ECAL and matching deposits in

the HCAL are reconstructed as photons.

After all tracker hits and calorimeter deposits associated with electrons, muons,

and isolated photons have been removed from further consideration, those remain-

ing are considered by PF to be the product of either nonisolated photons or hadrons.

Within the tracker acceptance, leftover clusters in the ECAL or HCAL with no as-

sociated tracks are classed as photons or neutral hadrons, respectively. Remaining

tracks with associated clusters in the HCAL are considered to be charged hadrons,

and can be linked with compatible ECAL clusters.

Outside the tracker acceptance it is impossible to distinguish between charged

and neutral hadrons [153]. In this region, compatible ECAL and HCAL clusters are

considered to originate from hadrons, while ECAL clusters not linked with HCAL

clusters are considered the result of photons.

5.3 High-Level Physics Object Reconstruction

Once the PF algorithm has successfully reconstructed the particles in an event,

higher-level objects can be constructed. These objects depend on the full particle

listing and include composite objects, such as jets, and properties of the event as

a whole, such as missing transverse energy.

5.3.1 Jets

Jets are cone-like sprays of hadronic particles originating from a partons [16],

described previously in § 2.1.4. A sequential recombination algorithm is used to
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identify jets, evaluating entities (e.g. particles, pseudojets, labelled 𝑖, 𝑗 herein) based
on two metrics:

𝑑B 𝑖 = 𝑝2𝑘T 𝑖 (5.2)

and

𝑑𝑖𝑗 = min (𝑝2𝑘T 𝑖, 𝑝
2𝑘
T 𝑗)

Δ𝑅2𝑖𝑗
𝑅2

(5.3)

where

Δ𝑅2𝑖𝑗 = (𝑦𝑖 − 𝑦𝑗)
2 + (𝜑𝑖 − 𝜑𝑗)

2 , (5.4)

𝑦 is rapidity, and 𝑅 is the jet size parameter. The metrics 𝑑𝑖𝑗 and 𝑑B 𝑖 are distance

metrics between entity pairs and an entity and the beam (B), respectively. The

choice of 𝑘 distinguishes between three different jet-finding algorithms: the 𝑘T
algorithm corresponds to 𝑘 = 1 [162], the anti-𝑘T algorithm to 𝑘 = −1 [163], and

setting 𝑘 = 0 defines the Cambridge–Aachen algorithm [164].

Irrespective of the choice of 𝑘, the algorithm proceeds by finding 𝑑𝑖𝑗 and 𝑑B 𝑖
for every pair of particles identified by the PF algorithm. If and only if 𝑑𝑖𝑗 < 𝑑B 𝑖,

then 𝑖 and 𝑗 are combined and the process starts anew, otherwise 𝑖 is classified as

a “jet” and removed from the set of objects under consideration (a “jet” in this case

could be a single, isolated particle). When 𝑖 and 𝑗 are combined, the resultant object

has the following properties:

𝑝T = 𝑝T 𝑖 + 𝑝T 𝑗 𝑦 =
𝑝T 𝑖 𝑦𝑖 + 𝑝T 𝑗 𝑦𝑗

𝑝T
𝜑 =

𝑝T 𝑖 𝜑𝑖 + 𝑝T 𝑗 𝜑𝑗
𝑝T

. (5.5)

Jets identified with the anti-𝑘T algorithm using PF objects are called PF jets.
Making use of PF objects provides a marked improvement over relying exclusively

on calorimeter energy clusters. Within a jet, the typical energy distribution is

65% charged particles ∶ 25% photons ∶ 10% neutral hadrons, and so 90% of the

particles present will not be observed in the HCAL. This, combined with the poor

resolution of the HCAL, leads to the improvement seen when using anti-𝑘T.
At CMS the anti-𝑘T algorithm is used with a jet size parameter of 𝑅 = 0.4. Jets

found using this configuration are referred to as AK4 jets.

Jet Energy Corrections

Once the jets have been identified, they are subject to various jet energy corrections
(JECs) in order to account for nonuniformity in the detector response in 𝜂 and 𝑝T.
These take the form of scale factors to a jet’s four-momentum and are derived using

simulated data samples (see Chapter 6). In order of application, the corrections

are [165]:
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L1 Pileup Correction Corrects for the presence of additional energy arising from

pileup interactions and electronic noise.

L2 Relative Jet Correction An 𝜂-dependent scale factor aiming to make the de-

tector response 𝜂-independent. Derived from dijet events with one jet in the

barrel region, the 𝑝T of the barrel jet is used to find the scale factor needed

for the other jet.

L3 Absolute Jet Correction A 𝑝T-dependent scale factor aiming to make the de-

tector response 𝑝T-independent. Derived using events containing a leptonic

Z boson decay (Z → ℓ+ℓ−) in association with one or more jets (Z/γ∗ + jets

events), with the goal to set the scale factors such that a flat response in 𝑝T
is observed.

L2L3 Residual Final corrections, applied to data to reconcile any remaining dis-

crepancies between simulated events and data.

The uncertainties associated with these corrections form a systematic uncertainty

in the tZq analysis discussed further in § 8.2.1.

Identification of jets from b hadron decays

The structure of the CKM Matrix in Equation 2.32 means that the b → cW and

b → uW decays are suppressed, resulting in a longer lifetime for hadrons containing

bottom quarks. This can be exploited in order to specifically identify (tag) jets
originating from bottom quarks (known as b jets). The longer lifetime of b hadrons

often allows the identification of a secondary vertex a measurable distance from

the primary vertex where the b hadron decayed. These secondary vertices are

identified by the Inclusive Vertex Finder (IVF) algorithm [166, 167].

CMS has developed multiple b tagging algorithms to classify b jets. The flagship

b taggging algorithm for data taken in 2016 and 2017 was Combined Secondary
Vertex Version 2 (CSVv2) [167]. CSVv2 makes use of ML techniques, leveraging

an MLP and using observables associated with both the secondary and primary

vertices as features. It is trained separately on three categories of jet: those for

which a secondary vertex has been fully reconstructed; those for which a secondary

vertex could not be reconstructed but have a pseudo-secondary vertex identified

from tracks with a significant, positive and compatible impact parameter; and jets

with neither a pseudo- nor fully reconstructed secondary vertex. Two discriminants

are produced—one between b jets and c jets (jets originating from charm quarks

in charm hadron decays) and the other between b jets and all other jets (i.e. light
jets)—and combined to give an overall CSVv2 discriminant.
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Table 5.1: The efficiency (i.e. the recall, see § 3.1.1), 𝜀b; type Ⅰ error rate for c jets, 𝛼c; and
type Ⅰ error rate for light jets, 𝛼udsg, for 𝑝T > 20GeV jets achieved by CSVv2 in simulated
t ̄t events. Values taken from [167].

CSVv2 Working Point 𝜀b 𝛼c 𝛼udsg
Loose 84% 39% 8.3%
Medium 66% 13% 0.8%
Tight 46% 2.6% 0.1%

In analyses the requirements placed on a b tagger’s discriminant are set at one of

three possibleworking points (WPs), each defined by the associated type Ⅰ error rate:

10% at the loose WP, 1% at the medium WP, and 0.1% at the tight WP [167]. A sum-

mary of CSVv2’s performance on simulated t ̄t samples is presented in Table 5.1.

5.3.2 Missing Transverse Energy

Weakly interacting particles like neutrinos, including potential but as-yet unob-

served particles such as those that may compose dark matter, do not sufficiently

interact with the CMS detector to be observable. Their presence can, however,

be inferred through conservation of momentum: any significant difference in the

total momentum in the final state when compared to the initial state can be at-

tributed to undetected particles. A substantial fraction of a collision’s debris will

escape along the beamline, making reliable reconstruction of the missing 𝑝𝑧 im-

possible. This is not the case for 𝑝T, the total of which must be zero in the initial

and, therefore, final state. The missing transverse energy, �𝐸T, is thus defined as the

component transverse to the beam of the total momentum of all particles in the fi-

nal state (while this technically constitutes the missing transverse momentum, this

is considered to be ≈�𝐸T in the ultrarelativistic limit).

PF objects can be used to determine the �𝐸T on an event-by-event basis, in which

case it is bestowed the moniker PF �𝐸T. Energy inside unclustered energy depos-

its—energy deposits in the calorimeters excluded from clusters due to low 𝑝T or

isolation—are also included in this calculation, counting against the �𝐸T in an event.

Studies performed on Z/γ∗ + jets events, which should contain zero �𝐸T, have been

used to demonstrate that this method is the most accurate available to the CMS

experiment [168]. These studies have also identified the need for the type Ⅰ cor-
rections to the PF �𝐸T, where the JECs are propagated to the �𝐸T calculation. The

uncertainty associated with these and other corrections to the �𝐸T in the tZq ana-

lysis are discussed in § 8.2.3. It is assumed henceforth that any mention of�𝐸T refers

to PF �𝐸T.



Chapter 6

Event Simulation

Essentially, all models are wrong,
but some are useful.

George Box

Analyses at the CMS experiment routinely incorporate simulated data generated

using Monte Carlo (MC) techniques [169]. This not only allows the optimisation

of a search while blinded to the real data, but also allows access to the MC truth.
Truth values describe events at a generator level (i.e. the level of fundamental

particles) rather than at detector level (i.e. following CMS’s reconstruction). This

information is essential, for example, when evaluating the performance of a ML

classifier. Simulated samples are often central to an analysis’ methodology, so

it is crucial they reflect reality as accurately and in as much detail as possible.

This chapter discusses the techniques and software used to generate the simulated

samples used at CMS.

6.1 Event Generation

The generation of a simulated event can be split, in general terms, into three

stages: the initial hard proton–proton interaction, the subsequent parton shower

and hadronisation, and the CMS detector system’s response. Typically, different

specialist software packages that interface with one another are used for each step,

the final result being a simulated event with generator-level truth information and

simulated response at the detector level.

Across all the simulated samples used in the tZq analysis (listed later in § 7.1),

three different event generators are used to replicate the proton–proton interac-

tion: MadGraph5 [170], Automatic MC@NLO (aMC@NLO) [170], and Powheg
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Box V2 [171, 172, 173]. MadGraph5 and aMC@NLO refer to the same gener-

ator framework, known collectively as MadGraph5_aMC@NLO, but operating

to the tree and one-loop levels, respectively. Both MadGraph5_aMC@NLO and

Powheg Box V2 sample parton momenta from a proton PDF and use perturbative

methods to determine the interactions that take place. This involves the calculation

of the so-called matrix elements (MEs), which describe the likelihood of transitions

to specific final states.

The ensuing parton showering and hadronisation is simulated by shower Monte
Carlo (SMC) generators; Pythia8 [174] fills this role for all simulated samples used

in the tZq analysis¹. This includes the simulation of gluon initial-state radiation

(ISR) at the chosen renormalisation scale, 𝜇R, and gluon final-state radiation (FSR)

at the chosen factorisation scale, 𝜇F. PDFs are functions of these energy scales

in practice but not in principle: the dependence exists only at finite levels of

perturbation theory. As 𝜇F and 𝜇R are chosen, a systematic error is associated with

this choice (see §§ 8.2.7 and 8.2.8).

The matching of the particles described in the perturbative QCD hard interaction

simulation to those described in the nonperturbative QCDhadronisation simulation

is also performed by Pythia8. Depending on the event generator, a different

matching algorithm is used: MLM [175, 176] for MadGraph5, FxFx [177] for

aMC@NLO, whilst Powheg Box V2 interfaces with SMC generators directly.

This matching step introduces another systematic uncertainty, covered in § 8.2.9.

In a simulated sample, additional minimum-bias events (events that are not

selected to contain certain physics objects but still exceed some minimum amount

of detector activity) generated by Pythia8 are superimposed with events from the

process of interest to imitate the effects of pileup. This does not exactly replicate

the pileup seen in data, and so an additional reweighting detailed in § 6.2.1 is applied.

To view simulated events though the lens of the CMS detector, a simulation of

the CMS detector itself was created with the Geometry and Tracking 4 (Geant4)

software package [178, 179, 180, 181]. The simulation attempts to replicate interac-

tions of particles with the CMS detector’s magnetic field and material. A simulated

detector readout is created, used to reconstruct the generated events in the same

way as real data, as described in Chapter 5.

Any number of events can be generated for a given process, and so a given

simulated sample must be renormalised to reflect the number of events expected

¹Pythia8 itself is a full event generator like MadGraph5_aMC@NLO and Powheg Box V2,
but only its parton shower simulation capabilities are used in this case.



CHAPTER 6. EVENT SIMULATION 72

of that process in a data sample corresponding to a given integrated luminosity.

This normalisation factor, 𝑤, is given by

𝑤 = ℒ𝜎
𝑁

(6.1)

where ℒ is the integrated luminosity, 𝜎 the cross section of the process, and 𝑁 the

number of simulated events.

6.2 Simulation Corrections

Corrections are applied to simulated samples to account for known problems and

rectify observed discrepancies with data. These corrections may alter the properties

of only a subset of observable quantities in an event, e.g. jet 𝑝T, or may apply

a corrective scale factor on a per-event basis. Most applied corrections introduce

associated systematic uncertainties, covered in Chapter 8.

6.2.1 Pileup Modelling

The pileup observed in data is difficult to both predict and model, resulting in

considerable disparity between the number of pileup interactions observed in data

and simulated events. To correct for this, a scale factor is applied to each simulated

event. This scale factor is a function of the number of primary vertices in an event,

𝑛PV, and uses the 𝑛PV distribution in minimum-bias data events as the baseline.

6.2.2 Jet Energy Smearing

In data, the observed jet energy resolution is≈10% poorer than in simulated samples.

To account for this a scale factor, 𝑐JER, is applied to the four-momentum of jet

objects in simulation in a process known as jet smearing.
If a matching generator-level jet can be found, the scale factor is determined by

𝑐JER = 1 + (𝑠JER − 1)
𝑝T − 𝑝gen

T
𝑝T

(6.2)

where 𝑝gen
T is the 𝑝T of the matching generator-level jet and 𝑠JER is a 𝜂-dependant

scale factor provided by the CMS jet energy resolution and corrections (JERC) sub-
group. A detector-level jet is considered to match with a generator-level jet if and

only if

Δ𝑅 < 𝑅
2

∧ ||𝑝T − 𝑝gen
T

|| < 3𝜎𝑝T𝑝T (6.3)
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where 𝜎𝑝T is the relative 𝑝T uncertainty in simulation, 𝑅 = 0.4 in AK4 jets (see

§ 5.3.1), and Δ𝑅 is defined in Equation 5.4. When a matching generator-level jet is

not found, stochastic smearing is used. In this case,

𝑐JER = 1 + 𝒩 (0, 𝜎𝑝T)√max(𝑠2JER − 1, 0). (6.4)

The chosen value of 𝒩 (0, 𝜎𝑝T) is fixed for each jet i.e. it will remain the same when

calculating systematic variations described in Chapter 8.

An error was found in the calculation of 𝑐JER in the 2016 analysis where the

uncertainty in 𝑠JER was used in place of 𝜎𝑝T to determine 𝑐JER. This has been

fully remedied in the 2017 analysis but still affects the μμ channel of the 2016

analysis. An attempt was made to mitigate the impact of this error; its effectiveness

is assessed in § 9.1.

6.2.3 b Tagging Efficiency

The CMS b tag and vertexing (BTV) group is responsible for measuring and com-

paring the efficiency and misidentification rates of b tagging algorithms in data

and simulation. This is performed using multijet and t ̄t samples. Scale factors are

applied on a per-event basis as functions of jet flavour, 𝑝T, and pseudorapidity in

order to mitigate any differences seen in b tagging efficiency between data and

simulation.



Chapter 7

Event Selection

That’s the cup of a carpenter.

Indiana Jones

Event selection in the tZq analysis is motivated by the dileptonic final state of the

tZq process. In this channel, we are restricted to those events where the Z boson

decays into two opposite-charge same-flavour leptons, and the top quark can be

assumed to decay as t → Wb. This results in four jets in the final state: one from

the recoil quark, two from the decay of the W (which must decay hadronically

in the dileptonic channel), and a final b jet from the decay of the top quark. These

attributes inform both the event selection criteria and the background processes

that must be considered. As tZq is such a rare process, even processes with small

cross sections may have contributions after the full event selection comparable

to or exceeding that of tZq. A thorough consideration of potential background

processes is therefore required.

7.1 Data and Simulation Samples

In 2016, 35.92 fb−1 of data was certified by the CMS collaboration for use in physics

analyses. In 2017 this increased to 41.86 fb−1, giving a total of 77.78 fb−1 of data to

be considered in this thesis [134].

The simulated samples used in the tZq analysis are listed in Tables 7.1 and 7.2,

along with the respective cross sections used for normalisation and generators

used to create the sample. The same samples are used in the double-electron (ee)
and double-muon (μμ) channels. Backgrounds considered in the tZq analysis can

be arranged into six categories:
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Table 7.1: MC samples used for each process in the 2016 analysis, with the associated
cross section used for normalisation. All samples are generated at NLO unless specified
otherwise. In this table, the shorthand allowing ‘t’ to refer either to the top or antitop
quark is suspended.

Process Events (×106) Cross section (pb) Generator

tZq† 14.5 0.0758 MadGraph5_aMC@NLO

tHq†‡ 3.50 0.07462 MadGraph5_aMC@NLO
tWZ/tWℓℓ†‡ 0.0500 0.01104 MadGraph5_aMC@NLO
tW 7.95 35.85 Powheg Box V1
̄tW 6.93 35.85 Powheg Box V1
tq (s-channel)† 2.99 10.32 MadGraph5_aMC@NLO
tq (t-channel) 67.2 136.0 Powheg Box V2
̄tq (t-channel) 38.8 80.95 Powheg Box V2

t ̄t 77.1 831.8 Powheg Box V2

t ̄tH → b̄b 3.85 0.2942 Powheg Box V2
t ̄tH → non-b̄b 3.98 0.2123 Powheg Box V2
t ̄tW → ℓν 5.28 0.2001 MadGraph5_aMC@NLO
t ̄tW → qq 0.833 0.405 MadGraph5_aMC@NLO
t ̄tZ → ℓℓ/νν 13.9 0.2529 MadGraph5_aMC@NLO
t ̄tZ → qq 0.749 0.5297 MadGraph5_aMC@NLO

W+ jets 24.1 61520 MadGraph5_aMC@NLO
Z/γ∗ + jets (Z 𝑝T 0–50GeV) 32.7 5352 MadGraph5_aMC@NLO
Z/γ∗ + jets (Z 𝑝T 50–100GeV) 130 363.8 MadGraph5_aMC@NLO
Z/γ∗ + jets (Z 𝑝T 100–250GeV) 83.7 84.01 MadGraph5_aMC@NLO
Z/γ∗ + jets (Z 𝑝T 250–400GeV) 21.2 3.228 MadGraph5_aMC@NLO
Z/γ∗ + jets (Z 𝑝T 400–650GeV) 1.63 0.4360 MadGraph5_aMC@NLO
Z/γ∗ + jets (Z 𝑝T ≥ 650GeV) 1.63 0.04098 MadGraph5_aMC@NLO

WW → ℓνqq 9.00 50.00 Powheg Box V2
WW → ℓνℓν 2.00 12.18 Powheg Box V2
WZ → ℓνqq 24.2 10.73 MadGraph5_aMC@NLO
WZ → qqℓℓ 26.5 5.606 MadGraph5_aMC@NLO
WZ → ℓνℓℓ 1.93 5.26 MadGraph5_aMC@NLO
ZZ → ℓℓνν 8.84 0.5644 Powheg Box V2
ZZ → ℓℓqq 15.3 3.222 MadGraph5_aMC@NLO
ZZ → ℓℓℓℓ 10.7 1.204 MadGraph5_aMC@NLO

WWW 0.240 0.2086 MadGraph5_aMC@NLO
WWZ 0.250 0.1651 MadGraph5_aMC@NLO
WZZ 0.247 0.5565 MadGraph5_aMC@NLO
ZZZ 0.249 0.01500 MadGraph5_aMC@NLO

† Including both t and ̄t decays
‡ Generated at LO
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Table 7.2: MC samples used for each process in the 2017 analysis, with the associated
cross section used for normalisation. All samples are generated at NLO unless specified
otherwise. In this table, the shorthand allowing ‘t’ to refer either to the top or antitop
quark is suspended.

Process Events (×106) Cross section (pb) Generator

tZq†§ 13.3 0.07358 MadGraph5_aMC@NLO

tHq† 3.38 0.3184 MadGraph5_aMC@NLO
tWZ/tWℓℓ†‡ 0.986 0.01103 MadGraph5_aMC@NLO
tW§ 7.95 34.91 Powheg Box V2
̄tW§ 7.75 34.97 Powheg Box V2
tq (s-channel) 9.88 3.74 MadGraph5_aMC@NLO
tq (t-channel)§ 122 136.02 Powheg Box V2
̄tq (t-channel)§ 38.8 80.95 Powheg Box V2

t ̄t → ℓνℓν§ 69.2 88.29 Powheg Box V2
t ̄t → ℓνqq§ 110 365.34 Powheg Box V2
t ̄t → qqqq§ 130 377.96 Powheg Box V2

t ̄tZ → qq§ 0.750 0.5104 MadGraph5_aMC@NLO
t ̄tW → ℓν§ 4.92 0.2198 MadGraph5_aMC@NLO
t ̄tW → qq 0.811 0.4316 MadGraph5_aMC@NLO
t ̄tH → b̄b 8.00 0.5269 Powheg Box V2
t ̄tH → non-b̄b 15.9 0.5638 Powheg Box V2
t ̄tγ‡§ 4.64 0.5804 MadGraph5_aMC@NLO

W+ jets 77.8 52940.0 MadGraph5_aMC@NLO
Z/γ∗ + jets (𝑚Z 10–50GeV) 39.5 16000.0 MadGraph5_aMC@NLO
Z/γ∗ + jets (𝑚Z ≥ 50GeV) 210 6529.0 MadGraph5_aMC@NLO

WW → ℓνqq 8.79 45.99 Powheg Box V2
WW → ℓνℓν§ 2.00 11.08 Powheg Box V2
WZ → ℓνqq 19.1 11.66 MadGraph5_aMC@NLO
WZ → qqℓℓ 27.6 6.331 MadGraph5_aMC@NLO
WZ → ℓνℓℓ 11.0 5.052 MadGraph5_aMC@NLO
ZZ → ℓℓνν 8.74 0.5644 Powheg Box V2
ZZ → ℓℓqq 62.2 3.222 MadGraph5_aMC@NLO
ZZ → ℓℓℓℓ 6.96 1.325 Powheg Box V2
Wγ → ℓνγ‡ 6.28 405.27 MadGraph5_aMC@NLO
Zγ → ℓℓγ‡ 30.49 51.50 MadGraph5_aMC@NLO

WWW 0.232 0.2086 MadGraph5_aMC@NLO
WWZ 0.250 0.1651 MadGraph5_aMC@NLO
WZZ 0.250 0.5565 MadGraph5_aMC@NLO
ZZZ 0.250 0.01398 MadGraph5_aMC@NLO
† Including both t and ̄t decays
‡ Generated at LO
§ Contains parton shower weights (see § 8.2.8)
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Single top This incorporates processes in which a single top quark is produced

via a weak process e.g. single top quark production in the t-channel, single

top quark production in the s-channel, and single top quark production in

association with a Higgs boson (tHq). The largest contributor in this category

is tW, which has a similar final state to tZq when both W bosons decay

leptonically (the second W boson arising from the t → Wb decay).

t ̄t production The fully leptonic decay channel of the t ̄t process forms, by dint of

its high cross section and similar final state, the second largest contributor to

the background in the analysis. The semileptonic and fully hadronic decay

channels are minor contributors as they lack the required number of leptons

in the final state.

t ̄t production in association with a boson (t ̄tV/t ̄tH) Production of t ̄t in associ-

ation with a boson can have a similar final state as tZq, but has a significantly

reduced cross section compared to t ̄t production. Consequently, t ̄tV/t ̄tH
processes are a minor background. In this thesis, ‘V’ is used as a shorthand

to represent either Z or W boson.

Vector boson + jets The W+ jets and Z/γ∗ + jets processes have the two largest

cross sections of all considered backgrounds. The prompt leptons from the

Z boson decay in the so-called Drell–Yan Z/γ∗+ jets process makes it particu-

larly difficult to distinguish from tZq, and thus forms the largest background

contribution to the tZq analysis.

Diboson (VV) Includes the electroweak processes containing two vector bosons

and no additional jets.

Triboson (VVV) Includes the electroweak WWW, WWZ, WZZ, and ZZZ pro-

cesses. Due to their small cross sections, these form a minor contribution to

the background.

The most notable difference in the simulation samples between 2016 and 2017 is

the splitting of the t ̄t decay channels in 2017, where in 2016 an inclusive sample

was used. This was necessary as no inclusive t ̄t simulated sample was available for

use in 2017 analyses.

Top quark 𝑝T reweigthing

It has been previously established [182] that the top 𝑝T spectra in data does not

match with what is predicted in simulation. Consequently, events in t ̄t simulation

samples have an additional weight applied per-event to close the discrepancy.
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7.2 Event Selection in the Signal Region

The event selection is performed in steps, each step examining different physics

objects in the reconstructed event. In this section, each selection step is described

in order of application.

7.2.1 Trigger Selection

TheHLT paths passed by an event form the first step of the event selection in the tZq
analysis. An electron pair or muon pair is expected in the final state, hence events

that have passedHLT paths selecting for this are used. Furthermore, the sample size

is increased by allowing events passing HLT paths requiring the presence of a single

electron or muon, with the expectation that the missing lepton will, in some cases,

be recovered following the full event reconstruction. A complete accounting of

the HLT paths used is given in Table 7.3. To pass this selection step an event must

pass at least one of the chosen HLT paths for the appropriate year and channel,

and must not pass any path used exclusively in another channel in that year. For

example, in the ee channel an eventmust pass a double- or single-electronHLT path

and must not pass a single-, double-, or electron–muon HLT path. The HLT paths

chosen were those with the lowest usable 𝑝T thresholds for the leptons in order to

further maximise the amount of tZq signal retained. For the double-lepton HLT

paths these thresholds were 23GeV (12GeV) for the leading¹ (sub-leading) electron

in the ee channel and 17GeV (8GeV) for the leading (sub-leading) muon in the μμ
channel. HLT paths with lower 𝑝T thresholds do exist, but are prescaled. Prescaled
HLT paths are only activated for a fraction of eligible events in order to stay within

timing constraints, and are not recommended for general use in analysis by the

CMS collaboration. The total luminosity available for in each channel in each year

was determined by summing the luminosities of the runs for which the chosen

HLT paths were activated. This is 35.86 fb−1 in 2016 and 41.53 fb−1 in 2017.

Single- and double-lepton datasets are provided by CMS for use in physics

analyses, with some overlap between the samples. The HLT path selection require-

ments eliminate double-counting issues between channels, but in order to avoid

double-counting within each channel events in a double-lepton data sample that

also feature a single lepton data sample were removed from consideration.

Trigger efficiency

The efficiency of the selected HLT paths was determined with the cross-trigger
method used previously in the measurement of the t ̄t cross section in the eμ final

¹greatest 𝑝T
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Table 7.3: The single- and double-lepton HLT paths required for selection in the ee channel, μμ channel, and t ̄t CR (eμ). Single lepton paths are
displayed in italics. The names of trigger paths describe the objects they select: Ele refers to electrons, Mu to global muons, and TkMu to tracker
muons. The number immediately following one of these identifiers is a minimum 𝑝T threshold in GeV. In some cases, additional criteria are in
place such as particle identification (Id) or isolation (Iso) requirements using data from the calorimeters (Calo) or tracker (Trk). These can be
loose (L), very loose, (VL) or very very loose (VVL), in descending order of stringency. Some HLT paths reject objects not originating from the IP
and are marked DZ.

Channel 2016 HLT trigger paths 2017 HLT trigger paths

ee

HLT_Ele32_eta2p1_WPTight_Gsf HLT_Ele35_WPTight_Gsf
HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ HLT_Ele32_WPTight_Gsf_L1DoubleEG

HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL
HLT_Ele23_Ele12_CaloIdL_TrackIdL_IsoVL_DZ

μμ

HLT_IsoMu24 HLT_IsoMu27
HLT_Mu17_TrkIsoVVL_Mu8 HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ
HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass8
HLT_Mu17_TrkIsoVVL_TkMu8_TrkIsoVVL HLT_Mu17_TrkIsoVVL_Mu8_TrkIsoVVL_DZ_Mass3p8
HLT_Mu17_TrkIsoVVL_TkMu8_TrkIsoVVL_DZ

eμ

HLT_Ele32_eta2p1_WPTight_Gsf HLT_Ele35_WPTight_Gsf
HLT_IsoMu24 HLT_Ele32_WPTight_Gsf_L1DoubleEG
HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL HLT_IsoMu27
HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL HLT_Mu8_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ
HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL_DZ HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL
HLT_Mu12_TrkIsoVVL_Ele23_CaloIdL_TrackIdL_IsoVL_DZ HLT_Mu23_TrkIsoVVL_Ele12_CaloIdL_TrackIdL_IsoVL_DZ
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Table 7.4: The lepton trigger scale factors determined by the cross-trigger method with
their statistical uncertainty.

(a) Trigger scale factors in 2016

Channel Run Scale factor

ee B–H 0.969 ± 0.001

μμ B–F 0.977 ± 0.001
G–H 0.989 ± 0.001

eμ B–H 0.987 ± 0.001

(b) Trigger scale factors in 2017

Channel Scale factor

ee 0.931 ± 0.001
μμ 0.967 ± 0.001
eμ 0.949 ± 0.001

state at CMS [183, 184]. In the cross-trigger method the efficiency of a given

set of HLT paths is estimated by finding the ratio of the number of events that

pass the cross-triggers and the HLT paths to the number of events that pass the

cross-triggers only. The cross-triggers are a set of HLT paths weakly correlated

to those used in the analysis, specifically�𝐸T triggers. A scale factor to be applied to

simulated samples to match the efficiencies observed in simulation and data is then

computed as the ratio of efficiency in data to efficiency in simulation.

The inclusive t ̄t sample in 2016 and the t ̄t → ℓνℓν sample in 2017 were used to

estimate the trigger efficiency. Table 7.4 gives the scale factors obtained in both

years. Because of a tracking inefficiency during the first half of data-taking in

2016 (Runs B–F) [184, 185], the scale factors in the μμ channel were calculated

separately for the first and second half (Runs G–H) of data taking in 2016. The

implementation of the cross-trigger methodology was verified by reproducing the

trigger efficiencies reported by the t ̄t analysis [184].
The systematic uncertainty associated with the lepton trigger efficiency is dis-

cussed in § 8.1.4.

7.2.2 Event Cleaning

After passing the trigger selection, various filters provided and recommended by

the JetMET Physics Object Group (POG)² are applied to remove events affected by

known anomalies:

Primary vertex filter Removes events in which the primary vertex is located at

either |𝑧| > 24 cm, 𝜚 > 2 cm, or was found using a fit with less than 5 degrees

of freedom.

²POGs are groups within CMS that provide algorithms and recommendations for the recon-
struction, identification, and measurement of physics objects.
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Beam halo filter The LHC beams can interact with residual gas in the beam pipe

or the edges of the beam pipe itself, potentially creating a halo of particles

travelling with the beam. This filter removes events with an energy deposit

signature compatible with what is produced by halo particles.

HBHE noise filter Removes events with anomalous noise in the HB and HE

hybrid photodiodes and readout boxes.

HBHEIso noise filter Complements the HBHE noise filter by removing events

with large, isolated energy deposits in the HCAL that are likely to be the

result of noise.

ECAL Trigger Primitive filter To offset a deficiency in the ECAL data links, the

L1 Trigger readout is used to estimate some of the energy deposited in the

ECAL. The L1 Trigger readout is more easily saturated and may therefore

underreport the deposited energy in some cases, artificially inflating�𝐸T. This
filter removes these cases.

Bad PF Muon Filter Removes events containing muons of 𝑝T > 100GeV with

track segments of poor compatibility.

Bad Charged Hadron Filter Removes events containing muon candidates rejec-

ted by PF but included as a charged hadron in �𝐸T calculation.

Altogether, these affect ≲0.1% of events selected by the triggers.

7.2.3 Lepton Selection

The lepton selection requires four objects to be defined: loose electrons, tight

electrons, loose muons, and tight muons. Tight and loose electrons must satisfy

the following requirements:

• identified as an electron by PF

• identified as an electron by the GSF

• 𝑝T > 15GeV

• pseudorapidity within the ECAL acceptance, that is, |𝜂| ≤ 2.5

• pseudorapidity outside the gap between the ECAL barrel and end cap, that

is, 1.4442 ≤ |𝜂| ≤ 1.566 [142]

• 𝑑𝑧 < 0.1 cm in the ECAL barrel and <0.2 cm in the ECAL end cap
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• projection of 𝑑0 transverse to the beam <0.05 cm in the ECAL barrel and

<0.1 cm in the ECAL end cap.

Tight and loose muons, meanwhile, must be:

• identified as a muon by PF

• of 𝑝T > 20GeV

• of |𝜂| ≤ 2.5 (i.e. within the muon system acceptance).

What distinguishes tight electrons from loose electrons and tight muons from

loose muons are the identification and isolation requirements provided by the

CMS Egamma POG and Muon POG, respectively [186, 187]. These requirements

are designed to select leptons that originate from W and Z boson decays, and

reject leptons originating from τ lepton decays, decays within jets, and incorrect

reconstruction. Akin to b tagging algorithms, different working points (WPs) are

defined. In the tZq analysis two WPs are used: tight and loose, where the tight WP

exchanges lower efficiency for greater purity. Per-event scale factors associated

with each WP are provided centrally by CMS to correct for observed discrepancies

between simulated samples and data. These are subject to a systematic uncertainty

described in § 8.1.4.

A tight electron must pass the electron identification requirements operating

at the tight WP, a loose electron the identification requirements operating at the

loose WP. For muons the same logic applies: tight muons must pass the muon

identification requirements at the tight WP and loose muons must pass the loose

WP. In both cases, the loose WPs are strictly less stringent requirements than the

tight WP, ergo a tight electron (muon) is by definition also a loose electron (muon).

An additional requirement exists for muons: the isolation requirement.

The relative isolation, 𝐼 rel, of a lepton is the total energy of all PF particles in

a Δ𝑅 = 0.3 cone (defined in Equation 5.4) surrounding the lepton divided by the

lepton’s 𝑝T. The definition of this cone is shown in Figure 7.1. Requirements on

the 𝐼 rel of electrons is included in the WPs described above, but for muons isol-

ation and identification requirements are specified by the Muon POG separately.

Hence, it is required that a tight muon passes both tight identification and isola-

tion requirements and a loose muon passes both loose identification and isolation

requirements.

Once tight and loose leptons are identified, events in the ee channel are required

to contain exactly two tight electrons and no additional loose leptons. Likewise, in

the μμ channel events must contain exactly two tight muons and no additional loose
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Figure 7.1: Definition of cone used to calculate 𝐼 rel for muons. The cone has a Δ𝑅 = 0.3
radius and the axis of the cone is placed at a tangent to the initial muon momentum. Energy
deposits in a small radius around the muon—the veto value—are excluded from the 𝐼 rel

calculation to avoid the inclusion of 𝑝T leaking from the muon. The same definition for
the cone is used to calculate 𝐼 rel for electrons. Figure taken from [188].

leptons. Additionally, at least one of the selected electrons in the ee channel must

have 𝑝T > 35GeV in 2016 and 𝑝T > 38GeV in 2017, and at least one of the selected

muons in the μμ channel must have 𝑝T > 26GeV in 2016 and 𝑝T > 29GeV in 2017.

The increased 𝑝T requirements in 2017 arise from the increased 𝑝T thresholds of

the single lepton HLT paths used in 2017 (refer to Table 7.3).

The final element of the lepton selection is motivated by the Z boson. In a tZq
event both of the leptons are expected to originate from the same Z boson parent;

accordingly, the total invariant mass of the two selected leptons is required to be

within 20GeV of the nominal Z boson mass.

The lepton requirements are designed to reject events from processes with the

incorrect number of prompt leptons in the final state, such as W+ jets and single

top production. The Z boson mass requirements further reduce backgrounds that

do not contain a real Z boson, such as t ̄t production.

7.2.4 Jet Selection

In the tZq analysis a jet is considered to be any object identified by the PF algorithm

as a jet of 𝑝T > 20GeV, |𝜂| < 4.7, and Δ𝑅 > 0.4 between itself and both selected

leptons.

Further identification requirements follow recommendations from the JetMET

POG [189]. These are designed to remove “jets” constructed from fake tracks or

electronics noise by requiring jets to be composed of more than one particle and be
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linked to energy deposits in the ECAL and HCAL. Different WPs are provided for

these requirements. In 2016 the loose WP is used, but in 2017 the loose WP was

officially deprecated in favour of the tight WP. For an event to pass the selection

requirements in the tZq analysis it must contain between four and six jets, inclusive.

Although only four jets are expected in a LO tZq event, additional jets can result

from jet splitting and higher-order processes.

The jet originating from the top quark decay is assumed to be a b jet as the

branching ratio is ≈100%. The recoil quark will provide a second b jet, if it is

a bottom quark (or a single b jet may split). As such, 1–2 of the jets are required

to be b tagged using the CSVv2 algorithm at the medium WP. These jets must fall

within the tracker acceptance of |𝜂| < 2.4 in 2016 and |𝜂| < 2.5 in 2017.

The final selection requirement is motivated by the hadronic decay of the W bo-

son: each selected event must contain a pair of jets with an invariant mass within

20GeV of the nominal W boson mass. The jet pair with invariant mass closest to

the nominal W boson mass is assumed to be the decay products of the W boson

and so is used to reconstruct all quantities associated with the W boson. When

selecting this jet pair the leading b tagged jet is excluded from consideration as it is

assumed that this b jet is from the top quark decay. The leading b jet and W boson

candidate jet pair are, therefore, used to reconstruct all quantities associated with

the top quark.

7.2.5 Experimental Blinding and the Side-Band Region

When constructing and optimising the analysis procedure, it is possible to make

choices that unintentionally bias the analysis. This will typically take the form of

artificially increasing the significance, or bringing the signal strength in line with

what is expected (i.e. the SM prediction). To avoid this, access to the signal region

data is restricted until the analysis strategy is finalized. This process is known as

blinding.
To compare simulated samples and data in the signal region without considering

the actual tZq signal the quantity

𝜒2 = (
𝑚rec
W − 𝑚W

𝜎W
)
2
+ (

𝑚rec
t − 𝑚t
𝜎t

)
2

(7.1)

is defined, where 𝑚W (𝑚rec
W ) is the nominal (reconstructed) W boson mass, 𝑚t

(𝑚rec
t ) is the nominal (reconstructed) top quark mass, and 𝜎W (𝜎t) is the resolution

of the reconstructed W boson (top quark) mass. These resolutions were found by

fitting a normal distribution to the respective mass peaks in simulation (shown in

Figure 7.2). The 𝜒2 variable should be small for tZq events, so it is possible to define
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Figure 7.2: The result of fitting a normal distribution to the reconstructed W boson mass
and top quark mass in 2016 data.

a range of 𝜒2 values that excludes the tZq signal but retains all major backgrounds.

This is the side-band region. Comparisons between data and simulated samples

can be made in this side-band region while the analysis is blinded. This technique

is inspired by the ATLAS and CMS H → bb̄bb̄ analyses [190, 191].

The 𝜒2 requirements for the side-band region were chosen in order to ensure that

most of the signal was excluded, but enough events remained to make meaningful

comparisons. It has been found previously [184] that a requirement of 5 < 𝜒2 < 30
defines a suitable region.

7.3 Data-Driven Nonprompt Lepton Estimation

Nonprompt leptons (NPLs) are leptons originating from outside the initial hard

interaction in a proton–proton collision. This includes both real leptons from

e.g. subsequent heavy quark decay and leptons incorrectly reconstructed from e.g.

jets or photons. A significant source of events containing NPLs is QCD processes,

which are difficult to model in simulation. In response to this, a data-driven meth-

odology is used to estimate the NPL contribution to the tZq background.

The technique used is adapted from previous analyses concerning top quark

pair production [192] and searches for particles predicted by the supersymmetric

extension to the SM [193]. To use this technique a region dominated by NPL events

is defined. By observing that few processes contain a final state with two leptons of

the same flavour and charge, such a region can be created by simply inverting the

opposite-sign lepton requirement imposed on the signal region (i.e. by requiring

same-sign leptons). The resulting selection creates a region dominated by events

with nonprompt or charge misidentified leptons, with a small contribution of

prompt leptons from processes such as t ̄tW. As a shorthand, events with two
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leptons of the same flavour and opposite charge will be referred to as opposite-sign
events, and events with two leptons of the same flavour and charge will be referred

to as same-sign events.
The number of opposite-sign nonprompt events in data, 𝑋OS

data, can be estim-

ated as

𝑋OS
data =

𝑋OS
MC

𝑋 SS
MC

(𝑁 SS
data − 𝑁 SS

real − 𝑁 SS
mis-ID) (7.2)

where𝑁 SS
data is the number of same-sign events observed in data, 𝑁 SS

real is the number

of same-sign events expected to contain two prompt leptons (from contributions

such as t ̄tW), and 𝑁 SS
mis-ID is the number of same-sign events expected due to the

misidentification of one of the lepton’s charges. The total 𝑁 SS
real + 𝑁 SS

mis-ID can be

estimated with the yield from applying the same-sign event selection to simulated

samples. In simulated samples, the ratio of opposite-sign and same-sign nonprompt

events,
𝑋OS
MC

𝑋 SS
MC

, is determined using generator-level information. Further details of

how this NPL estimate was used in the tZq analysis can be found in [184].

7.4 Control Regions

In order to assess the description in simulation of the two largest background

contributions to the tZq process—Z/γ∗ + jets and t ̄t production—control regions

enriched in these contributions were constructed. A comparison of data and simu-

lated samples can then be performed in these CRs, as in the signal (or side-band)

region. In addition to being enriched in the relevant background, the CRs are re-

quired to be topologically similar yet orthogonal to the signal region.

The Z/γ∗ + jets CR is defined based on the event selection described in § 7.2,

except the W boson mass requirement is inverted (i.e. no pair of jets may have an

invariant mass within 20GeV of the nominal W boson mass, excluding the leading

b tagged jet) and the event must have less than 50GeV of �𝐸T. The inversion of the

W boson mass requirement ensures orthogonality with the signal region while still

retaining Z/γ∗ + jets events, and the �𝐸T requirement reduces the t ̄t contribution,
which contains �𝐸T when the W bosons decay leptonically.

For the t ̄t CR the lepton selection is altered, now requiring exactly one tight

electron and exactly one tight muon with a minimum 𝑝T of 25GeV for both (and, as

before, no additional loose leptons). As the lepton selection has changed, different

HLT paths are used. These are listed in Table 7.3.
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Table 7.5: The yield in the signal regions, side-band regions, Z/γ∗ + jets CRs, and t ̄t CR of each process considered in the 2016
analysis.

Process Signal region Side-band region Z/γ∗ + jets CR t ̄t CR

ee μμ ee μμ ee μμ eμ

tZq 23.66 ± 0.23 57.25 ± 0.40 5.28 ± 0.11 12.22 ± 0.18 10.41 ± 0.16 25.29 ± 0.26 0.59 ± 0.04
W + jets nil nil nil nil nil nil nil
Z/γ∗ + jets 2668.08 ± 143.80 6934.56 ± 244.51 884.40 ± 79.96 2027.02 ± 131.39 2495.91 ± 126.48 5606.96 ± 217.97 1.41 ± 1.03
t ̄t 1113.53 ± 17.97 3079.68 ± 32.48 360.29 ± 10.21 978.74 ± 18.30 275.88 ± 9.05 779.85 ± 16.41 3450.59 ± 34.07
WW 1.03 ± 0.44 2.49 ± 0.75 0.43 ± 0.29 0.67 ± 0.39 0.01 ± 0.01 nil 2.75 ± 0.75
WZ 57.38 ± 1.15 124.59 ± 1.77 15.31 ± 0.60 34.39 ± 0.94 31.76 ± 0.85 70.22 ± 1.31 −0.04 ± 0.05
ZZ 44.04 ± 0.99 101.05 ± 1.60 12.64 ± 0.53 27.97 ± 0.84 28.01 ± 0.77 64.46 ± 1.25 0.12 ± 0.06
t ̄tH 3.41 ± 0.08 9.69 ± 0.15 0.97 ± 0.04 2.90 ± 0.08 0.39 ± 0.03 1.22 ± 0.05 10.14 ± 0.15
t ̄tW 5.09 ± 0.37 11.32 ± 0.65 1.73 ± 0.21 3.35 ± 0.35 0.69 ± 0.14 1.30 ± 0.22 14.68 ± 0.72
t ̄tZ 47.71 ± 0.61 111.96 ± 1.08 12.42 ± 0.37 27.83 ± 0.60 7.83 ± 0.23 18.20 ± 0.36 12.93 ± 0.96
tW 25.53 ± 2.06 59.10 ± 3.33 9.72 ± 1.23 20.04 ± 1.95 2.01 ± 0.53 11.41 ± 1.44 70.80 ± 3.61
̄tW 23.70 ± 2.04 60.29 ± 3.35 6.94 ± 1.10 19.01 ± 1.88 6.64 ± 1.09 16.07 ± 1.74 67.09 ± 3.50
tq (s-channel) nil 0.20 ± 0.20 nil 0.20 ± 0.20 nil −0.06 ± 0.06 0.22 ± 0.22
tq (t-channel) 0.33 ± 0.15 0.70 ± 0.22 0.13 ± 0.09 0.27 ± 0.14 0.01 ± 0.01 0.42 ± 0.18 0.34 ± 0.15
̄tq (t-channel) 0.08 ± 0.08 0.92 ± 0.26 0.08 ± 0.08 0.38 ± 0.17 0.08 ± 0.08 0.32 ± 0.16 0.91 ± 0.26
tHq 0.12 ± 0.01 0.41 ± 0.02 0.04 ± 0.01 0.12 ± 0.01 0.03 ± 0.00 0.10 ± 0.01 0.41 ± 0.02
tWZ/tWℓℓ 5.06 ± 0.19 11.12 ± 0.30 1.18 ± 0.09 2.75 ± 0.15 0.81 ± 0.08 2.03 ± 0.13 0.25 ± 0.04
WWW 0.07 ± 0.05 0.32 ± 0.11 0.01 ± 0.01 0.12 ± 0.07 nil 0.04 ± 0.04 0.21 ± 0.09
WWZ 1.10 ± 0.17 2.27 ± 0.27 0.27 ± 0.09 0.62 ± 0.14 0.21 ± 0.08 0.73 ± 0.15 0.13 ± 0.06
WZZ 1.22 ± 0.11 2.67 ± 0.17 0.31 ± 0.05 0.66 ± 0.08 0.40 ± 0.06 0.73 ± 0.09 0.02 ± 0.01
ZZZ 0.55 ± 0.04 1.15 ± 0.06 0.16 ± 0.02 0.31 ± 0.03 0.16 ± 0.02 0.26 ± 0.03 0.00 ± 0.00
NPL 13.36 ± 18.56 42.48 ± 12.34 7.94 ± 9.34 12.01 ± 6.25 — — —

Total 4035.04 ± 146.14 10 614.22 ± 247.02 1320.24 ± 81.18 3171.58 ± 132.84 2861.16 ± 126.82 6599.54 ± 218.61 3633.58 ± 34.49

Data 4375 ± 66 9753 ± 99 1363 ± 37 3003 ± 55 2661 ± 52 5785 ± 76 3407 ± 58
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Table 7.6: The yield in the signal regions, side-band regions, Z/γ∗ + jets CRs, and t ̄t CR of each process considered in the 2017
analysis.

Process Signal region Side-band region Z/γ∗ + jets CR t ̄t CR

ee μμ ee μμ ee μμ eμ

tZq 27.81 ± 0.29 66.87 ± 0.48 5.61 ± 0.13 14.10 ± 0.22 11.10 ± 0.18 26.66 ± 0.30 0.49 ± 0.04
W + jets nil nil nil nil nil nil nil
Z/γ∗ + jets 4026.30 ± 136.76 9424.47 ± 233.00 1113.28 ± 73.37 2794.43 ± 125.67 2945.15 ± 115.69 6623.10 ± 192.53 4.18 ± 2.99
t ̄t 1698.17 ± 9.19 4918.81 ± 81.00 551.29 ± 5.22 1561.04 ± 9.56 422.93 ± 4.61 1208.61 ± 8.48 5491.39 ± 17.32
WW 2.25 ± 0.70 2.67 ± 0.75 0.31 ± 0.22 1.36 ± 0.54 0.18 ± 0.16 0.68 ± 0.41 1.89 ± 0.66
WZ 189.18 ± 2.87 424.49 ± 4.56 54.45 ± 1.52 120.43 ± 2.39 99.80 ± 2.03 209.87 ± 3.17 1.30 ± 0.28
Wγ nil nil nil nil nil nil nil
ZZ 5.26 ± 0.24 12.17 ± 0.40 1.38 ± 0.12 3.74 ± 0.22 0.99 ± 0.10 2.58 ± 0.17 0.02 ± 0.01
Zγ 24.68 ± 2.05 59.35 ± 3.36 7.63 ± 1.11 15.93 ± 1.72 18.74 ± 1.67 41.20 ± 2.75 0.31 ± 18.00
t ̄tH 9.49 ± 0.19 27.82 ± 0.35 2.68 ± 0.10 8.04 ± 0.18 1.07 ± 0.06 3.07 ± 0.11 29.43 ± 0.34
t ̄tW 6.61 ± 0.48 15.93 ± 0.75 1.96 ± 0.26 4.41 ± 0.42 0.48 ± 0.14 1.52 ± 0.25 18.36 ± 0.82
t ̄tZ 55.46 ± 0.46 127.77 ± 0.75 13.74 ± 0.23 31.66 ± 0.39 8.77 ± 0.78 19.05 ± 0.28 14.10 ± 0.34
t ̄tγ 11.50 ± 0.23 32.16 ± 0.42 3.55 ± 0.13 10.33 ± 0.23 2.69 ± 0.11 6.91 ± 0.19 38.21 ± 0.44
tW 26.67 ± 2.07 76.95 ± 3.80 7.75 ± 1.11 24.65 ± 2.17 4.83 ± 0.89 15.82 ± 1.78 73.05 ± 3.55
̄tW 24.12 ± 2.01 70.66 ± 3.70 8.16 ± 1.17 23.65 ± 2.15 5.61 ± 0.96 14.23 ± 1.62 86.97 ± 3.97
tq (s-channel) 0.23 ± 0.09 0.20 ± 0.09 nil 0.06 ± 0.05 0.05 ± 0.04 nil 0.13 ± 0.06
tq (t-channel) 0.23 ± 0.09 2.60 ± 0.34 nil 0.88 ± 0.20 0.13 ± 0.06 0.76 ± 0.19 2.10 ± 0.29
̄tq (t-channel) 0.17 ± 0.08 1.35 ± 0.23 0.06 ± 0.04 0.18 ± 0.07 0.08 ± 0.06 0.49 ± 0.15 0.70 ± 0.16
tHq 0.44 ± 0.04 1.43 ± 0.08 0.13 ± 0.02 0.39 ± 0.04 0.16 ± 0.02 0.45 ± 0.04 1.48 ± 0.08
tWZ/tWℓℓ 5.83 ± 0.05 12.98 ± 0.08 1.45 ± 0.02 3.17 ± 0.04 0.92 ± 0.02 2.07 ± 0.03 0.34 ± 0.01
WWW 0.00 ± 0.00 0.02 ± 0.02 0.00 ± 0.00 0.00 ± 0.00 nil 0.05 ± 0.08 0.22 ± 0.11
WWZ 0.73 ± 0.16 3.21 ± 0.33 0.13 ± 0.07 0.85 ± 0.17 0.21 ± 0.09 0.40 ± 0.12 0.25 ± 0.10
WZZ 1.52 ± 0.13 2.90 ± 0.18 0.46 ± 0.07 0.91 ± 0.10 0.47 ± 0.07 0.89 ± 0.11 0.01 ± 0.02
ZZZ 0.53 ± 0.04 1.30 ± 0.07 0.13 ± 0.02 0.35 ± 0.03 0.12 ± 0.02 0.31 ± 0.03 0.00 ± 0.00
NPL 71.77 ± 23.98 −24.96 ± 18.63 9.03 ± 11.18 −13.91 ± 9.47 — — —

Total 6188.73 ± 138.24 15 261.16 ± 233.96 1783.18 ± 74.45 4606.66 ± 126.47 3524.46 ± 115.82 8178.72 ± 192.78 5764.91 ± 18.41

Data 6407 ± 80 16 406 ± 128 1931 ± 44 4931 ± 70 2974 ± 55 7726 ± 88 5155 ± 72
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7.5 Event Yield

Tables 7.5 and 7.6 show the event yield after the full event selection for each process

in the signal, side-band, and CRs as well as a comparison to the event yield in data.

Corresponding cut-flow plots demonstrating the evolution of the yield through the

event selection process are given in Figures 7.3 and 7.4.

In the signal regions, it can be seen that backgrounds containing NPLs, such as

the data-driven NPL estimate and W + jets, are greatly reduced at when the jet

requirements are applied. This indicates that the Δ𝑅 > 0.4 between a jet and any

lepton requirement is effective at removing NPLs. The Z/γ∗ + jets background

contribution is significantly diminished at the jet and b tag cut stages, but remains

the greatest background in the signal region. TheW boson mass requirement is less

effective at reducing backgrounds not containing a real W boson than the Z mass

requirement is at reducing backgrounds that do not contain a real Z boson. This is

because when considering the W mass many pairs of jets are considered, making

it more likely a jet pair will meet the requirement by chance.

The NPL contribution in the 2017 μμ channel is negative. The discrepancy

between the 2016 and 2017 contributions seen here originates from the change in

t ̄t samples, with the t ̄t → ℓνqq sample containing more NPLs than the inclusive t ̄t
sample used in 2016. This requires further verification, but for the results in this

thesis this is interpreted as the data-driven NPL estimate having no contribution

in the 2017 μμ signal region.

Most of the tZq signal contribution is removed in the side-band regions and

events from the most significant backgrounds are retained. Therefore, examining

agreement between data and simulated samples in this region should be an effective

proxy for the full signal region without potentially biasing the final result.

The Z/γ∗ + jets CRs are dominated by the Z/γ∗ + jets process, with a purity

between 76.1% in the 2017 μμ channel and 87.2% in the 2016 ee channel. As in

the signal region, t ̄t remains the second largest contributor but has been reduced

approximately fourfold by the inverted W mass and �𝐸T requirements.

The t ̄t CR is purer than the Z/γ∗ + jets CRs, consisting of ≈95% of the process

of interest in both years. Requiring two leptons of different flavours eliminates

the Z/γ∗ + jets process almost entirely, leaving the tW and ̄tW processes as the

next-largest contributors.

Across all signal and CRs, there is a residual disagreement in the final yield

between data and simulated samples, as much as 11% in the μμ Z/γ∗ + jets CR.

While this exceeds any deviation expected by statistical uncertainty, Tables 8.3

and 8.4 shows that data and simulation agree within a 1𝜎 envelope when systematic

uncertainties are considered.



CHAPTER 7. EVENT SELECTION 90

1

10

102

103

104

105

106

107

108

Ev
en

ts Z/γ∗ + jets
NPL
t ̄t
VV
Single Top
W+ jets
t ̄tV/t ̄tH
VVV
tZq
Data

35.86 fb−1 (13 TeV)Data/MC Yield

Lepton Cuts
Z Mass Cuts

Jet Cuts
b tag Cuts

W Mass Cuts

0.8

0.9

1

1.1

1.2

D
at
a/
M
C

1

10

102

103

104

105

106

107

108

Ev
en

ts Z/γ∗ + jets
NPL
t ̄t
VV
Single Top
W+ jets
t ̄tV/t ̄tH
VVV
tZq
Data

35.86 fb−1 (13 TeV)Data/MC Yield

Lepton Cuts
Z Mass Cuts

Jet Cuts
b tag Cuts

W Mass Cuts

0.8

0.9

1

1.1

1.2

D
at
a/
M
C

1

10

102

103

104

105

106

107

108

Ev
en

ts Z/γ∗ + jets
t ̄t
VV
Single Top
W+ jets
t ̄tV/t ̄tH
VVV
tZq
Data

35.86 fb−1 (13 TeV)Data/MC Yield

Lepton Cuts
Z Mass Cuts

Jet Cuts
b tag Cuts

W Mass Cuts

0.8

0.9

1

1.1

1.2

D
at
a/
M
C

1

10

102

103

104

105

106

107

108

Ev
en

ts Z/γ∗ + jets
t ̄t
VV
Single Top
W+ jets
t ̄tV/t ̄tH
VVV
tZq
Data

35.86 fb−1 (13 TeV)Data/MC Yield

Lepton Cuts
Z Mass Cuts

Jet Cuts
b tag Cuts

W Mass Cuts

0.8

0.9

1

1.1

1.2

D
at
a/
M
C

1

10

102

103

104

105

106

107

108

Ev
en

ts Z/γ∗ + jets
t ̄t
VV
Single Top
W+ jets
t ̄tV/t ̄tH
VVV
tZq
Data

35.86 fb−1 (13 TeV)Data/MC Yield

Lepton Cuts
Z Mass Cuts

Jet Cuts
b tag Cuts

W Mass Cuts

0.8

0.9

1

1.1

1.2

D
at
a/
M
C

Figure 7.3: Cut-flow plots showing the yields in the 2016 analysis at each cut step in the
ee signal region (top left), μμ signal region (top right), ee Z/γ∗ + jets CR (middle left), μμ
Z/γ∗ + jets CR (middle right), and t ̄t CR (bottom). The �𝐸T cut applied in the Z/γ∗ + jets
CR is included in the ‘W Mass Cuts’ step.
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Figure 7.4: Cut-flow plots showing the yields in the 2017 analysis at each cut step in the
ee signal region (top left), μμ signal region (top right), ee Z/γ∗ + jets CR (middle left), μμ
Z/γ∗ + jets CR (middle right), and t ̄t CR (bottom). The �𝐸T cut applied in the Z/γ∗ + jets
CR is included in the ‘W Mass Cuts’ step.



Chapter 8

Systematic Uncertainties

I beseech you, in the bowels of
Christ, think it possible you may be
mistaken.

Oliver Cromwell

When performing a physics analysis, attentive account must be kept of the

sources of systematic uncertainty. These can originate from e.g. insufficient under-

standing of the underlying physics, imperfect modelling in simulated samples, or

limitations of the CMS detector itself. Careful consideration of systematic uncer-

tainties is of particular importance in searches for rare processes such as tZq, as
even systematic uncertainties with a minor impact may be significant compared to

the tZq cross section.

Systematic uncertainties can be split into two categories, depending on their

effects on the underlying distributions of observables. Rate uncertainties affect the
overall normalisation of distributions, but do not otherwise change distributions’

shapes. Shape uncertainties, in contrast, change distributions’ shapes and may, as

a result, affect the overall normalisation.

The systematic uncertainties described in this chapter are included as nuisance

parameters in the signal extraction fit, described in § 9.4.1. To do this, the impact of

a ±1𝜎 change in each systematic uncertainty on the distributions of observables is

defined. In many cases, this involves the use of per-event weights, which reweight

events on an individual basis so the overall distributions of observables (shapes)

reflect what is expected from a ±1𝜎 variation for a given source of systematic

uncertainty.

92
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8.1 Rate Uncertainties

8.1.1 Integrated Luminosity

The relative uncertainty in the integrated luminosity collected by CMS in 2016 and

2017 is ±2.5% and ±2.3%, respectively [194, 195]. Every simulated sample is scaled

to this luminosity as per Equation 6.1, and so the effect of this uncertainty is an

overall normalisation uncertainty applied equally to all simulated samples.

8.1.2 Cross Section Normalisation

To account for the uncertainty in the cross sections of simulated samples, a nor-

malisation uncertainty is applied individually to each background process. Aping

the previous tZq analysis at CMS in the trilepton channel, this uncertainty is set at

±30% for each process [196].

8.1.3 Data-Driven Nonprompt Lepton Estimate

Following the t ̄t analysis on which the NPL estimation strategy was based [193],

a 30% uncertainty in the normalisation of the data-driven NPL contribution (see

§ 7.3) is applied. This is intended to cover all systematic uncertainties acting on

the simulated samples used in the determination of data-driven NPL contribution.

The only other systematic uncertainty the NPL estimate is subject to in the fit is

the uncertainty in luminosity described above.

8.1.4 Lepton Efficiencies

Centrally-provided ±1𝜎 variations to the scale factors associated with lepton iden-

tification (see § 7.2.3) forms one component of the lepton efficiency systematic

uncertainty. The other component incorporates the uncertainty in the trigger effi-

ciencies (described in § 7.2.1), which are varied by ±1% in the ee and μμ channels,

and ±2% in the eμ channel to form the ±1𝜎 variations. This alteration to the trigger

efficiencies has been previously found to account for residual differences between

data and simulation [184].

8.2 Shape Uncertainties

8.2.1 Jet Energy Corrections

As described in § 5.3.1, JECs are applied to simulated events so they more closely

reflect data. The uncertainties associated with these corrections are provided by



CHAPTER 8. SYSTEMATIC UNCERTAINTIES 94

the CMS JEC group. In order to evaluate the impact of this systematic uncertainty,

jet properties are recalculated after varying the JECs by ±1 standard deviation.

8.2.2 Jet Smearing

A nuisance parameter associated with the jet smearing procedure described in

§ 6.2.2 is formed by altering 𝑠JER by ±1𝜎 in the calculation of 𝑐JER (Equations 6.2

and 6.4). This uncertainty in 𝑠JER is centrally provided.

8.2.3 Missing Transverse Energy

As �𝐸T is determined using the total 𝑝T of all PF objects, the JECs and jet smearing

have a knock-on effect on its value. This is accounted for by propagating the ±1𝜎
variations of JECs and jet smearing to the �𝐸T calculation when those systematic

uncertainties are evaluated (the so-called type Ⅰ corrections).

An additional systematic uncertainty affecting the �𝐸T alone arises from the

contribution of unclustered energy deposits to the�𝐸T. This is estimated by varying

the energy in each unclustered deposit by its resolution, and propagating the result

to the �𝐸T calculation.

8.2.4 Pileup Reweighting

A systematic uncertainty associated with the pileup reweighting applied to sim-

ulated data (see § 6.2.1) is created by altering the expected minimum-bias cross

section by ±4.6%. This alters the distribution of the number of primary vertices in

simulated samples, allowing the effect of having more or fewer pileup interactions

to be evaluated.

8.2.5 b Tagging Scale Factors

The scale factors introduced in § 6.2.3 are varied by 1𝜎 uncertainty intervals provid-

ed by the CMS BTV group in order to estimate the impact of b tagging uncertainty

on the analysis.
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8.2.6 Parton Density Functions

Uncertainties on the PDFs are propagated through the tZq analysis by creating

a nuisance parameter in the signal extraction step representing a ±1𝜎 change to

the PDFs. This is in accordance with PDF4LHC recommendations¹ [199].

8.2.7 Perturbative Factorisation and Renormalisation Scales

A systematic uncertainty was introduced to account for the choice of the factorisa-

tion energy scale, 𝜇F, and renormalisation energy scale, 𝜇R, when performing the

ME calculations under perturbative QCD (see § 6.1). The +1𝜎 variation is created

by simultaneously halving the choices of 𝜇F and 𝜇R from the nominal value, and

the −1𝜎 variation from doubling the choices of 𝜇F and 𝜇R from the nominal value.

8.2.8 Non-Perturbative Factorisation and Renormalisation
Scales

The effect of the choice of 𝜇F and 𝜇R must also be considered in the nonperturbative

QCD regime used when simulating parton showers. In the 2016 analysis this was

achieved through dedicated systematic samples listed in Table 8.1. The ‘ISR up’

and ‘FSR down’ samples consider the effects of changing 𝜇F and 𝜇R in the ISR and

FSR separately, while for the ‘scale up’ and ‘scale down’ samples the ISR and FSR

are considered together. In the 2017 analysis dedicated samples are no longer used,

instead some nominal samples contain per-event weights used to create the shapes

required evaluate this systematic uncertainty. Samples containing these weights

are indicated in Table 7.2 and these weights were used when available. The +1𝜎
(−1𝜎) variation was created by doubling (halving) the choices of 𝜇F and 𝜇R.

8.2.9 Matching Threshold Energy

Dedicated simulated samples were used to estimate the impact of the choice of

matching threshold energy. This is the energy scale at which the matching of

particles described by perturbative and nonperturbative QCD is performed (see

§ 6.1). These samples exist only for certain Powheg Box V2 samples: t ̄t and single

top t-channel in 2016 and the three t ̄t decay modes in 2017. They are listed as

‘matching up’ and ‘matching down’ in Tables 8.1 and 8.2.

¹In most cases, per-event weights provided with the sample were used to create the required
shapes. However, for the tW and ̄tW samples in 2016, which were generated with Powheg Box V1,
these weights were not included and were instead generated by the Les Houches Accord Parton
Distribution Function (LHAPDF) library [197] using the NNPDF3.0 PDF set [184, 198].



CHAPTER 8. SYSTEMATIC UNCERTAINTIES 96

Table 8.1: Dedicated systematic samples used to estimate uncertainties in
the 2016 tZq analysis. In this table, the shorthand allowing ‘t’ to refer either
to the top or antitop quark is suspended.

Process Systematic Events (×106) Generator

tZq∗ scale up 6.89 MadGraph5_aMC@NLO
tZq∗ scale down 6.98 MadGraph5_aMC@NLO

tW scale up 0.998 Powheg Box V2
tW scale down 0.994 Powheg Box V2

̄tW scale up 1.00 Powheg Box V2
̄tW scale down 0.999 Powheg Box V2

tq (t-channel) matching up 6.00 Powheg Box V2
tq (t-channel) matching down 6.00 Powheg Box V2
tq (t-channel) scale up 5.71 Powheg Box V2
tq (t-channel) scale down 5.95 Powheg Box V2

̄tq (t-channel) matching up 4.00 Powheg Box V2
̄tq (t-channel) matching down 4.00 Powheg Box V2
̄tq (t-channel) scale up 3.97 Powheg Box V2
̄tq (t-channel) scale down 3.89 Powheg Box V2

t ̄t ISR up 156 Powheg Box V2
t ̄t ISR down 150 Powheg Box V2
t ̄t FSR up 153 Powheg Box V2
t ̄t FSR down 156 Powheg Box V2
t ̄t matching up 58.9 Powheg Box V2
t ̄t matching down 58.2 Powheg Box V2
∗ Including ̄t decays

Table 8.2: Dedicated systematic samples used to estimate uncer-
tainties in the 2017 tZq analysis.

Process Systematic Events (×106) Generator

t ̄t → ℓνℓν matching up 3.29 Powheg Box V2
t ̄t → ℓνℓν matching down 5.48 Powheg Box V2

t ̄t → ℓνqq matching up 24.0 Powheg Box V2
t ̄t → ℓνqq matching down 26.8 Powheg Box V2

t ̄t → qqqq matching up 27.3 Powheg Box V2
t ̄t → qqqq matching down 27.1 Powheg Box V2
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The matching energy threshold in Powheg Box V2 is defined as

𝐸matching =
ℎ2damp

ℎ2damp + 𝑝2T
(8.1)

where 𝑝T is the transverse momentum of the object being matched and nominally

ℎdamp = 1.58𝑚t. The ‘matching down’ and ‘matching up’ samples are created by

reducing and increasing ℎdamp by one standard deviation, respectively [200].

8.3 Pre-Fit Impact of Systematic Uncertainties

The influence on the overall yield of simulated samples in the signal region for

each systematic uncertainty featured in this chapter is shown in Table 8.3 for 2016

and Table 8.4 for 2017. In the case of shape uncertainties it should be noted that

this measure may belie the magnitude of their influence on the underlying shapes.

For example, the effect on the overall normalisation of the systematic uncertainty

in �𝐸T is listed as zero in Tables 8.3 and 8.4 (as no requirements are placed on �𝐸T in

the signal region). That is not to say that this uncertainty has no effect on the �𝐸T
distribution, only that the overall normalisation remains unchanged.

8.4 Correlation of systematic uncertainties

In the tZq analysis the sources of systematic uncertainty are assumed to be 100%
uncorrelated with each other. This will be used to build the likelihood model used

in signal extraction, as described in § 9.4.

Across years, the same source of systematic uncertainty is either treated as 100%
correlated or 100% uncorrelated. Those treated as 100% correlated are:

• the uncertainty in cross-section normalisation for each background process

• the uncertainty associated with the pileup reweighting applied to simulated

data

• all uncertainties stemming from the choice of 𝜇F and 𝜇R

• the uncertainty from the choice of matching threshold energy (ℎdamp).

Treating these uncertainties as correlated between data-taking eras is the follows

the latest recommendations of the CMS collaboration.
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Table 8.3: Impact of systematic uncertainties on the normalisation of simulated samples in the signal region in 2016.

Uncertainty Total tZq Z/γ∗ + jets t ̄t t ̄tV/t ̄tH Single top VV VVV
(ee / μμ) (%) (%) (%) (%) (%) (%) (%) (%)

Luminosity ±2.5 / ±2.5 ±2.5 / ±2.5 ±2.5 / ±2.5 ±2.5 / ±2.5 ±2.5 / ±2.5 ±2.5 / ±2.5 ±2.5 / ±2.5 ±2.5 / ±2.5
Normalisation ±7.16 / ±7.14 — ±10.00 / ±10.00 ±10.00 / ±10.00 ±8.56 / ±8.49 ±6.42 / ±6.42 ±7.10 / ±7.06 ±5.90 / ±5.78
Lepton efficiency +5.14

−4.94 /
+5.26
+0.89

+5.33
−5.11 /

+5.19
+0.98

+5.24
−5.03 /

+5.28
+0.90

+4.93
−4.74 /

+5.30
+0.88

+5.51
−5.28 /

+5.17
+0.99

+5.20
−5.00 /

+5.32
+0.86

+5.46
−5.22 /

+5.18
+0.98

+5.44
−5.44 /

+5.15
−1.09

Jet smearing +16.27
−12.86 /

+17.56
−12.83

+3.72
−3.93 /

+4.05
−4.19

+20.76
−15.64 /

+21.84
−15.39

+7.87
−7.84 /

+9.90
−8.40

−1.42
+1.12 /

+0.01
−0.38

+10.80
−8.01 / +14.19

−11.01
+9.11
−9.58 /

+10.76
−8.14

+1.02
−1.02 /

+0.16
−2.96

JECs +9.72
−4.96 /

+8.72
−4.72

+0.30
−0.59 /

+0.66
−0.75

+12.90
−5.73 / +11.20

−5.79
+3.93
−3.83 /

+4.34
−2.92

−1.65
+1.25 /

−0.93
+0.61

+3.99
−3.70 /

+6.50
−4.08

+3.26
−3.18 /

+3.60
−2.09

+1.36
−0.68 /

+0.31
−2.18

Pileup reweighting +1.59
−1.31 /

+2.51
−2.47

+0.63
−0.59 /

+0.24
−0.26

+2.26
−1.83 /

+3.45
−3.42

+0.25
−0.26 /

+0.74
−0.66

+0.50
−0.53 /

−0.29
+0.29

+1.26
−1.26 /

+1.11
−1.18

+1.02
−0.97 /

+1.60
−1.43

+0.00
−0.34 /

−0.47
+0.00

b tagging +7.59
−7.59 /

+4.81
−4.81

+12.43
−12.43 /

+3.60
−3.60

+6.41
−6.41 /

+5.34
−5.34

+10.10
−10.10 /

+3.69
−3.69

+15.26
−15.26 /

+3.84
−3.84

+6.24
−6.24 /

+3.42
−3.42

+7.33
−7.33 /

+6.28
−6.28

+11.22
−11.22 /

+0.00
−0.00

PDF +7.98
−7.96 /

+7.39
−7.38

+15.93
−15.93 /

+16.14
−16.14

+10.30
−10.30 /

+9.52
−9.52

+2.38
−2.38 /

+2.43
−2.43

+6.90
−6.90 /

+6.85
−6.85

+8.87
−8.04 /

+9.04
−8.07

+7.72
−7.72 /

+8.27
−8.27

+4.42
−4.42 /

+0.00
−0.00

𝜇F and 𝜇R scale (ME) +10.66
−9.48 / +9.95

−8.99
+7.31
−7.40 /

+6.76
−7.06

+8.86
−8.05 /

+7.91
−7.32

+15.73
−13.56 /

+15.11
−13.27

+11.37
−11.85 /

+10.62
−11.50

+1.02
−0.97 /

+1.00
−0.95

+9.79
−7.76 /

+9.90
−7.75

+8.84
−6.80 /

+0.00
−0.00

𝜇F and 𝜇R scale (ISR) +4.19
+1.20 /

−1.88
−4.04 — — +15.22

+4.34 / −6.47
−13.95 — — — —

𝜇F and 𝜇R scale (FSR) −0.90
+4.03 /

−5.66
−1.19 — — −3.28

+14.63 /
−19.54
−4.11 — — — —

𝜇F and 𝜇R scale (ISR and FSR) −0.08
−0.29 /

+0.04
−0.13

+19.19
−0.80 / +25.87

−13.38 — — — −14.12
−20.83 /

−8.04
−16.39 — —

ME–PS matching scale (ℎdamp)
+2.03
+0.23 /

−1.89
−4.40 — — +7.41

+0.74 /
−6.54
−15.16 — −0.75

+1.62 /
+0.66
−0.25 — —

�𝐸T
+0.00
−0.00 /

+0.00
+0.00

+0.00
−0.00 /

+0.00
+0.00

+0.00
−0.00 /

+0.00
+0.00

+0.00
−0.00 /

+0.00
+0.00

+0.00
−0.00 /

+0.00
+0.00

+0.00
−0.00 /

+0.00
+0.00

+0.00
−0.00 /

+0.00
+0.00

+0.00
−0.00 /

+0.00
−0.00

NPL estimate +0.11
−0.11 /

+0.13
−0.13 — — — — — — —

Total systematic uncertainty +26.51
−22.41 /

+26.30
−21.13

+29.65
−22.63 /

+32.22
−22.97

+31.02
−24.99 /

+30.50
−23.71

+29.33
−27.02 /

+31.08
−28.70

+22.90
−23.05 /

+16.75
−16.55

+22.96
−26.33 /

+21.91
−23.11

+19.76
−18.98 /

+20.50
−17.25

+17.24
−16.25 /

+13.36
−12.10
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Table 8.4: Impact of systematic uncertainties on the normalisation of simulated samples in the signal region 2017.

Uncertainty Total tZq Z/γ∗ + jets t ̄t t ̄tV/t ̄tH Single top VV VVV
(ee / μμ) (%) (%) (%) (%) (%) (%) (%) (%)

Luminosity ±2.3 / ±2.3 ±2.3 / ±2.3 ±2.3 / ±2.3 ±2.3 / ±2.3 ±2.3 / ±2.3 ±2.3 / ±2.3 ±2.3 / ±2.3 ±2.3 / ±2.3
Normalisation ±7.07 / ±7.04 — ±10.00 / ±10.00 ±10.00 / ±10.00 ±7.20 / ±7.17 ±6.34 / ±6.34 ±8.62 / ±8.59 ±6.36 / ±6.28
Lepton efficiency +4.45

−4.29 /
+1.68
−1.67

+4.75
−4.57 /

+1.70
−1.67

+4.58
−4.42 /

+1.68
−1.67

+4.20
−4.06 /

+1.69
−1.67

+4.90
−4.71 /

+1.66
−1.47

+4.40
−4.26 /

+1.67
−1.66

+5.05
−4.86 /

+1.69
−1.67

+5.40
−5.04 /

+1.62
−1.62

Jet smearing +20.39
−16.28 /

+21.69
−17.91

+4.85
−4.60 /

+4.59
−5.34

+25.31
−19.25 /

+27.82
−22.06

+11.69
−11.66 /

+12.03
−11.31

+1.17
−1.60 /

+2.68
−3.36

+14.84
−13.19 /

+18.34
−18.98

+15.07
−10.90 /

+12.59
−11.98

+6.47
−9.35 /

+4.71
−6.19

JECs +10.86
−13.06 /

+11.46
−14.06

+0.25
−1.29 /

+0.81
−1.75

+14.05
−16.31 /

+15.22
−18.37

+5.11
−7.59 /

+5.44
−7.21

+0.05
−0.17 /

+1.63
−1.22

+8.53
−11.43 /

+9.06
−13.31

+6.59
−6.88 /

+6.24
−7.41

+3.24
−5.40 /

+0.81
−2.56

Pileup reweighting +0.12
−0.12 /

+0.20
−0.20

−0.04
+0.04 /

+0.00
−0.00

+0.17
−0.17 /

+0.27
−0.27

+0.02
−0.02 /

+0.08
−0.08

−0.01
+0.01 /

+0.03
−0.03

+0.00
−0.00 /

+0.16
−0.16

+0.10
−0.10 /

+0.22
−0.22

+0.00
−0.00 /

+0.00
−0.00

b tagging +5.03
−5.03 /

+5.03
−5.03

+3.70
−3.70 /

+3.71
−3.71

+5.48
−5.48 /

+5.51
−5.51

+3.86
−3.86 /

+3.86
−3.86

+4.35
−4.35 /

+4.25
−4.25

+4.33
−4.33 /

+3.75
−3.75

+8.07
−8.07 /

+8.36
−8.36

+6.12
−6.12 /

+7.40
−7.40

PDF +0.82
−0.82 /

+0.78
−0.78

+20.64
−20.64 /

+20.28
−20.28

+0.95
−0.95 /

+0.94
−0.94

+0.19
−0.19 /

+0.19
−0.19

+0.79
−0.79 /
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8.5 Unresolved Issues in Leading Order Samples

In 2017 simulated samples generated at LO, there are unresolved issues in the per-

event weights used to determine the effect of some systematic uncertainties. The

affected systematic uncertainties are those associated with

• the choice of factorisation and renormalisation scales for perturbative QCD

simulation in the tHq, tWZ/tWℓℓ, and t ̄tγ samples

• the PDFs in tWZ/tWℓℓ and t ̄tγ samples

• the choice of factorisation and renormalisation scales for nonperturbative

QCD simulation in the t ̄tγ sample.

When using these weights, the effect on the underlying distributions of a ±1𝜎
variation in the systematic uncertainty is increased by >1000×. The reason for

this was not identified before the completion of this thesis. These systematic

uncertainties are, therefore, excluded from further consideration; the excluded

systematics are expected have a ≲ ± 0.01% effect on the overall normalisation in

the signal region, judging by their effect in 2016 data.



Chapter 9

Results

Forty-two.

Deep Thought

This chapter presents the results of the tZq analysis. First, the effectiveness of the

jet smearing mitigation used to alleviate the issues introduced in § 6.2.2 is examined.

The details and performance of ML classifier training is then discussed, followed

by the statistical methodology used to extract the signal strength and significance

from the distribution of the classifier response, along with the signal strength and

significance themselves.

9.1 Effectiveness of Incorrect Jet Smearing
Mitigation

As stated in § 6.2.2, the jet smearing in the 2016 analysis was not implemented

correctly in the μμ channel; however, a mitigation was applied. In order to judge

the effectiveness of this mitigation, the 2017 μμ channel samples were processed

both with the corrected smearing and the incorrect smearing with the mitigation

applied. Figure 9.1 shows jet 𝑝T distributions for both cases. Little difference is

seen between the corrected and mitigated distributions, thus it is concluded that

results from the 2016 μμ channel are not invalidated by this unresolved jet smearing

issue.

9.2 Classification with a Boosted Decision Tree

As explored in Chapter 3, ML classifiers can be used to create a response repres-

enting the probability a given event is part of the tZq signal or from a background

101
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Figure 9.1: Comparison of the distribution of the 𝑝T of all jets (top) and the leading jet only
(bottom) between corrected (left) and mitigated (right) jet smearing in the 2017 μμ channel
directly following the jet cuts.

process. Once the full event selection has been performed, a classifier is trained

on the surviving simulated events in order to create a response distribution from

which the signal strength and significance are extracted. Using the response of

a classifier allows this extraction to be performed on a distribution that distin-

guishes tZq better than any existing observable individually.

Classifiers were trained on the nominal shapes of each process. The response

distribution for shape uncertainties were obtained by applying the trained classifier

to the shapes representing ±1𝜎 variations.

Two ML classification techniques were considered: MLPs, discussed in § 9.3,

and BDTs, discussed in this section.
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9.2.1 Input Preprocessing

Often it is necessary to perform some form of preprocessing on the input of a clas-

sifier in order to aid or enable training. In the tZq analysis, preprocessing is used

to solve a data imbalance problem.

From Tables 7.5 and 7.6, it can be seen that tZq consists of ≈0.5% of the sample in

the signal region (classifier input). This is an example of an imbalanced dataset: in

terms of a binary classifier one class (the tZq signal) is far less represented than

the other (the background). Training classifiers with such datasets can result in un-

intended and suboptimal results [201]. For example, a classifier that labelled every

event as background would very accurate (low type Ⅰ error rate), but useless for the

purposes of identifying the tZq signal. To solve this, signal and background events

are separately reweighted with a constant scale factor such that the normalisation

for both is the same. These weights are used only in classifier training. A classifier

that always predicts background would now have a type Ⅰ error rate of 50%.

9.2.2 Feature Selection

The first step in optimising a classifier is feature selection. A naïve approach would

be to perform no such selection and provide any classifier with as many features

about a dataset as can be conceived, but in practice such an approach has two

drawbacks:

• models with more features take longer to train

• in the same vein as the logic behind regularisation, a model with fewer

features is considered a simpler model and so less prone to overtraining.

Considering this, an effort is made to select features that can effectively discrim-

inate between signal and background i.e. have discriminating power. Furthermore,

the selected features should be uncorrelated, as more correlated features provide

a classifier with less information.

Over 100 different observables associated with reconstructed physics objects

were created for use as features in the tZq analysis. A complete list is given in

Table B.1. To aid in selecting the features with the most discriminative power,

a recursive feature elimination (RFE) strategy [202] was employed to rank the

features. This is performed by training a BDT with the default hyperparameters

used by the XGBoost library—listed in Table 9.1—using all potential features. The

least important feature, where importance is defined as the fraction of times the

feature was used to split a tree, is then removed. Ties are broken at random. This
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Table 9.1: The default hyperparameter values used by the XGBoost library. The hyperpara-
meters are defined in § 9.2.6.

Hyperparameter Default

gamma 0.0
learning_rate 0.1
max_depth 3
min_child_weight 1.0
n_estimators 100
reg_alpha 0.0
reg_lambda 1.0
subsample 1.0

process is repeated until one feature remains, which receives the top rank. The

remaining features are ranked in the inverse order in which they were removed

from consideration.

An advantage to the RFE method is that it will naturally rank uncorrelated

features more highly. The mechanism behind this is that correlated features will

“share” importance: the choice between using two highly correlated features to

split a branch is effectively random, sensitive to statistical fluctuations. If one of

a correlated set of features is removed, however, the remaining correlated features

will “inherit” some of the importance of the removed feature. It is because of this

that features are removed individually, rather than obtaining a ranking by training

a single BDT with all possible features: the latter approach would undervalue the

discriminating power of correlated features.

It is still possible, in the case of highly discriminating features, for correlated

features to rank highly. After the ranking is performed, the correlationmatrix of the

highest-ranked features in signal and background is checked and highly correlated

or anticorrelated features are pruned. Additionally, a feature is disqualified if it

demonstrates poor agreement between data and simulation in the side-band or

CRs.

The final set of selected features is given in Table 9.2 and the corresponding

correlation matrices in Figures 9.2 to 9.5. Comparison of the distributions of the

selected features in signal and background are displayed in Figures 9.6 to 9.9 and

between data and simulation for the side-band region in Figures 9.10 to 9.13. Ad-

ditional comparisons between data and simulation in the control and unblinded

signal regions can be found in Appendix B.
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Figure 9.2: The feature correlation matrix for the ee signal region in 2016 for signal (top)
and background (bottom) samples.
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Figure 9.3: The feature correlation matrix for the μμ signal region in 2016 for signal (top)
and background (bottom) samples.
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Figure 9.4: The feature correlation matrix for the ee signal region in 2017 for signal (top)
and background (bottom) samples.



CHAPTER 9. RESULTS 108

bb
Ta

g

ch
i2

j1
Et

a

j2
Pt

j4
Pt

je
tM

as
s

me
t

wj
2E

ta

zM
as

s

zP
t

zb
De

lR

zj
Ma

xR

bbTag

chi2

j1Eta

j2Pt

j4Pt

jetMass

met

wj2Eta

zMass

zPt

zbDelR

zjMaxR

100 -4 0 -3 -1 -2 -2 0 0 -2 -1 0

100 0 14 8 22 6 1 0 4 5 7

100 0 0 0 0 14 0 0 0 0

100 48 37 11 0 1 27 -5 -11

100 34 5 0 0 20 -3 -4

100 11 0 1 12 8 43

100 1 0 9 -1 0

100 0 0 0 0

100 4 0 0

100 -5 -18

100 32

100

bb
Ta

g

ch
i2

j1
Et

a

j2
Pt

j4
Pt

je
tM

as
s

me
t

wj
2E

ta

zM
as

s

zP
t

zb
De

lR

zj
Ma

xR

bbTag

chi2

j1Eta

j2Pt

j4Pt

jetMass

met

wj2Eta

zMass

zPt

zbDelR

zjMaxR

100 -3 1 0 2 -2 8 0 -1 -2 -8 -5

100 1 16 6 39 0 3 1 5 5 16

100 1 1 1 0 31 0 1 0 0

100 37 27 11 -1 1 27 -14 -15

100 23 10 0 0 14 -6 -5

100 6 1 0 8 1 41

100 1 -2 -1 -12 -6

100 0 0 0 1

100 4 1 0

100 -4 -23

100 33

100

Figure 9.5: The feature correlation matrix for the μμ signal region in 2017 for signal (top)
and background (bottom) samples.
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Figure 9.6: A comparison of the distribution in signal and background of the selected
features for the BDT in the ee signal region in 2016. The signal and background distributions
have been normalised to the same area. See Table 9.2 for a definition of each feature.
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Figure 9.7: A comparison of the distribution in signal and background of the selected
features for the BDT in the μμ signal region in 2016. The signal and background distributions
have been normalised to the same area. See Table 9.2 for a definition of each feature.
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Table 9.2: The features used in the BDTs. If a feature was not used in a BDT’s training
a ‘—’ is given in the corresponding column. Otherwise, a number representing its rank in
the RFE process is displayed.

Feature Definition
2016 2017

ee μμ ee μμ

bbTag b tag discriminator of leading b tagged jet 11 12 11 15
chi2 𝜒 2 as used to define side-band region — — 5 3
j1Eta 𝜂 of the leading jet — 11 — 12
j1Pt 𝑝T of the leading jet 3 — — —
j1j2DelR Δ𝑅 between leading and second-leading jet 14 14 2 —
j2Pt 𝑝T of the second-leading jet — 2 3 1
j2j3DelR Δ𝑅 between second-leading and third-leading jet 17 — — —
j4Pt 𝑝T of the fourth-leading jet 13 — 14 19
jetMass Total mass of all jets 4 3 4 2
l1Pt 𝑝T of the leading lepton — 9 10 —
met PF �𝐸T in event 8 7 6 4
tMass Mass of reconstructed top quark 2 1 — —
wEta 𝜂 of the reconstructed W boson — 6 — —
wj1Eta 𝜂 of the leading W boson candidate jet — — 18 —
wj2Eta 𝜂 of the second-leading W boson candidate jet 7 — — 13
zEta 𝜂 of reconstructed Z boson — 5 — —
zMass Mass of reconstructed Z boson 9 8 7 5
zPt 𝑝T of reconstructed Z boson 6 — — 14
zbDelR Δ𝑅 between reconstructed Z boson and leading b tagged jet 12 19 — 6
zjMaxR Greatest Δ𝑅 between the reconstructed Z boson and any jet 5 4 9 7
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Figure 9.8: A comparison of the distribution in signal and background of the selected
features for the BDT in the ee signal region in 2017. The signal and background distributions
have been normalised to the same area. See Table 9.2 for a definition of each feature.
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Figure 9.9: A comparison of the distribution in signal and background of the selected
features for the BDT in the μμ signal region in 2017. The signal and background distributions
have been normalised to the same area. See Table 9.2 for a definition of each feature.
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Figure 9.10: Distribution of selected features in simulated samples and data for the BDT in the 2016 ee side-band region. See Table 9.2 for a definition of
each feature.



C
H
A
PTER

9.
RESU

LTS
115

0

50

100

150

200

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
Sgl. top
t ̄tV/t ̄tH

NPL
VVV
tZq
Syst.
Data

0 25 50 75 100 125
met (GeV)

0.5
1.0
1.5

D
at
a/
M
C

0

50

100

150

200

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
Sgl. top
t ̄tV/t ̄tH

NPL
VVV
tZq
Syst.
Data

100 150 200 250 300 350
tMass (GeV)

0.5
1.0
1.5

D
at
a/
M
C

0

50

100

150

200

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
Sgl. top
t ̄tV/t ̄tH

NPL
VVV
tZq
Syst.
Data

−4 −2 0 2 4
wj2Eta

0.5
1.0
1.5

D
at
a/
M
C

0

100

200

300

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
Sgl. top
t ̄tV/t ̄tH

NPL
VVV
tZq
Syst.
Data

80 85 90 95 100 105
zMass (GeV)

0.5
1.0
1.5

D
at
a/
M
C

0

100

200
Ev

en
ts

Z/γ∗ + jets
t ̄t
VV
Sgl. top
t ̄tV/t ̄tH

NPL
VVV
tZq
Syst.
Data

0 50 100 150 200 250
zPt (GeV)

0.5
1.0
1.5

D
at
a/
M
C

0

100

200

300

400

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
Sgl. top
t ̄tV/t ̄tH

NPL
VVV
tZq
Syst.
Data

0 1 2 3 4 5
zbDelR

0.5
1.0
1.5

D
at
a/
M
C

Figure 9.10: Distribution of selected features in simulated samples and data for the BDT in the 2016 ee side-band region. See Table 9.2 for a definition of
each feature.
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Figure 9.10: Distribution of selected features in simulated samples and data for the BDT in
the 2016 ee side-band region. See Table 9.2 for a definition of each feature.
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Figure 9.11: Distribution of selected features in simulated samples and data for the BDT in the 2016 μμ side-band region. See Table 9.2 for a definition of
each feature.
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Figure 9.11: Distribution of selected features in simulated samples and data for the BDT in the 2016 μμ side-band region. See Table 9.2 for a definition of
each feature.
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Figure 9.11: Distribution of selected features in simulated samples and data for the BDT in
the 2016 μμ side-band region. See Table 9.2 for a definition of each feature.
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Figure 9.12: Distribution of selected features in simulated samples and data for the BDT in the 2017 ee side-band region. See Table 9.2 for a definition of
each feature.
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Figure 9.12: Distribution of selected features in simulated samples and data for the BDT in the 2017 ee side-band region. See Table 9.2 for a definition of
each feature.
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Figure 9.13: Distribution of selected features in simulated samples and data for the BDT in the 2017 μμ side-band region. See Table 9.2 for a definition of
each feature.
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Figure 9.13: Distribution of selected features in simulated samples and data for the BDT in the 2017 μμ side-band region. See Table 9.2 for a definition of
each feature.
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9.2.3 Hyperparameter Optimisation with a Gaussian
Process

The optimisation of hyperparameters has historically been a by-hand process re-

lying on trial-and-error, intuition, and rules of thumb. For the BDTs in the tZq
analysis a more adaptable, formal approach was desired and so methods of auto-

matic hyperparameter optimisation were explored.

A widely-used technique for hyperparameter optimisation is the exhaustive grid
search [203]. For each hyperparameter under consideration, a set of “sensible” val-

ues is chosen e.g. for a BDTs this could be {50, 100, 200, 500, 1000} CARTs and

𝜈 = {0.001, 0.01, 0.1}. The search is then performed by training a classifier with

every possible combination of hyperparameter values, and evaluating each accord-

ing to some predefined metric. The optimal hyperparameter choice is that which

gives the best score according to this metric. This is a fairly primitive approach

with three significant drawbacks:

1. Many hyperparameters exist on a continuum, but only the preprogrammed

values can be considered.

2. Adding a hyperparameter increases the size of the space to be searched

exponentially; it is possible to design a search that will take an infeasibly

long time to complete with a handful of hyperparameters.

3. The search is not guided by information from previously-trained classifiers.

For example, if during the search a BDT with 500 CARTs and 𝜈 = 0.01
exhibited overtraining, an exhaustive grid search would still evaluate BDTs

with more CARTs or an increased learning rate despite the fact they would

likely also exhibit overtraining.

A refinement to the exhaustive grid search is the random grid search [203]. In this

approach, a random subset of the possible combinations are tested. However, this

only addresses the second concern and introduces the possibility that more optimal

solutions are missed.

In the tZq analysis the hyperparameter optimisation approach models a pre-

defined classifier quality metric, 𝑓, as a function of the input features, 𝑋, and the

hyperparameters, 𝝑. The input features, 𝑋, are decided by the event and feature

selection process and so 𝑓 (𝑋 , 𝝑) = 𝑓 (𝝑). If the quality metric is defined such that

a lower value corresponds to a “better” classifier then this becomes a minimisation

problem: find the hyperparameters (𝝑) that give the best classifier (minimum 𝑓 (𝝑)).
Evaluations of 𝑓 (𝝑) are expensive, as they represent the training and evaluation

of a classifier. Furthermore, 𝑓 (𝝑) is a black box: no information on its analytic
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form or that of its gradients is available. This rules out or renders impractical

many minimisation algorithms, such as stochastic gradient descent. An alternative,

however, exists in regression: by building a regression model of 𝑓 (𝝑), its minima

can be approximated.

The Scikit-Optimize [204, 205] library, designed with this purpose in mind, is

used to build the regression model and find the minimum of 𝑓 (𝝑). This model is

created using a GP with the Matérn 𝜈 = 5
2 kernel [122, 123],

𝑘(𝑥, 𝑥′) = 𝜎2 (1 + √5 (𝑥 − 𝑥′)
𝜌

+
5 (𝑥 − 𝑥′)2

3𝜌2
) e

−√5(𝑥−𝑥′)
𝜌 , (9.1)

and is seeded by evaluating 𝑓 (𝝑) at random values of 𝝑. After this, future choices of

𝝑 are motivated by the approximated form of 𝑓 (𝝑): regions of the hyperparameter

space where 𝑓 (𝝑) has been found to be minimal or unexplored regions where the

uncertainty in 𝑓 (𝝑) is high are prioritised [206]. The model of 𝑓 (𝝑) is updated

following each iteration (choice of 𝝑). After a predetermined number of iterations

are performed, the choice of 𝝑 that returned the smallest value of 𝑓 (𝝑) is used as

the hyperparameters for the BDT.

9.2.4 k-Fold Cross-Validation

When training the BDT, 20% of 𝑋 is excluded from the training. This forms a test
set of unseen input, 𝑋test, and the remaining 80% of the available input forms the

training set, 𝑋train, used during the training of the classifier. After training, the KS

test is performed between the classifier response in 𝑋test and 𝑋train in order to

provide a measure of overtraining (as described previously in § 3.1.1). The ROC

curve curves and AUROC of 𝑋test and 𝑋train are also compared. As both the test set,

training set, and data from the CMS detector will ultimately be used in the signal

extraction, it is essential that performance between seen and unseen input is as

consistent as possible.

In order to further ensure this, 𝑘-fold cross-validation [208] is used during the

hyperparameter search. With this technique𝑋train is randomly split into 𝑘 partitions.
Then, 𝑘 classifiers are trained, with a different partition—dubbed the validation
partition—reserved from the training each time. The metric, 𝑓, is then evaluated

for each classifier on the corresponding validation partition. The final score as the

average 𝑓 over the 𝑘 classifiers. A visual representation is shown in Figure 9.14.

Once the best classifier is selected, it is retrained on all of 𝑋train.
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Figure 9.14: Representation of the 𝑘-fold partitioning process with 𝑘 = 4 folds. Figure taken
from [207].

9.2.5 The Classifier Quality Metric

The most obvious choice for 𝑓 is the AUROC on the validation partition,

𝑓 = −AUROC (𝑃val) , (9.2)

because the AUROC provides an overall description of how effectively the classifier

is able to separate signal and background (the negative AUROC is used as 𝑓 is

minimised). However, this metric was not found to be sufficient and would lead

to the training of classifiers that, while performing well on unseen data, would

perform significantly better on 𝑋test. In response, Equation 9.2 was modified to

introduce a term penalising inconsistent performance between training partitions

(𝑃train) and validation partitions:

𝑓 = AUROC (𝑃val) − ||AUROC (𝑃val) − AUROC (𝑃train)|| , (9.3)

which was used as the final classifier quality metric.

9.2.6 Results of the Hyperparameter Search

The hyperparameter search was run for 100 iterations, the first 10 of which used

random values of 𝝑. The hyperparameters considered in the search were:

gamma The regularisation strength hyperparameter, 𝛾, in Equation 3.19

learning_rate The learning rate, 𝜈, defined in Equation 3.18

max_depth The maximum depth of a CART i.e. the maximum number of edges

between the root node and a leaf node
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Table 9.3: Results of optimal BDT hyperparameter search. The allowed ranges and selected
values in ee and μμ channels in 2016 and 2017 are shown. Hyperparameters with a uniform
prior were sampled uniformly between the minimum andmaximum, hyperparameters with
a log-uniform prior were sampled uniformly between log(minimum) and log(maximum).

Hyperparameter Prior Min Max
2016 2017

ee μμ ee μμ

gamma log-uniform 1 × 10−5 10 10 7.81 8.22 × 10−5 10
learning_rate log-uniform 1 × 10−5 0.1 0.1 3.81 × 10−3 1.15 × 10−2 2.270 × 10−3
max_depth uniform 2 8 8 2 2 4
min_child_weight log-uniform 1 × 10−5 1000 146 277 27.0 190
n_estimators uniform 32 5000 456 3095 1307 4923
reg_alpha log-uniform 1 × 10−5 1 × 105 1 × 10−5 1.66 2.01 16.5
reg_lambda log-uniform 1 × 10−5 1 × 105 167 427 2.81 × 10−5 8.21
subsample uniform 0.5 0.8 0.720 0.522 0.500 0.551

min_child_weight The minimum number of entries a branch must contain in

order for a partition to occur

n_estimators The number of CARTs in the final model.

reg_alpha The regularisation strength hyperparameter 𝛼 in Equation 3.19

reg_lambda The regularisation strength hyperparameter 𝜆 in Equation 3.19

subsample The fraction of the training input used to train each CART (stochastic

boosting).

Table 9.3 shows the best hyperparameters found for the ee and μμ channels in

the 2016 and 2017 analyses.

9.2.7 Performance

The response of the BDT in 2016 and 2017 is shown in Figure 9.15, with the cor-

responding ROC curves in Figure 9.16. Performance is favourable overall, with

a typical AUROC of 0.81 but, as seen in Figures 9.19 and 9.20, the classifier does

struggle to recognize the Z/γ∗+ jets background. Performance in the test and train-

ing samples is similar; results from the KS test are presented in Table 9.5. Table 9.4

lists the importance of each selected feature in the final model.

9.3 Classification with a Multilayer Perceptron

MLPs were considered as an alternative to BDTs to distinguish the tZq signal

from background. This section describes the procedure used to optimise and train

the MLPs and compares their performance to what is seen in BDTs. The net-

works described herein were implemented using the Keras [209] library with the

Theano [210] back end.
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Figure 9.15: The distribution of the response of the trained BDT on the test and training
sets in 2016 (top) and 2017 (bottom) in the ee (left) and μμ (right) channels.
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Figure 9.16: The ROC curve of the trained BDT on the test and training sets in 2016 (top)
and 2017 (bottom) in the ee (left) and μμ (right) channels.
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Table 9.4: The importance of the selected features in the trained BDT

(a) Feature importances for the
ee channel in 2016

Feature Importance

tMass 1.766 × 10−1

jetMass 1.460 × 10−1

j1Pt 9.847 × 10−2

zMass 9.847 × 10−2

zjMaxR 7.980 × 10−2

bbTag 7.640 × 10−2

j4Pt 7.640 × 10−2

j1j2DelR 6.112 × 10−2

wj2Eta 6.112 × 10−2

met 4.924 × 10−2

zPt 3.735 × 10−2

zbDelR 2.886 × 10−2

j2j3DelR 1.019 × 10−2

(b) Feature importances for the
μμ channel in 2016

Feature Importance

tMass 1.947 × 10−1

jetMass 1.707 × 10−1

j2Pt 1.170 × 10−1

zMass 9.631 × 10−2

bbTag 9.169 × 10−2

zjMaxR 8.759 × 10−2

j1j2DelR 5.283 × 10−2

wEta 4.591 × 10−2

met 3.924 × 10−2

j1Eta 3.668 × 10−2

l1Pt 3.668 × 10−2

zbDelR 1.774 × 10−2

zEta 1.064 × 10−2

(c) Feature importances for the
ee channel in 2017

Feature Importance

chi2 1.395 × 10−1

jetMass 1.319 × 10−1

j2Pt 1.280 × 10−1

zMass 1.118 × 10−1

met 8.856 × 10−2

j1j2DelR 8.859 × 10−2

zjMaxR 8.307 × 10−2

wj1Eta 7.785 × 10−2

bbTag 6.870 × 10−2

j4Pt 6.113 × 10−2

l1Pt 2.351 × 10−2

(d) Feature importances for the
μμ channel in 2017

Feature Importance

jetMass 1.456 × 10−1

chi2 1.300 × 10−1

zMass 1.011 × 10−1

j2Pt 9.739 × 10−2

wj2Eta 9.521 × 10−2

met 8.933 × 10−2

zjMaxR 8.105 × 10−2

bbTag 8.009 × 10−2

j1Eta 6.608 × 10−2

zbDelR 5.608 × 10−2

j4Pt 4.479 × 10−2

zPt 1.322 × 10−2

Table 9.5: The 𝑝-values from the KS test between the distribution of the BDT response in
test and training sets.

Channel
2016 2016

Signal Background Signal Background

ee 0.887 0.158 0.581 0.051
μμ 0.951 0.143 0.196 0.161
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9.3.1 Data Preprocessing

As with the BDT, before samples are presented to the MLP for training the tZq
signal and background processes are reweighted such that their normalisations are

the same. Following this, an additional preprocessing step is performed: every

feature is translated and scaled to have zero mean and unit variance. This transform

allows the training of a neural network to converge sooner, as it no longer needs

to account for relative scales of the provided features [211].

9.3.2 Feature Selection

When selecting features for the MLP, an emphasis was placed on low-level features

(i.e. jet and lepton properties) from which higher-level features (e.g. reconstructed

W mass, Z pseudorapidity) can be constructed. By the nature of how an ANN

operates, MLPs given access to low-level features can theoretically reconstruct

its own useful high-level features. Less emphasis was placed on the removal of

correlated features, as MLPs should learn to reduce the corresponding activations

if necessary during training.

The transverse momentums, pseudorapidities, and 𝜑 coordinates of the two

leptons and four leading jets were used as features. Additionally, the b tag discrim-

inator of each jet and the relative isolation of each lepton were included. Finally,

some higher-level features ranked highly in the BDT training were included, viz.

bbTag, jetMass, met, zjMaxR, tMass (2016 only), and chi2 (2017 only).

9.3.3 Hyperparameter Selection

The parameter space of MLPs makes it less conducive to hyperparameter optim-

isation with a GP. Some parameters, such as the choice of activation function and

optimiser, are qualitative. Beyond this, the parameter space of the qualitative para-

meters does not form a hypercube; for example, the regularisation strength of the

𝑛th hidden layer cannot be chosen if only 𝑛 − 1 hidden layers exist. Due to these

additional complications introduced by MLPs, hyperparameter optimisation was

performed by hand. Extending the automatic hyperparameter selection methodo-

logy used for the BDT to MLPs is a possible direction for future work, discussed

in § 10.3.

In the 2016 ee channel, MLPs with a single hidden layer of 32 neurons with

a tanh activation function were used. Regularisation was applied to the hidden

layer in the form of 𝑝d = 20% dropout and L1L2 regularisation with 𝛼 = 2 × 10−4,
𝜆 = 1 × 10−3.
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Table 9.6: The 𝑝-values from the KS test between the distribution of the MLP response in
test and training sets.

Channel
2016 2017

Signal Background Signal Background

ee 0.759 0.337 0.471 0.277
μμ 0.245 0.350 0.099 0.468

In the 2017 ee channel a single hidden layer with tanh activation was again used,

but at a reduced size of 16 neurons. Strong regularisation was required to prevent

overtraining, with 𝑝d = 33% dropout, and L1L2 regularisation with 𝛼 = 5 × 10−4,
𝜆 = 0.02 applied to the hidden layer.

In the 2016 and 2017 μμ channels two hidden layers of 32 and 8 neurons were

used, with rectified linear unit (ReLU) activations [212]. The ReLU is defined as

ReLU(𝑥) = max(𝑥, 0). (9.4)

In 2016, 𝑝d = 20% dropout was applied to the first hidden layer and L1L2 regular-

isation with 𝛼 = 1×10−4 and 𝜆 = 5×10−4 to both hidden layers. In 2017 dropout of

𝑝d = 20% and L1L2 regularisation with 𝛼 = 1 × 10−4 and 𝜆 = 5 × 10−4 were applied

to the first hidden layer only.

For all MLPs, a batch size of 4096 was used and the network was optimised using

Adam with a learning rate of 1 × 10−3. Biases were initialised to unity and Glorot

initialisation was used to initialise the weights. The output layer had a sigmoidal

activation, restricting the response to (0, 1) and thereby allowing it to be interpreted

as a probability.

9.3.4 Test, Train, and Validation Sets

Aswith the BDT, 20% of the available input was excluded from the training, forming

𝑋test. Of the remaining input, one quarter was used as a validation sample, 𝑋val.

This is not used when calculating the gradient during training, but is used to

determine when to trigger early stopping: in all networks trained, training was

stopped if there was no reduction in the objective function as calculated on 𝑋val

in 15 successive epochs (or after 10 000 epochs, a deliberately high limit chosen to

force a reliance on early stopping behaviour).

9.3.5 Performance

The MLP training lasted for 175 epochs in the 2016 ee channel, 75 epochs in the

2016 μμ channel, 232 epochs in the 2017 ee channel, and 55 epochs in the 2017 μμ



CHAPTER 9. RESULTS 132

0.0 0.2 0.4 0.6 0.8 1.0
Response

Sig. (test set)

Bkg. (test set)

Sig. (train set)

Bkg. (train set)

0.0 0.2 0.4 0.6 0.8 1.0
Response

Sig. (test set)

Bkg. (test set)

Sig. (train set)

Bkg. (train set)

0.0 0.2 0.4 0.6 0.8 1.0
Response

Sig. (test set)

Bkg. (test set)

Sig. (train set)

Bkg. (train set)

0.0 0.2 0.4 0.6 0.8 1.0
Response

Sig. (test set)

Bkg. (test set)

Sig. (train set)

Bkg. (train set)

Figure 9.17: The distribution of the response of the trained MLP on the test and training
sets in 2016 (top) and 2017 (bottom) in the ee (left) and μμ (right) channels.
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Figure 9.18: The ROC curve of the trained MLP on the test and training sets in 2016 (top)
and 2017 (bottom) in the ee (left) and μμ (right) channels.
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channel. The distributions of the MLP response are given in Figure 9.17 and the

corresponding ROC curves in Figure 9.18.

Agreement between the test and training sets is generally excellent, except for the

ee channel in 2017 where the corresponding ROC curves show some inconsistency.

That being said, the KS test 𝑝-value in this region is still above 5%, as can be seen

in Table 9.6.

Compared to the BDT, the MLP is not as effective at distinguishing tZq events

from background. Comparing Figures 9.16 and 9.18 shows that in all regions the

BDTs have a greater AUROCs than the corresponding MLPs. For this reason,

the BDTs response distribution was chosen for use in the final step: signal extrac-

tion via a maximum likelihood fit.

9.4 Signal Extraction via a Maximum Likelihood
Fit

A binned maximum likelihood fit performed on the classifier response was used to

extract the signal strength and significance. Within each year, the fit was performed

simultaneously on the ee and μμ channel. The fit was performed with the Higgs

Analysis Combined Limit Tool (combine), based on the RooStats project [213].

9.4.1 Likelihood Model

In a binned distribution of the BDT discriminator, the expected yield in a given bin,

𝜆𝑖, can be described by

𝜆𝑖 = 𝑟𝑠𝑖 +
𝑛bkg
∑
𝑗
𝑏𝑖𝑗 (9.5)

where 𝑠𝑖 is the expected number of signal events in bin 𝑖, 𝑏𝑖𝑗 is the expected number

of background events in background 𝑗 in bin 𝑖, and 𝑛bkg is the number of backgrounds.

The signal strength,
𝑟 =

𝜎obs
𝜎s

, (9.6)

is ratio of the observed cross section 𝜎obs and expected cross section 𝜎s. Uncer-

tainties, both statistical and systematic, can be introduced as a set of nuisance

parameters, 𝜽, which modify the signal and background contributions of a bin:

𝑠𝑖 → 𝑠𝑖(𝜽) (9.7)

𝑏𝑖 → 𝑏𝑖(𝜽). (9.8)
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According to Poisson statistics, the probability of observing 𝑛𝑖 events in a given

bin is

𝑃(𝑛𝑖) =
𝜆𝑛𝑖𝑖
𝑛𝑖!

e−𝜆𝑖 (9.9)

=
(𝑟𝑠𝑖(𝜽) + 𝑏𝑖(𝜽))

𝑛𝑖

𝑛𝑖!
e−𝑟𝑠𝑖(𝜽)−𝑏𝑖(𝜽) (9.10)

and so by calculating the product of this across all bins the probability of observing

a given dataset (i.e. set of bins 𝒏),

𝔓(𝒏|𝑟 , 𝜽) =
𝑁
∏
𝑖=1

𝑃(𝑛𝑖), (9.11)

is obtained.

As it is assumed that all sources of systematic uncertainty are 100% uncorrelated

(see § 8.4), they can be described by a probability density function 𝜌(𝜽| ̃𝜽) where
̃𝜽 is the nominal value of 𝜽. Rate-based systematic uncertainties are modelled with

a log-normal distribution [214] whilst shape-based systematic uncertainties are

modelled by morphing the nominal shape by ±1𝜎 [215]. Statistical uncertainties

were modelled using the Barlow–Beeston-lite approach, creating one nuisance

parameter per bin rather than one per bin per sample [215, 216]. This reduces the

fitting time and increases the fit stability.

The likelihood for the entire dataset, 𝔏, is the probability of observing a given

dataset multiplied by the probability density of the nuisance parameters:

𝔏(𝒏|𝑟 , 𝜽 , ̃𝜽) = 𝔓(𝑟 , 𝜽) ⋅ 𝜌(𝜽| ̃𝜽). (9.12)

The significance can be determined by creating a test statistic, 𝑞𝑟, of the form [217]

𝑞𝑟 = {
−2 ln (𝔏(data|0, ̂𝜽0)

𝔏(data| ̂𝑟 , ̂𝜽)
) ̂𝑟 ≥ 0

0 ̂𝑟 < 0
(9.13)

with 𝑟 = ̂𝑟 and 𝜽 = ̂𝜽 corresponding to the global maximum of 𝔏(data|𝑟 , ̂𝜽𝑟), and ̂𝜽0
the value of 𝜽 that gives the greatest likelihood for 𝑟 = 0. The distribution of the

test statistic can be used to find the 𝑝-value for the background-only hypothesis by

𝑝0 = ∫
∞

𝑞0 obs
𝑃(𝑞0|0) d𝑞0 (9.14)

in which 𝑃(𝑞0|0) is the probability density function of 𝑞0 and 𝑞0 obs is the value of 𝑞0
observed in data. This 𝑝-value can then be converted into a 𝑍-score (significance)

with the relationship

𝑍 = 𝛷−1(1 − 𝑝) (9.15)

where 𝛷−1 is the quantile function of the normal distribution.
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In order to calculate an expected i.e. blinded significance, 𝑞0 obs is determined

from pseudodata. A single, representative pseudodata sample known as the Asimov
dataset [217] is constructed in which all observable quantities and nuisances are

set to their expectation values.

The observed signal strength is determined by performing a maximum likeli-

hood fit, i.e. finding ̂𝑟 and ̂𝜽. This is performed with combine using the Minuit2

minimisation library [218].

9.4.2 Binning Strategy

As combine performs binned fits, a binning strategy must be chosen for the BDT

response. In private communication with the combine contact of the CMS top

particle analysis group it was recommended that each bin should have:

• less than 30% statistical uncertainty in 𝑠𝑖 and 𝑏𝑖

• 𝑏𝑖 ≥ 1.

To ensure this, a recursive binning strategy was employed. Initially, the BDT

response was placed into a single bin. This was then partitioned at the unweighed

median (i.e. the median after setting all event weights to unity) of the bin contents.

The two resultant “daughter” bins were partitioned in the same manner, until

doing so would create a bin violating one of the above limits. The resulting binned

distributions of the response are given in Figures 9.19 and 9.20.

9.4.3 Fit Results

The expected significances and signal strengths calculated by combine are presented

in Table 9.7. Diagrams showing the impact of each source of systematic uncertainty

are shown in Figures 9.21 to 9.26.



CHAPTER 9. RESULTS 136

0

250

500

750

1000

1250

1500

1750
Ev

en
ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
Single top

NPL
VVV
tZq
Syst.
Data

0.0 0.2 0.4 0.6 0.8 1.0
Response

0.5

1.0

1.5

D
at
a/
M
C

0

500

1000

1500

2000

2500

3000

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
Single top

NPL
VVV
tZq
Syst.
Data

0.0 0.2 0.4 0.6 0.8 1.0
Response

0.5

1.0

1.5

D
at
a/
M
C

Figure 9.19: The binned BDT response in the 2016 ee (top) and μμ (bottom) signal regions
as used by combine to extract the signal strength and significance.



CHAPTER 9. RESULTS 137

0

500

1000

1500

2000
Ev

en
ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
NPL

Single top
VVV
tZq
Syst.
Data

0.0 0.2 0.4 0.6 0.8 1.0
Response

0.5

1.0

1.5

D
at
a/
M
C

0

500

1000

1500

2000

2500

3000

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
Single top

VVV
NPL
tZq
Syst.
Data

0.0 0.2 0.4 0.6 0.8 1.0
Response

0.5

1.0

1.5

D
at
a/
M
C

Figure 9.20: The binned BDT response in the 2017 ee (top) and μμ (bottom) signal regions
as used by combine to extract the signal strength and significance.
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Table 9.7: The signal strength, expected significance an observed significance calculated by
combine. Expected significance is calculated using an Asimov dataset with ̂𝑟 = 1. In each
year, results for fits in the ee and μμ channel are given individually, and from a combined
simultaneous fit in both channels. The final row shows the combined result across both
years and channels.

Era Channel Expected 𝜎 Observed 𝜎 ̂𝑟

ee 0.03 1.50 9.96+8.03−6.51
2016 μμ 0.27 1.22 4.34+3.47−3.07

ee + μμ 0.29 1.67 5.06+3.52−3.00

ee 0.16 1.98 11.95+7.16−5.69
2017 μμ 0.34 2.50 7.37+3.77−2.90

ee + μμ 0.38 2.97 8.19+3.80−2.80

2016 + 2017 ee + μμ 0.48 3.12 6.52+2.30−2.05
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Figure 9.21: The best fit values and impacts on the signal strength for each systematic
uncertainty in the 2016 ee channel fit. The pre fit uncertainty of a given nuisance parameter
is Δ𝜃.
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Figure 9.22: The best fit values and impacts on the signal strength for each systematic
uncertainty in the 2016 μμ channel fit. The pre fit uncertainty of a given nuisance parameter
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Figure 9.23: The best fit values and impacts on the signal strength for each systematic
uncertainty in the 2016 ee + μμ channel fit. The pre fit uncertainty of a given nuisance
parameter is Δ𝜃.
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Figure 9.24: The best fit values and impacts on the signal strength for each systematic
uncertainty in the 2017 ee channel fit. The pre fit uncertainty of a given nuisance parameter
is Δ𝜃.
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Figure 9.25: The best fit values and impacts on the signal strength for each systematic
uncertainty in the 2017 μμ channel fit. The pre fit uncertainty of a given nuisance parameter
is Δ𝜃.
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Figure 9.26: The best fit values and impacts on the signal strength for each systematic
uncertainty in the 2017 ee + μμ channel fit. The pre fit uncertainty of a given nuisance
parameter is Δ𝜃.
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Figure 9.27: The best fit values and impacts on the signal strength for each systematic
uncertainty in the combined 2016 and 2017 fit in the ee and μμ channel. The pre fit uncer-
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that were not treated as correlated between 2016 and 2017 data are listed separately for
each year.
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Discussion and Conclusion

A witty saying proves nothing

Voltaire

10.1 Other Searches for tZq

No search for tZq in the dilepton final state has been published by CMS or any

other physics experiment. Four previous searches for tZq in the trileptonic fi-

nal state have been published, all from experiments situated on the LHC. Three

of these searches were published by the CMS Collaboration. The first of these

was conducted on 19 fb−1 of √𝑠 = 8 TeV collision data from the 2012 dataset,

a signal strength of 1.22+0.98−0.85 was measured with a corresponding observed (expec-

ted) significance of 2.4𝜎 (1.8𝜎) [219]. The second search at CMS used 36.9 fb−1 of

√𝑠 = 13 TeV collision data from the 2016 data-taking period and observed a sig-

nal strength of 1.31+0.35−0.33(stat)
+0.31
−0.25(syst) with an observed (expected) significance

of 3.7𝜎 (3.1𝜎) [196]. The third published search for tZq at CMS used 77.4 fb−1 of

√𝑠 = 13 TeV collision data from the 2016–2017 data-taking period; it measured

a signal strength of 1.18+0.14−0.13(stat)
+0.11
−0.10(syst)

+0.04
−0.04(theo) with an observed (expected)

significance of 8.2𝜎 (7.7𝜎) [220]. The final published tZq analysis comes from the

ATLAS collaboration, performed on 36.1 fb−1 of √𝑠 = 13 TeV collision data from

2015–2016. A signal strength of 0.75 ± 0.28 was observed, with corresponding ob-

served (expected) significance of 4.2𝜎 (5.4𝜎) [221].
All measurements of the tZq cross section in the trilepton final state are compat-

ible with the SM prediction. The observed and expected cross sections reported

by the trileptonic tZq analyses are greater than the expected significance in the

dileptonic tZq analysis presented in this thesis, despite the dileptonic decay chan-

nel having a greater predicted cross section. This can be attributed the profile of
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the backgrounds in the two channels. In the trilepton channel, the greatest con-

tributors to the background are the WZ and t ̄tZ processes. The contribution of the

two largest backgrounds to the dileptonic search, the Z/γ∗ + jets and t ̄t processes,
is greatly reduced due to the three lepton requirement: an additional NPL is re-

quired in these processes in order to have the required number of leptons in the

final state. The WZ and t ̄tZ processes have smaller cross sections relative to tZq
than Z/γ∗ + jets and t ̄t, allowing tZq events to be more easily isolated. This allows

for the improved performance over the dilepton analysis.

10.2 Summary of the tZq Analysis

A search was performed for the production of a Z boson in association with a single

top quark. Following from previous observations in the trilepton final state, the

analysis presented in this thesis attempted to observe the tZq process in the dilepton

final state using 78 fb−1 of data obtained by the CMS experiment in the 2016–2017

data-taking period.

A selection procedure was devised in order to isolate tZq events, selecting events

with exactly two opposite-sign same-flavour leptons compatible with the nominal

Z boson mass. In addition, these events required 4–6 jets, 1–2 of which must

be b tagged, and a pair of which must be compatible with the nominal W boson

mass (with a veto on the leading b tagged jet). CRs enriched in Z/γ∗ + jets and t ̄t
production were created. Agreement between data and simulated samples in these

regions lay within the combined statistical and systematic uncertainties.

The purity of the signal region is low, and so ML techniques were used to identify

tZq events. GPs were used to automate the hyperparameter selection procedure

for BDTs; hyperparameter choices that resulted in well-performing classifiers were

found within 100 iterations. The performance of these automatically optimised

BDTs compared favourably to MLPs optimised by hand.

The expected signal strength across the full dataset is ̂𝑟 = 6.52+2.30−2.05 with an

observed (expected) significance of 3.12𝜎 (0.48𝜎). This may indicate excess of tZq
process in the dilepton channel over the SM prediction, however ̂𝑟 = 1 still lies

within a 3𝜎 envelope. The observed significance far exceeds the expected signi-

ficance because of the large value of ̂𝑟 : the expected significance was determined

assuming ̂𝑟 = 1.
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10.3 Future Work

As mentioned in § 9.3.3, one improvement that can be made to the analysis is

the application of the automatic hyperparameter selection to the MLP classifiers.

A possible workaround to the known challenges would to be exclude qualitative

hyperparameters and the number of hidden layers from the optimisation procedure.

Multiple optimisations could then be performedwith the excluded hyperparameters

at fixed values. Alternatively, an emerging method of hyperparameter optimisation

is to use genetic programming [222]. In this method, multiple different classifiers

are evaluated. The best-performing are then mutated and bred (i.e. properties from

multiple classifiers are combined) to form a new generation, where the process

repeats. The advantage of such a method is not only the ability to easily include

qualitative hyperparameters, but also allowing both feature preprocessing and

feature selection to be incorporated into the automatic optimisation procedure.

The statistical uncertainty in the tZq analysis can, of course, be reduced by

including more data. Work is currently under way to encompass the full Run Ⅱ

dataset (i.e. include data from the 2018 data-taking period). Ideally, including

2018 data will resolve the question of whether an excess in the tZq process exists

by reducing or increasing the tension between the observed signal strength and

SM prediction.

One change that must be made to the analysis as part of utilising the full

Run Ⅱ dataset is a change of b tagging algorithm. CSVv2 has been retired for use

in data taken in 2018 and beyond, replaced by the Deep Combined Secondary Vertex
(DeepCSV) b tagging algorithm [167, 224]. DeepCSV uses deep neural networks

to achieve an improved classification performance; the ROC curves of CSVv2 and

DeepCSV are compared in Figure 10.1. Replacing CSVv2 with DeepCSV should

help further distinguish tZq events backgrounds without a real b jet across the

whole Run Ⅱ dataset, as it can be applied retroactively.

An area that could be improved with respect to reducing the dominant Z/γ∗+jets

background is theW boson reconstruction. As can be seen in Figures 7.3 and 7.4, the

W mass cut retains much of the Z/γ∗ + jets background, despite it not containing

a real W boson. A possible improvement would be to closely investigate the

properties of jets that originate from W boson decay and determine if they can

be distinguished from jets that do not. With this information, events that do

not contain two jets identified as potentially originating from a W boson decay

within a W boson mass window could be rejected. Properties of jet pairs outside

of their invariant mass could also be considered. If W boson reconstruction can be

improved, a widening of the W boson mass cut window could be considered, as
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Figure 10.1: ROC curve comparing the performance of the DeepCSV b tagging algorithm
with the older CSVv2 and cMVAv2 b tagging algorithms. Performance was measured on
AK4 jets of 𝑝T > 30GeV in 2016 t ̄t events and is shown separately for charm and light
(udsg) jets. Figure taken from [223].

Figures 7.3 and 7.4 suggest that tZq events could be recovered by doing so (currently,

due to the Z/γ∗+jets background, no advantage was found in widening theWmass

window). This must be done with care to avoid starving the Z/γ∗ + jets CR, or

a new Z/γ∗ + jets CR may need to be defined.

The latest tZq trilepton analysis [220] made use of ML classification to identify

NPLs. NPLs are a much larger contributor to the background in the trilepton

analysis but nevertheless implementing this in the tZq analysis should improve the

purity of the signal region, albeit only slightly.

The tZq analysis suffers from large systematic uncertainties, and efforts made

to constrain these may prove fruitful. A simultaneous fit in the signal and CRs is

a possible way to achieve this—it would help to constrain the uncertainty associated

with the Z/γ∗ + jets and t ̄t normalisation. It could also be possible to exclude

regions in which systematic uncertainties are particularly large.
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whose funding made my work possible.



AppendixA

Notes on Notation

In general, the notation used in this thesis follows the ISO 80000–2:2009 stand-

ard [239]. Additional notation used is defined in the sections below.

A.1 Index Notation

In this thesis the notation of the Ricci calculus [240] is used. A covariant four-vector

is represented as a majuscule Latin letter with a minuscule Greek lower index:

𝐴𝜇. The Greek letter represents the four indexes of spacetime, {0, 1, 2, 3}, where

0 is the time component and 1, 2, 3 the spatial components. A contravariant vector

is represented by a raised index, e.g. 𝐴𝜇, and tensors by multiple indices, e.g. 𝐹𝜇𝑣.
Indices can be raised or lowered by the Minkowski metric [23]:

𝐴𝜉
𝜈… = 𝜂𝜉 𝜇𝐴𝜇𝜈…

𝐴𝜇𝜈… = 𝜂𝜇𝜉𝐴
𝜉
𝜈…

𝜂𝜇𝜈 =

⎛
⎜
⎜
⎜
⎝

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

⎞
⎟
⎟
⎟
⎠

. (A.1)

The same symbol appearing as an upper index and lower index in a single term

implies a summation

𝐴𝜇𝐵
𝜇 = ∑

𝜇
𝐴𝜇𝐵

𝜇 𝐴𝜇𝐵𝜇 = ∑
𝜇
𝐴𝜇𝐵𝜇 (A.2)

and other combinations of repeated indices are ill-formed. The four-gradient, ∂𝜇,
is defined [22]

∂𝜇 = (∂𝑡, −𝛁) = ( ∂
∂𝑡
, − ∂

∂𝑥
, − ∂

∂𝑦
, − ∂

∂𝑧
) . (A.3)
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A.2 Dirac Matrices

The Dirac matrices, 𝛾𝜇, are defined as [23]

𝛾0 = (
𝐼2 0
0 −𝐼2

) 𝛾𝑖 = (
0 𝜎𝑖
−𝜎𝑖 0

) (A.4)

where 𝜎 𝑖 are the Pauli matrices [18]

𝜎1 = (
0 1
1 0

) 𝜎2 = (
0 −i
i 0

) 𝜎3 = (
1 0
0 −1

) (A.5)

and 𝐼2 is the 2 × 2 identity matrix. The fifth gamma matrix, 𝛾5, is [22]

𝛾5 = i𝛾0𝛾1𝛾2𝛾3 = (
0 𝐼2
𝐼2 0

) . (A.6)

Dirac matrices can be used to transform a four-vector into a linear operator on

spinor fields, 𝜓. This is represented using the Feynman slash notation [241],

/∂ = 𝛾𝜇∂𝜇. (A.7)

Thematrix 𝛾 0 is also used to relate the barred an unbarred forms of spinor fields [23]:

̄𝜓 = 𝜓†𝛾 0 (A.8)

where 𝜓† is the Hermitian adjoint of 𝜓 [22].

A.3 Probability

When discussing probability, random variables are set in Latin majuscule: 𝑋, 𝑌,
𝑍, etc. with specific realisations set in the corresponding minuscule: 𝑥, 𝑦, 𝑧, etc.
This extends to vectors, that is, 𝒙 represents a specific realisation of the random

vector 𝑿.

The distribution of a random variable, 𝑍, can be defined by a continuous probab-

ility distribution of its realisations, 𝑃(𝑧). In the case of the Gaussian distribution,

𝑃 (𝑧|𝜇𝑧, 𝜎𝑧) =
1

𝜎𝑧√2π
exp (−

(𝑧 − 𝜇𝑧)
2

2𝜎2𝑧
) (A.9)

where 𝜇𝑧 is the mean of 𝑍 (i.e. 𝜇𝑧 = E[𝑍]), and 𝜎𝑧 is the standard deviation of 𝑍.
A shorthand for this is

𝑍 ∼ 𝒩 (𝜇𝑧, 𝜎𝑧) (A.10)

where the tilde denotes ‘is distributed as’ and 𝒩 (𝜇𝑧, 𝜎𝑧) represents a Gaussian

distribution of mean 𝜇𝑧 and standard deviation 𝜎𝑧.
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Supplementary Material for
Chapter 9

This appendix contains supplementary material referenced in Chapter 9.

Table B.1: Definition of all features available for use in ML classification.

Feature Definition

bEta 𝜂 of leading b tagged jet

bPhi 𝜑 of leading b tagged jet

bPt 𝑝T of leading b tagged jet

bbTag b tag discriminator of leading b tagged jet

chi2 𝜒 2 as used to define side-band region

j1Eta 𝜂 of leading jet

j1Phi 𝜑 of leading jet

j1Pt 𝑝T of leading jet

j1bTag b tag discriminator of leading jet

j1j2DelR Δ𝑅 between leading jet and second-leading jet

j1j3DelR Δ𝑅 between leading jet and third-leading jet

j1j4DelR Δ𝑅 between leading jet and fourth-leading jet

j1l1DelR Δ𝑅 between leading jet and leading lepton

j1l2DelR Δ𝑅 between leading jet and second-leading lepton

j1tDelR Δ𝑅 between leading jet and reconstructed top quark

j1wDelR Δ𝑅 between leading jet and reconstructed W boson

j1wj1DelR Δ𝑅 between leading jet and leading W boson candidate jet

j1wj2DelR Δ𝑅 between leading jet and second-leading W boson candidate jet

j1zDelR Δ𝑅 between leading jet and reconstructed Z boson

j2Eta 𝜂 of second-leading jet

j2Phi 𝜑 of second-leading jet

j2Pt 𝑝T of second-leading jet

j2bTag b tag discriminator of second-leading jet

j2j3DelR Δ𝑅 between second-leading jet and third-leading jet
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j2j4DelR Δ𝑅 between second-leading jet and fourth-leading jet

j2l1DelR Δ𝑅 between second-leading jet and leading lepton

j2l2DelR Δ𝑅 between second-leading jet and second-leading lepton

j2tDelR Δ𝑅 between second-leading jet and reconstructed top quark

j2wDelR Δ𝑅 between second-leading jet and reconstructed W boson

j2wj1DelR Δ𝑅 between second-leading jet and leading W boson candidate jet

j2wj2DelR Δ𝑅 between second-leading jet and second-leading W boson candidate jet

j2zDelR Δ𝑅 between second-leading jet and reconstructed Z boson

j3Eta 𝜂 of third-leading jet

j3Phi 𝜑 of third-leading jet

j3Pt 𝑝T of third-leading jet

j3bTag b tag discriminator of third-leading jet

j3j4DelR Δ𝑅 between third-leading jet and fourth-leading jet

j3l1DelR Δ𝑅 between third-leading jet and leading lepton

j3l2DelR Δ𝑅 between third-leading jet and second-leading lepton

j3tDelR Δ𝑅 between third-leading jet and reconstructed top quark

j3wDelR Δ𝑅 between third-leading jet and reconstructed W boson

j3wj1DelR Δ𝑅 between third-leading jet and leading W boson candidate jet

j3wj2DelR Δ𝑅 between third-leading jet and second-leading W boson candidate jet

j3zDelR Δ𝑅 between third-leading jet and reconstructed Z boson

j4Eta 𝜂 of fourth-leading jet

j4Phi 𝜑 of fourth-leading jet

j4Pt 𝑝T of fourth-leading jet

j4bTag b tag discriminator of fourth-leading jet

j4l1DelR Δ𝑅 between fourth-leading jet and leading lepton

j4l2DelR Δ𝑅 between fourth-leading jet and second-leading lepton

j4tDelR Δ𝑅 between fourth-leading jet and reconstructed top quark

j4wDelR Δ𝑅 between fourth-leading jet and reconstructed W boson

j4wj1DelR Δ𝑅 between fourth-leading jet and leading W boson candidate jet

j4wj2DelR Δ𝑅 between fourth-leading jet and second-leading W boson candidate jet

j4zDelR Δ𝑅 between fourth-leading jet and reconstructed Z boson

jetMass Total mass of all jets

jetMass3 Total mass of three most leading jets

jetMt Total transverse mass of all jets

jetPt Total 𝑝T of all jets

l1Eta 𝜂 of leading lepton

l1Phi 𝜑 of leading lepton

l1Pt 𝑝T of leading lepton

l1RelIso 𝐼 rel of leading lepton

l1bDelR Δ𝑅 between leading lepton and leading b tagged jet

l1tDelR Δ𝑅 between leading lepton and reconstructed top quark

l1wj1DelR Δ𝑅 between leading lepton and leading W boson candidate jet

l1wj2DelR Δ𝑅 between leading lepton and second-leading W boson candidate jet

l2Eta 𝜂 of second-leading lepton

l2Phi 𝜑 of second-leading lepton

l2Pt 𝑝T of second-leading lepton
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l2RelIso 𝐼 rel of second-leading lepton

l2bDelR Δ𝑅 between second-leading lepton and leading b tagged jet

l2tDelR Δ𝑅 between second-leading lepton and reconstructed top quark

l2wj1DelR Δ𝑅 between second-leading lepton and leading W boson candidate jet

l2wj2DelR Δ𝑅 between second-leading lepton and second-leading W boson candidate jet

met PF �𝐸T in event

nBjets Number of b tagged jets

nJets Number of jets

tEta 𝜂 of reconstructed top quark

tMass Mass of reconstructed top quark

tMt Transverse mass of reconstructed top quark

tPhi 𝜑 of reconstructed top quark

tPt 𝑝T of reconstructed top quark

tbDelR Δ𝑅 between reconstructed top quark and leading b tagged jet

totMass Total mass of all objects in the event

totMt Total transverse mass of all objects in the event

totPt Total 𝑝T of all objects in the event

wEta 𝜂 of reconstructed W boson

wMass Mass of reconstructed W boson

wMt Transverse mass of reconstructed W boson

wPhi 𝜑 of reconstructed W boson

wPt 𝑝T of reconstructed W boson

wbDelR Δ𝑅 between reconstructed W boson and leading b tagged jet

wj1Eta 𝜂 of leading W boson candidate jet

wj1Mass Mass of leading W boson candidate jet

wj1Mt Transverse mass of leading W boson candidate jet

wj1Phi 𝜑 of leading W boson candidate jet

wj1Pt 𝑝T of leading W boson candidate jet

wj1bDelR Δ𝑅 of leading W boson candidate jet and leading b tagged jet

wj1tDelR Δ𝑅 of leading W boson candidate jet and reconstructed top quark

wj2Eta 𝜂 of second-leading W boson candidate jet

wj2Mass Mass of second-leading W boson candidate jet

wj2Mt Transverse mass of second-leading W boson candidate jet

wj2Phi 𝜑 of second-leading W boson candidate jet

wj2Pt 𝑝T of second-leading W boson candidate jet

wj2bDelR Δ𝑅 of second-leading W boson candidate jet and leading b tagged jet

wj2tDelR Δ𝑅 of second-leading W boson candidate jet and reconstructed top quark

wtDelR Δ𝑅 between reconstructed W boson and reconstructed top quark

wwDelR Δ𝑅 between W boson candidate jets

wzDelR Δ𝑅 between reconstructed W boson and reconstructed Z boson

zEta 𝜂 of reconstructed Z boson

zMass Mass of reconstructed Z boson

zMt Transverse mass of reconstructed Z boson

zPhi 𝜑 of reconstructed Z boson

zbDelR Δ𝑅 between reconstructed Z boson and leading b tagged jet

zjMaxR Greatest Δ𝑅 between the reconstructed Z boson and any jet
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zjMinR Smallest Δ𝑅 between the reconstructed Z boson and any jet

ztDelR Δ𝑅 between reconstructed Z boson and reconstructed top quark

zwj1DelR Δ𝑅 between reconstructed Z boson and leading W boson candidate jet

zwj2DelR Δ𝑅 between reconstructed Z boson and second-leading W boson candidate jet

zzDelR Δ𝑅 between leptons
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Figure B.1: Distribution of selected features in simulated samples and data for the BDT in the 2016 ee signal region. See Table B.1 for a definition of each
feature.



A
PPEN

D
IX

B.
SU

PPLEM
EN

TA
RY

M
A
TERIA

L
FO

R
C
H
A
PTER

9
158

0

200

400

600

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
Sgl. top

NPL
VVV
tZq
Syst.
Data

0 25 50 75 100 125
met (GeV)

0.5
1.0
1.5

D
at
a/
M
C

0

200

400

600

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
Sgl. top

NPL
VVV
tZq
Syst.
Data

100 200 300 400 500 600 700
tMass (GeV)

0.5
1.0
1.5

D
at
a/
M
C

0

200

400

600

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
Sgl. top

NPL
VVV
tZq
Syst.
Data

−4 −2 0 2 4
wj2Eta

0.5
1.0
1.5

D
at
a/
M
C

0

250

500

750

1000

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
Sgl. top

NPL
VVV
tZq
Syst.
Data

80 85 90 95 100 105
zMass (GeV)

0.5
1.0
1.5

D
at
a/
M
C

0

200

400

600

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
Sgl. top

NPL
VVV
tZq
Syst.
Data

0 50 100 150 200 250 300
zPt (GeV)

0.5
1.0
1.5

D
at
a/
M
C

0

200

400

600

800

Ev
en

ts

Z/γ∗ + jets
t ̄t
VV
t ̄tV/t ̄tH
Sgl. top

NPL
VVV
tZq
Syst.
Data

0 1 2 3 4 5
zbDelR

0.5
1.0
1.5

D
at
a/
M
C

Figure B.1: Distribution of selected features in simulated samples and data for the BDT in the 2016 ee signal region. See Table B.1 for a definition of each
feature.
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Figure B.1: Distribution of selected features in simulated samples and data for the BDT in
the 2016 ee signal region. See Table B.1 for a definition of each feature.
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Figure B.2: Distribution of selected features in simulated samples and data for the BDT in the 2016 ee Z/γ∗ + jets CR. See Table B.1 for a definition of each
feature.
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Figure B.2: Distribution of selected features in simulated samples and data for the BDT in the 2016 ee Z/γ∗ + jets CR. See Table B.1 for a definition of each
feature.
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Figure B.2: Distribution of selected features in simulated samples and data for the BDT in
the 2016 ee Z/γ∗ + jets CR. See Table B.1 for a definition of each feature.
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Figure B.3: Distribution of selected features in simulated samples and data for the BDT in the 2016 μμ signal region. See Table B.1 for a definition of each
feature.
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Figure B.3: Distribution of selected features in simulated samples and data for the BDT in the 2016 μμ signal region. See Table B.1 for a definition of each
feature.
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Figure B.3: Distribution of selected features in simulated samples and data for the BDT in
the 2016 μμ signal region. See Table B.1 for a definition of each feature.
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Figure B.4: Distribution of selected features in simulated samples and data for the BDT in the 2016 μμ Z/γ∗ + jets CR. See Table B.1 for a definition of each
feature.
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Figure B.4: Distribution of selected features in simulated samples and data for the BDT in the 2016 μμ Z/γ∗ + jets CR. See Table B.1 for a definition of each
feature.
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Figure B.4: Distribution of selected features in simulated samples and data for the BDT in
the 2016 μμ Z/γ∗ + jets CR. See Table B.1 for a definition of each feature.
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Figure B.5: Distribution of features selected for use in the ee or μμ BDT in the t ̄t CR in 2016. See Table B.1 for a definition of each feature.
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Figure B.5: Distribution of features selected for use in the ee or μμ BDT in the t ̄t CR in 2016. See Table B.1 for a definition of each feature.
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Figure B.5: Distribution of features selected for use in the ee or μμ BDT in the t ̄t CR in 2016. See Table B.1 for a definition of each feature.
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Figure B.6: Distribution of selected features in simulated samples and data for the BDT in the 2017 ee signal region. See Table B.1 for a definition of each
feature.
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Figure B.6: Distribution of selected features in simulated samples and data for the BDT in the 2017 ee signal region. See Table B.1 for a definition of each
feature.
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Figure B.7: Distribution of selected features in simulated samples and data for the BDT in the 2017 ee Z/γ∗ + jets CR. See Table B.1 for a definition of each
feature.
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Figure B.7: Distribution of selected features in simulated samples and data for the BDT in the 2017 ee Z/γ∗ + jets CR. See Table B.1 for a definition of each
feature.
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Figure B.8: Distribution of selected features in simulated samples and data for the BDT in the 2017 μμ signal region. See Table B.1 for a definition of each
feature.
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Figure B.8: Distribution of selected features in simulated samples and data for the BDT in the 2017 μμ signal region. See Table B.1 for a definition of each
feature.
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Figure B.9: Distribution of selected features in simulated samples and data for the BDT in the 2017 μμ Z/γ∗ + jets CR. See Table B.1 for a definition of each
feature.
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Figure B.9: Distribution of selected features in simulated samples and data for the BDT in the 2017 μμ Z/γ∗ + jets CR. See Table B.1 for a definition of each
feature.
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Figure B.10: Distribution of features selected for use in the ee or μμ BDT in the t ̄t CR in 2017. See Table B.1 for a definition of each feature.
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Figure B.10: Distribution of features selected for use in the ee or μμ BDT in the t ̄t CR in 2017. See Table B.1 for a definition of each feature.
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Figure B.10: Distribution of features selected for use in the ee or μμ BDT in the t ̄t CR in 2017. See Table B.1 for a definition of each feature.
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