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Abstract We investigate Wiener-transformable markets, where the driving process
is given by an adapted transformation of a Wiener process. This includes processes
with long memory, like fractional Brownian motion and related processes, and, in
general, Gaussian processes satisfying certain regularity conditions on their covari-
ance functions. Our choice of markets is motivated by the well-known phenomena
of the so-called “constant” and “variable depth” memory observed in real world
price processes, for which fractional and multifractional models are the most ade-
quate descriptions. Motivated by integral representation results in general Gaussian
setting, we study the conditions under which random variables can be represented
as pathwise integrals with respect to the driving process. From financial point of
view, it means that we give the conditions of replication of contingent claims on
such markets. As an application of our results, we consider the utility maximization
problem in our specific setting. Note that the markets under consideration can be
both arbitrage and arbitrage-free, and moreover, we give the representation results
in terms of bounded strategies.
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1 Introduction

Consider a general continuous time market model with one risky asset. For simplic-
ity, we will work with discounted values. Let the stochastic process {Xt , t ∈ [0,T ]}
model the discounted price of risky asset. Then the discounted final value of a self-
financing portfolio is given by a stochastic integral

V ψ(T ) =V ψ(0)+
∫ T

0
ψ(t)dX(t), (1)

where an adapted process ψ is the quantity of risky asset in the portfolio. Loosely
speaking, the self-financing assumption means that no capital is withdrawn or added
to the portfolio; for precise definition and general overview of financial market mod-
els with continuous time we refer a reader to [4, 12].

Formula (1) raises several important questions of financial modeling, we will
focus here on the following two.

• Replication: identifying random variables (i.e. discounted contingent claims),
which can be represented as final capitals of some self-financing portfolios. In
other words, one looks at integral representations

ξ =
∫ T

0
ψ(t)dX(t) (2)

with adapted integrand ψ; the initial value may be subtracted from ξ , so we can
assume that it is zero.

• Utility maximization: maximizing the expected utility of final capital over some
set of admissible self-financing portfolios.

An important issue is the meaning of stochastic integral in (1) or (2). When the
process X is a semimartingale, it can be understood as Itô integral. In this case
(1) is a kind of Itô representation, see e.g. [11] for an extensive coverage of this
topic. When the Itô integral is understood in some extended sense, then the integral
representation may exist under very mild assumptions and may be non-unique. For
example, if X = W , a Wiener process, and ψ satisfies

∫ T
0 ψ2

s ds < ∞ a.s., then, as it
was shown by [7], any random variable can be represented as a final value of some
self-financing portfolio for any value of initial capital.

However, empirical studies suggest that financial markets often exhibit long-
range dependence (in contrast to stochastic volatility that can be both smooth and
rough, i.e., can demonstrate both long-and short-range dependence). The standard
model for the phenomenon of long-range dependence is the fractional Brownian
motion with Hurst index H > 1/2. It is not a semimartingale, so the usual Itô inte-
gration theory is not available. The standard approach now is to define the stochastic
integral in such models as a pathwise integral, namely, one usually considers the
fractional integral, see [2, 23].

The models based on the fractional Brownian motion usually admit arbitrage
possibilities, i.e. there self-financing portfolios ψ such that Vψ(0) ≤ 0, Vψ(T ) ≥ 0
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almost surely, and Vψ(T ) > 0 with positive probability. In the fractional Black–
Scholes model, where Xt = X0 exp{at +bBH

t }, and BH is a fractional Brownian mo-
tion with H > 1/2, the existence of arbitrage was shown in [19]. Specifically, the
strategy constructed there was of a “doubling” type, blowing the portfolio in the case
of negative values; thus the potential intermediate losses could be arbitrarily large.
It is worth to mention that such arbitrage exists even in the classical Black–Scholes
model: the aforementioned result by Dudley allows gaining any positive final value
of capital from initial zero by using a similar “doubling” strategy. For this reason,
one usually restricts the class of admissible strategies by imposing a lower bound
on the running value:

V ψ(t)≥−a, t ∈ (0,T ), (3)

which in particular disallows the “doubling” strategies. However, in the fractional
Black–Scholes model, the arbitrage exists even in the class of strategies satisfying
(3), as was shown in [6].

There are several ways to exclude arbitrage in the fractional Brownian model.
One possibility is to restrict the class of admissible strategies. For example, in [6]
the absence of arbitrage is proved under further restriction that interval between sub-
sequent trades is bounded from below (i.e. high frequency trading is prohibited). An-
other possibility is to add to the fractional Brownian motion an independent Wiener
process, thus getting the so-called mixed fractional Brownian motion MH =BH +W .
The absence in such mixed models was addressed in [1, 5]. In [1], it was shown
that there is no arbitrage in the class of self-financing strategies γt = f (t,MH , t) of
Markov type, depending only on the current value of the stock. In [5], it was shown
that for H ∈ (3/4,1) the distribution of mixed fractional Brownian motion on a finite
interval is equivalent to that of Wiener process. As a result, in such models there is
no arbitrage strategies satisfying the non-doubling assumption (3). A more detailed
exposition concerning arbitrage in models based on fractional Brownian motion is
given in [3].

The replication question, i.e. the question when a random variable can be rep-
resented as a pathwise (fractional) integral in the models with long memory was
studied in many articles, even in the case where arbitrage opportunities are present.
The first results were established in [16], where it was shown that a random variable
ξ has representation (2) with respect to fractional Brownian motion if it is a final
value of some Hölder continuous adapted process. The assumption of Hölder con-
tinuity might seem too restrictive at the first glance. However, the article [16] gives
numerous examples of random variables satisfying this assumption.

The results of [16] were extended in [22], where similar results were shown for
a wide class of Gaussian integrators. The article [15] extended them even further
and studied when a combination of Hölder continuity of integrator and small ball
estimates lead to existence of representation (2).

For the mixed fractional Brownian motion, the question of replication was con-
sidered in [22]. The authors defined the integral with respect to fractional Brownian
motion in pathwise sense and that with respect to Wiener process in the extended



4 Elena Boguslavskaya, Yuliya Mishura, and Georgiy Shevchenko

Itô sense and shown, similarly to the result of [7], that any random variable has
representation (2).

It is worth to mention that the representations constructed in [16, 15, 22] involve
integrands of “doubling” type, so in particular they do not satisfy the admissibility
assumption (3).

Our starting point for this article was to see what contingent claims are repre-
sentable as final values of some Hölder continuous adapted processes. It turned out
that the situation is quite transparent whenever the Gaussian integrator generates the
same flow of sigma-fields as the Wiener process. As a result, we came up with the
concept of Wiener-transformable financial market, which turned out to be a fruitful
idea, as a lot of models of financial markets are Wiener-transformable. We consider
many examples of such models in our paper. Moreover, the novelty of the present
results is that we prove representation theorems that, in financial interpretation, are
equivalent to the possibility of hedging of contingent claims, in the class of bounded
strategies. While even with such strategies the non-doubling assumption (3) may
fail, the boundedness seems a feasible admissibility assumption.

More specifically, in the present paper we study a replication and the utility
maximization problems for a broad class of asset prices processes, which are ob-
tained by certain adapted transformation of a Wiener process; we call such processes
Wiener-transformable and provide several examples. We concentrate mainly on
non-semimartingale markets because the semimartingale markets have been stud-
ied thoroughly in the literature. Moreover, the novelty of the present results is that
we prove representation theorems that, in financial interpretation, are equivalent to
the possibility of hedging of contingent claims, in the class of bounded strategies.
We would like to draw the attention of the reader once again to the fact that the
possibility of representation means that we have arbitrage possibility in the consid-
ered class of strategies and they may be limited, although in a narrower and more
familiar class of strategies the market can be arbitrage-free. Therefore, our results
demonstrate rather subtle differences in the properties of markets in different classes
of strategies.

The article is organized as follows. In Section 2, we recall basics of pathwise in-
tegrations in the fractional sense. In Section 3, we prove a new representation result,
establishing an existence of integral representation with bounded integrand, which
is of particular importance in financial applications. We also define the main object
of study, Wiener-transformable markets, and provide several examples. Section 4 is
devoted to application of representation results to the utility maximization problems.

2 Elements of fractional calculus

As announced in the introduction, the integral with respect to Wiener-transformable
processes will be defined in pathwise sense, as fractional integral. Here we present
the basic facts on fractional integration; for more details see [20, 23]. Consider func-
tions f ,g : [0,T ]→R, and let [a,b]⊂ [0,T ]. For α ∈ (0,1) define Riemann-Liouville
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fractional derivatives on finite interval [a,b]

(
Dα

a+ f
)
(x) =

1
Γ (1−α)

(
f (x)

(x−a)α
+α

∫ x

a

f (x)− f (u)
(x−u)1+α

du
)

1(a,b)(x),

(
Dα

b−g
)
(x) =

1
Γ (1−α)

(
g(x)

(b− x)α
+α

∫ b

x

g(x)−g(u)
(u− x)1+α

du
)

1(a,b)(x). (4)

Assuming that Dα
a+ f ∈ L1[a,b], D1−α

b− gb− ∈ L∞[a,b], where gb−(x) = g(x)− g(b),
the generalized Lebesgue–Stieltjes integral is defined as∫ b

a
f (x)dg(x) =

∫ b

a

(
Dα

a+ f
)
(x)
(
D1−α

b− gb−
)
(x)dx.

Let function g be θ -Hölder continuous, g ∈Cθ [a,b] with θ ∈ ( 1
2 ,1), i.e.

sup
t,s∈[0,T ],t 6=s

|g(t)−g(s)|
|t− s|θ

< ∞.

In order to integrate w.r.t. function g and to find an upper bound of the integral, fix
some α ∈ (1−θ ,1/2) and introduce the following norm:

‖ f‖α,[a,b] =
∫ b

a

(
| f (s)|

(s−a)α
+
∫ s

a

| f (s)− f (z)|
(s− z)1+α

dz
)

ds.

For simplicity we abbreviate ‖ · ‖α,t = ‖ · ‖α,[0,t]. Denote

Λα(g) := sup
0≤s<t≤T

|D1−α
t− gt−(s)|.

In view of Hölder continuity, Λα(g)< ∞.
Then for any t ∈ (0,T ] and for any f with ‖ f‖α,t < ∞, the integral

∫ t
0 f (s)dg(s) is

well defined as a generalized Lebesgue–Stieltjes integral, and the following bound
is evident: ∣∣∣∫ t

0
f (s)dg(s)

∣∣∣≤Λα(g)‖ f‖α,t . (5)

It is well known that in the case if f is β -Hölder continuous, f ∈ Cβ [a,b], with
β + θ > 1, the generalized Lebesgue–Stieltjes integral

∫ b
a f (x)dg(x) exists, equals

to the limit of Riemann sums and admits bound (5) for any α ∈ (1−θ ,β ∧1/2).
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3 Representation results for Gaussian and
Wiener-transformable processes

Let throughout the paper (Ω ,F ,P) be a complete probability space supporting all
stochastic processes mentioned below. Let also F = {Ft , t ∈ [0,T ]} be a filtration
satisfying standard assumptions. In what follows, the adaptedness of a process X =
{X(t), t ∈ [0,T ]} will be understood with respect to F, i.e. X will be called adapted
if for any t ∈ [0,T ], X(t) is Ft -measurable.

We start with representation results, which supplement those of [15].
Consider a continuous centered Gaussian process G with incremental variance of

G satisfying the following two-sided power bounds for some H ∈ (1/2,1).

(A)There exist C1,C2 > 0 such that for any s, t ∈ [0,T ]

C1 |t− s|2H ≤ E |G(t)−G(s)|2 ≤C2 |t− s|2H . (6)

Assume additionally that the increments of G are positively correlated. More ex-
actly, let the following condition hold

(B)For any 0≤ s1 ≤ t1 ≤ s2 ≤ t2 ≤ T

E(G(t1)−G(s1))(G(t2)−G(s2))≥ 0.

A process satisfying (6) is often referred to as a quasi-helix.
Note that the right inequality in (6) implies that

sup
t,s∈[0,T ]

|G(t)−G(s)|
|t− s|H | log(t− s)|1/2 < ∞ (7)

almost surely (see e.g. p. 220 in [14]).
We will need the following small deviation estimate for sum of squares of Gaus-

sian random variables, see e.g. [13].

Lemma 1. Let {ξi}i=1,...,n be jointly Gaussian centered random variables. For all x
such that 0 < x < ∑

n
i=1 Eξ 2

i , it holds

P

(
n

∑
i=1

ξ
2
i ≤ x

)
≤ exp

{
−
(
∑

n
i=1 Eξ 2

i − x
)2

∑
n
i, j=1(Eξiξ j)2

}
.

Theorem 1. Let a centered Gaussian process G satisfy (A) and (B) and ξ be a
random variable such that there exists an adapted r-Hölder continuous process Z
with Z(T ) = ξ . There exists a bounded adapted process ψ , such that ‖ψ‖

α,T < ∞

for some α ∈ (1−H,1) and ξ admits the representation

ξ =
∫ T

0
ψ(s)dG(s), (8)
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almost surely.

Remark 1. A similar result was proved in [15], Theorem 4.1, which assumed (6)
with different exponents in the right-hand side and in the left-hand side of the in-
equality. Having equal exponents allowed us to establish existence of a bounded
integrand ψ , thus extending previous results.

Proof. To construct an integrand, we modify ideas of [15] and [21]. Throughout the
proof, C will denote a generic constant, while C(ω), a random constant; their values
may change between lines.

Choose some α ∈
(
1−H,(r+1−H)∧ 1

2

)
.

We start with the construction of ψ . First take some θ ∈ (0,1), put tn = T −θ n,
n≥ 1, and let ∆n = tn+1− tn. It is easy to see that

T − tn ≤C∆n. (9)

Denote for brevity ξn = Z(tn). Then by Assumption 1, |ξn−ξn+1| ≤ C(ω)θ rn.
Therefore, there exists some N0 = N0(ω) such that

|ξn−ξn+1| ≤ nθ
rn (10)

for all n≥ N0(ω).
We construct the integrand ψ inductively between the points {tn,n ≥ 1}. First

let ψ(t) = 0, t ∈ [0, t1]. Assuming that we have already constructed ψ(t) on [0, tn),
define V (t) =

∫ t
0 ψ(s)dG(s), t ∈ [0, tn].

Consider some cases.
Case I. V (tn) 6= ξn−1. By Lemma 4.1 in [15], there exists an adapted pro-

cess {φn(t), t ∈ [tn, tn+1]}, bounded on [tn, t] for any t ∈ (tn, tn+1) and such that∫ t
tn φn(s)dG(s)→+∞ as t→ tn+1−. Define a stopping time

τn = inf
{

t ≥ tn :
∫ t

tn
φn(s)dG(s)≥ |ξn−Vtn |

}
,

and set

ψ(t) = φn(t)sign
(
ξn−V (tn)

)
1[tn,τn](t), t ∈ [tn, tn+1).

It is obvious that
∫ tn+1

tn ψ(s)dG(s) = ξn−V (tn) and V (tn+1) = ξn.
Case II. V (tn)= ξn−1. We consider a uniform partition sn,k = tn+kδn, k = 1, . . . ,n

of [tn, tn+1] with a mesh δn = ∆n/n and an auxiliary function

φn(t) = an

n−1

∑
k=0

(
G(t)−G(sn,k)

)
1[sn,k,sn,k+1)(t),

where an = n−2θ (α−H−1)n. Since φn is piecewise Hölder continuous of order up to
H, by the change of variables formula (Theorem 4.3.1 in [23])
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tn
φn(t)dG(t) = an

n−1

∑
k=0

(
G(sn,k+1)−G(sn,k)

)2
.

Define a stopping time

σn = inf
{

t ≥ tn :
∫ t

tn
φn(s)dG(s)≥ |ξn−ξn−1|

}
∧ tn+1,

and set

ψ(t) = sign(ξn−ξn−1)φn(t)1[tn,σn](t), t ∈ [tn, tn+1).

Now we want to ensure that, almost surely, V (tn) = ξn−1 for all n large enough.
By construction, Case I is always succeeded by Case II. So we need to ensure that
σn < tn+1 for all n large enough, equivalently, that

an

n−1

∑
k=0

(
G(sn,k+1)−G(sn,k)

)2
> |ξn−ξn−1| .

Thanks to (10), it is enough to ensure that

n−1

∑
k=0

(
G(sn,k+1)−G(sn,k)

)2
> a−1

n nθ
rn = n2

θ
(r+H+1−α)n

for all n large enough. Define ξk = G(sn,k+1)−G(sn,k), k = 0, . . . ,n−1. Thanks to
our choice of α , r+H + 1−α > 2H, so n2θ (r+H+1−α)n < C1n1−2Hθ 2Hn for all n
large enough. Therefore, in view of (6),

n−1

∑
k=0

Eξ
2
k ≥C1nδ

2H
n =C1n1−2H

θ
2Hn > n2

θ
(r+H+1−α)n,

so we can use Lemma 1. Using (A) and (B), estimate

n−1

∑
i, j=0

(
Eξiξ j

)2 ≤ max
0≤i, j≤n−1

Eξiξ j

n−1

∑
i, j=0

Eξiξ j

≤C1δ
2H
n E

(n−1

∑
i=0

ξi

)2
=C1δ

2H
n E

(
G(tn+1)−G(tn)

)2

≤C2
1δ

2H
n ∆

2H
n ≤C2

1n−2H
∆

4H =C2
1n−2H

θ
4Hn.

Hence, by Lemma 1,
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P

(
n−1

∑
k=0

(
G(sn,k+1)−G(sn,k)

)2 ≤ n2
θ
(r+H+1−α)n

)

≤ exp

{
−
(
C1n1−2Hθ 2Hn−n2θ (r+H+1−α)n

)2

C2
1n−2Hθ 4Hn

}
≤ exp

{
−Cn2−2H} .

Therefore, by the Borel–Cantelli lemma, almost surely there exists some N1(ω) ≥
N0(ω) such that for all n≥ N1(ω)

n−1

∑
k=0

(
G(sn,k+1)−G(sn,k)

)2
> n2

θ
(r+H+1−α)n,

so, as it was explained above, we have V (tn) = ξn−1, n≥ N1(ω).
Since all functions φn are bounded, we have that ψ is bounded on [0, tN ] for any

N ≥ 1. Further, thanks to (7), for t ∈ [tn, tn+1] with n≥ N1(ω),

|ψ(s)| ≤C(ω)anδ
H
n |logδn|1/2 ≤C(ω)n−2

θ
(α−H−1)nn−H

θ
Hnn1/2

=C(ω)nα−H−3/2
θ
(α−1)n.

(11)

Therefore, ψ is bounded (moreover, ψ(t)→ 0, t→ T−).
Further, by construction, ‖ψ‖

α,tN < ∞ for any N ≥ 1. Moreover, |V (t)−ξN−1| ≤
|ξN−ξN−1|, t ∈ [tN , tN+1]. Thus, it remains to to verify that ‖ψ‖

α,[tN ,1] < ∞ and∫ 1
tN ψ(s)dG(s)→ 0, N→ ∞, which would follow from ‖ψ‖

α,[tN ,1]→ 0, N→ ∞.
Let N ≥ N1(ω). Write

‖ψ‖
α,[tN ,T ] =

∞

∑
n=N

∫ tn+1

tn

(
|ψ(s)|

(s− tN)α
+
∫ s

tN

|ψ(s)−ψ(u)|
|s−u|1+α

du
)

ds.

Thanks to (11),∫ tn+1

tn

|ψ(s)|
(s− tN)α

ds≤C(ω)∆ 1−α
n nα−H−3/2

θ
(α−1)n =C(ω)nα−H−3/2.

Further, ∫ tn+1

tN

∫ s

tn

|ψ(s)−ψ(u)|
|s−u|1+α

duds

=
n

∑
k=1

∫ sn,k

sn,k−1

(∫ tn

tN
+
∫ sn,k−1

tn
+
∫ s

sn,k−1

)
|ψ(s)−ψ(u)|
|s−u|1+α

duds =: I1 + I2 + I3.

Start with I1, observing that ψ vanishes on (σn, tn+1]:
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I1 ≤
∫ tn+1

tn

n

∑
j=N

∫ t j

t j−1

|ψ(s)|+ |ψ(u)|
|s−u|1+α

duds

≤C(ω)nα−H−3/2
θ
(α−1)n

∫ tn+1

tn
(s− tn)−α ds

+C(ω)
n−1

∑
j=N

jα−H−3/2
θ
(α−1) j

∫ tn+1

tn
(s− t j+1)

−α ds

≤C(ω)nα−H−3/2
θ
(α−1)n

∆
1−α
n +C(ω)

n−1

∑
j=N

jα−H−3/2
θ
(α−1) j

∆
1−α
n

=C(ω)nα−H−3/2 +C(ω)
n−1

∑
j=N

jα−H−3/2
θ
(α−1)( j−n).

Similarly,

I2 ≤C(ω)nα−H−3/2
θ
(α−1)n

n

∑
k=1

∫ sn,k

sn,k−1

∫ sn,k−1

tn
|s−u|−1−α duds

≤C(ω)nα−H−3/2
θ
(α−1)n

n

∑
k=1

∫ sn,k

sn,k−1

(s− sn,k−1)
−α ds

≤C(ω)nα−H−3/2
θ
(α−1)nnδ

1−α
n =C(ω)n2α−H−3/2.

Finally, assuming that σn ∈ [sn,l−1,sn,l),

I3 ≤C(ω)
l−1

∑
k=1

∫ sn,k

sn,k−1

∫ s

sn,k−1

an
(s−u)H | log(s−u)|1/2

(s−u)1+α
duds

+
∫

σn

sn,l−1

∫ s

sn,l−1

|ψ(s)−ψ(u)|
|s−u|1+α

duds+
∫ sn,l

σn

∫
σn

sn,l−1

|ψ(s)−ψ(u)|
|s−u|1+α

duds

≤C(ω)an

n

∑
k=1

∫ sn,k

sn,k−1

(s− sn,k−1)
H−α | log(s− sn,k−1)|1/2ds

+C(ω)nα−H−3/2
θ
(α−1)n

∫ sn,l

σn

∫
σn

sn,l−1

1
|s−u|1+α

duds

≤C(ω)annδ
H+1−α
n | logδn|1/2 +C(ω)nα−H−3/2

θ
(α−1)n

δ
−α
n

=C(ω)nα−H−3/2 +C(ω)n2α−H−3/2 ≤C(ω)n2α−H−3/2.

Gathering all estimates we get
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tN
|Dα

tN+(ψ)(s)|ds≤C(ω)
∞

∑
n=N

(
n2α−H−3/2 +

n−1

∑
j=N

jα−H−3/2
θ
(α−1)( j−n)

)
≤C(ω)

(
N2α−H−1/2 +

∞

∑
j=N

jα−H−3/2
∞

∑
n= j+1

θ
(1−α)(n− j)

)
≤C(ω)N2α−H−1/2,

which implies that ‖ψ‖
α,[tN ,T ]→ 0, N→ ∞, finishing the proof.

Now we turn to the main object of this article.

Definition 1. A Gaussian process G = {G(t), t ∈ R+} is called m-Wiener-transfor-
mable if there exists m-dimensional Wiener process W = {W (t), t ∈ R+} such that
G and W generate the same filtration, i.e. for any t ∈ R+

F G
t = FW

t .

We say that G is m-Wiener-transformable to W (evidently, process W can be non-
unique.)

Remark 2. (i) In the case when m = 1 we say that the process G is Wiener-trans-
formable.

(ii)Being Gaussian so having moments of any order, m-Wiener-transformable pro-
cess admits at each time t ∈R+ the martingale representation G(t) = E(G(0))+
∑

m
i=1
∫ t

0 Ki(t,s)dWi(s), where Ki(t,s) is FW
s -adapted for any 0 ≤ s ≤ t and∫ t

0 E(Ki(t,s))2ds < ∞ for any t ∈ R+.

Now let the random variable ξ be FW
T -measurable, Eξ 2 < ∞. Then in view of

martingale representation theorem, ξ can be represented as

ξ = Eξ +
∫ T

0
ϑ(t)dW (t), (12)

where ϑ is an adapted process with
∫ T

0 Eϑ(t)2dt < ∞.
As it was explained in introduction, we are interested when ξ can be represented

in the form

ξ =
∫ T

0
ψ(s)dG(s),

where the integrand is adapted, and the integral is understood in the pathwise sense.

Theorem 2. Let the following conditions hold.

(i)Gaussian process G satisfies condition (A) and (B).
(ii)Stochastic process ϑ in representation (12) satisfies∫ T

0
|ϑ(s)|2pds < ∞ (13)

a.s. with some p > 1.
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Then there exists a bounded adapted process ψ such that ‖ψ‖
α,T < ∞ for some

α ∈
(
1−H, 1

2

)
and ξ admits the representation

ξ =
∫ T

0
ψ(s)dG(s),

almost surely.

Remark 3. As it was mentioned in [15], it is sufficient to require the properties (A)
and (B) to hold on some subinterval [T −δ ,T ]. Similarly, it is enough to require in
(ii) that

∫ T
T−δ
|ϑ(t)|2pdt < ∞ almost surely.

First we prove a simple result establishing Hölder continuity of Itô integral.

Lemma 2. Let ϑ = {ϑ(t), t ∈ [0,T ]} be a real-valued progressively measurable
process such that for some p ∈ (1,+∞]∫ T

0
|ϑ(s)|2pds < ∞

a.s. Then the stochastic integral
∫ t

0 ϑ(s)dW (s) is Hölder continuous of any order up
to 1

2 −
1

2p .

Proof. First note that if there exist non-random positive constants a,C such that for
any s, t ∈ [0,T ] with s < t ∫ t

s
ϑ

2(u)du≤C(t− s)a,

then
∫ t

0 ϑ(s)dW (s) is Hölder continuous of any order up to a/2. Indeed, in this case
by the Burkholder inequality, for any r > 1 and s, t ∈ [0,T ] with s < t

E
∣∣∣∣∫ t

s
ϑ(u)dW (u)

∣∣∣∣r ≤CrE
(∫ t

s
ϑ

2(u)du
)r/2

≤C(t− s)ar/2,

so by the Kolmogorov–Chentsov theorem,
∫ t

0 ϑ(s)dW (s) is Hölder continuous of
order 1

r (
ar
2 −1) = a

2 −
1
2r . Since r can be arbitrarily large, we deduce the claim.

Now let for n≥ 1, ϑn(t)=ϑ(t)1∫ t
0 |ϑ(s)|2pds≤n, t ∈ [0,T ]. By the Hölder inequality,

for any s, t ∈ [0,T ] with s < t

∫ t

s
ϑ

2
n (u)du≤ (t− s)1−1/p

(∫ t

s
|ϑ(u)|2pdu

)1/p

≤ n1/p(t− s)1−1/p.

Therefore, by the above claim,
∫ t

0 ϑn(s)dW (s) is a.s. Hölder continuous of any order
up to 1

2 −
1

2p . However, ϑn coincides with ϑ on Ωn = {
∫ T

0 |ϑ(t)|2pdt ≤ n}. Conse-
quently,

∫ t
0 ϑn(s)dW (s) is a.s. Hölder continuous of any order up to 1

2 −
1

2p on Ωn.
Since P(

⋃
n≥1 Ωn) = 1, we arrive at the statement of the lemma.
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Proof of Theorem 2. Define

Z(t) = Eξ +
∫ t

0
ϑ(s)dW (s).

This is an adapted process with Z(T ) = ξ , moreover, it follows from Lemma 2 that
Z is Hölder continuous of any order up to 1

2 −
1

2p . Thus, the statement follows from
Theorem 1.

In the case where one looks at improper representation, no assumptions on ξ are
needed.

Theorem 3. (Improper representation theorem) Assume that an adapted Gaussian
process G = {G(t), t ∈ [0,T ]} satisfies conditions (A),(B). Then for any ran-
dom variable ξ there exists an adapted process ψ that ‖ψ‖

α,t < ∞ for some
α ∈

(
1−H, 1

2

)
and any t ∈ [0,T ) and ξ admits the representation

ξ = lim
t→T−

∫ t

0
ψ(s)dG(s),

almost surely.

Proof. The proof is exactly the same as for Theorem 4.2 in [22], so we just sketch
the main idea.

Consider an increasing sequence of points {tn,n≥ 1} in [0,T ) such that tn→ T ,
n→ ∞, and let {ξn,n ≥ 1} be a sequence of random variables such that ξn is Ftn -
measurable for each n ≥ 1, and ξn → ξ , n→ ∞, a.s. Set for convenience ξ0 = 0.
Similarly to Case I in Theorem 1, for each n ≥ 1, there exists an adapted process
{φn(t), t ∈ [tn, tn+1]}, such that

∫ t
tn φn(s)dG(s)→+∞ as t→ tn+1−. For n≥ 1, define

a stopping time

τn = inf
{

t ≥ tn :
∫ t

tn
φn(s)dG(s)≥ |ξn−ξn−1|

}
and set

ψ(t) = φn(t)sign
(
ξn−ξn−1

)
1[tn,τn](t), t ∈ [tn, tn+1).

Then for any n ≥ 1, we have
∫ tn+1

0 ψ(s)dG(s) = ξn and
∫ t

0 ψ(s)dG(s) lies between
ξn−1 and ξn for t ∈ [tn−1, tn]. Consequently,

∫ t
0 ψ(s)dG(s)→ ξ , t → T−, a.s., as

required.

Further we give several examples of Wiener-transformable Gaussian processes
satisfying conditions (A) and (B) (for more detail and proofs see, e.g. [15]) and
formulate the corresponding representation results.
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3.1 Fractional Brownian motion

Fractional Brownian motion BH with Hurst parameter H ∈ (0,1) is a centered Gaus-
sian process with the covariance

EBH(t)BH(s) =
1
2
(
t2H + s2H −|t− s|2H) ;

an extensive treatment of fractional Brownian motion is given in [17]. For H =
1
2 , fractional Brownian motion is a Wiener process; for H 6= 1

2 it is Wiener-
transformable to the Wiener process W via relations

BH(t) =
∫ t

0
KH(t,s)dW (s) (14)

and
W (t) =

∫ t

0
kH(t,s)dBH(s), (15)

see e.g. [18].
Fractional Brownian motion with index H ∈ (0,1) satisfies condition (A) and

satisfies condition (B) if H ∈ ( 1
2 ,1).

Therefore, a random variable satisfying (13) with any p > 1 admits the represen-
tation (8).

3.2 Fractional Ornstein–Uhlenbeck process

Let H ∈ ( 1
2 ,1). Then the fractional Ornstein–Uhlenbeck process Y = {Y (t), t ≥ 0},

involving fractional Brownian component and satisfying the equation

Y (t) = Y0 +
∫ t

0
(b−aY (s))ds+σBH(t),

where a,b ∈ R and σ > 0, is Wiener-transformable to the same Wiener process as
the underlying fBm BH .

Consider a fractional Ornstein–Uhlenbeck process of the simplified form

Y (t) = Y0 +a
∫ t

0
Y (s)ds+BH(t), t ≥ 0.

It satisfies condition (A); if a > 0, it satisfies condition (B) as well.
As it was mentioned in [15], the representation theorem is valid for a fractional

Ornstein-Uhlenbeck process with a negative drift coefficient too. Indeed, we can
annihilate the drift of the fractional Ornstein-Uhlenbeck process with the help of
Girsanov theorem, transforming a fractional Ornstein-Uhlenbeck process with neg-
ative drift to a fractional Brownian motion B̃H . Then, assuming (13), we represent
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the random variable ξ as ξ =
∫ T

0 ψ(s)dB̃H(s) on the new probability space. Finally,
we return to the original probability space. Due to the pathwise nature of integral,
its value is not changed upon changes of measure.

3.3 Subfractional Brownian motion

Subfractional Brownian motion with index H, that is a centered Gaussian process
GH =

{
GH(t), t ≥ 0

}
with covariance function

EGH(t)GH(s) = t2H + s2H − 1
2
(
|t + s|2H + |t− s|2H) ,

satisfies condition (A) and condition (B) for H ∈ ( 1
2 ,1).

3.4 Bifractional Brownian motion

Bifractional Brownian motion with indices A ∈ (0,1) and K ∈ (0,1), that is a cen-
tered Gaussian process with covariance function

EGA,K(t)GA,K(s) =
1

2K

((
t2A + s2A)K−|t− s|2AK

)
,

satisfies condition (A) with H = AK and satisfies condition (B) for AK > 1
2 .

3.5 Geometric Brownian motion

Geometric Brownian motion involving the Wiener component and having the form

S = {S(t) = S(0)exp{µt +σW (t)} , t ≥ 0} ,

with S(0) > 0, µ ∈ R, σ > 0, is Wiener-transformable to the underlying Wiener
process W . However, it does not satisfy the assumptions of Theorem 2. One should
appeal here to the standard semimartingale tools, like the martingale representation
theorem.
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3.6 Linear combination of fractional Brownian motions

Consider a collection of Hurst indices 1
2 ≤H1 <H2 < .. . <Hm < 1 and independent

fractional Brownian motions with corresponding Hurst indices Hi, 1≤ i≤ m. Then
the linear combination ∑

m
i=1 aiBHi is m-Wiener-transformable to the Wiener process

W = (W1, . . . ,Wm), where Wi is such Wiener process to which fractional Brownian
motion BHi is Wiener-transformable. In particular, the mixed fractional Brownian
motion MH =W +BH , introduced in [5], is 2-Wiener-transformable.

The linear combination ∑
m
i=1 aiBHi satisfies condition (A) with H = H1, and con-

dition (B) whenever H1 > 1/2.
We note that in the case of mixed fractional Brownian motion, the existence of

representation (8) cannot be derived from Theorem 2, as we have H = 1
2 in this

case. By slightly different methods, it was established in [22] that arbitrary FT -
measurable random variable ξ admits the representation

ξ =
∫ T

0
ψ(s)d

(
BH(s)+W (s)

)
,

where the integral with respect to BH is understood, as here, in the pathwise sense,
the integral with respect to W , in the extended Itô sense. In contrast to Theorem 1,
we can not for the moment establish this result for the bounded strategies. Therefore,
it would be interesting to study which random variables have representations with
bounded ψ in the mixed model.

3.7 Volterra process

Consider Volterra integral transform of Wiener process, that is the process of the
form G(t) =

∫ t
0 K(t,s)dW (s) with non-random kernel K(t, ·) ∈ L2[0, t] for t ∈ [0,T ].

Let the constant r ∈ [0,1/2) be fixed. Let the following conditions hold.

(B1)The kernel K is non-negative on [0,T ]2 and for any s ∈ [0,T ] K(·,s) is non-
decreasing in the first argument;

(B2)There exist constants Di > 0, i = 2,3 and H ∈ (1/2,1) such that

|K(t2,s)−K(t1,s)| ≤ D2|t2− t1|Hs−r, s, t1, t2 ∈ [0,T ]

and
K(t,s)≤ D3(t− s)H−1/2s−r;

and at least one of the following conditions

(B3,a)There exist constant D1 > 0 such that

D1|t2− t1|Hs−r ≤ |K(t2,s)−K(t1,s)|, s, t1, t2 ∈ [0,T ];

(B3,b)There exist constant D1 > 0 such that
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K(t,s)≥ D1(t− s)H−1/2s−r, s, t ∈ [0,T ].

Then the Gaussian process G(t) =
∫ t

0 K(t,s)dW (s), satisfies condition (A), (B) on
any subinterval [T −δ ,T ] with δ ∈ (0,1).

4 Expected utility maximization in Wiener-transformable
markets

4.1 Expected utility maximization for unrestricted capital profiles

Consider the problem of maximizing the expected utility. Our goal is to characterize
the optimal asset profiles in the framework of the markets with risky assets involv-
ing Gaussian processes satisfying conditions of Theorem 2. We follow the general
approach described in [9] and [12], but apply its interpretation from [10]. We fix
T > 0 and from now on consider FW

T -measurable random variables. Let the utility
function u : R→R be strictly increasing and strictly concave, L0(Ω ,FW

T ,P) be the
set of all FW

T -measurable random variables, and let the set of admissible capital
profiles coincide with L0(Ω ,FW

T ,P). Let P∗ be a probability measure on (Ω ,FW
T ),

which is equivalent to P, and denote ϕ(T ) = dP∗
dP . The budget constraint is given

by EP∗(X) = w, where w > 0 is some number that can be in some cases, but not
obligatory, interpreted as the initial wealth. Thus the budget set is defined as

B =
{

X ∈ L0 (
Ω ,FW

T ,P
)
∩L1 (

Ω ,FW
T ,P∗

)
|EP∗(X) = w

}
.

The problem is to find such X∗ ∈B, for which E(u(X∗)) = maxX∈B E(u(X)). Con-
sider the inverse function I(x) = (u′(x))−1.

Theorem 4 ([10, Theorem 3.34]). Let the following condition hold: Strictly in-
creasing and strictly concave utility function u : R→ R is continuously differen-
tiable, bounded from above and

lim
x↓−∞

u′(x) = +∞.

Then the solution of this maximization problem has a form

X∗ = I(cϕ(T )),

under additional assumption that EP∗(X∗) = w.

To connect the solution of maximization problem with specific W -transformable
Gaussian process describing the price process, we consider the following items.

1. Consider random variable ϕ(T ), ϕ(T )> 0 a.s. and let E(ϕ(T )) = 1. Being the
terminal value of a positive martingale ϕ = {ϕt = E(ϕ(T )|FW

t ), t ∈ [0,T ]}, ϕ(T )
admits the following representation
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ϕ(T ) = exp
{∫ T

0
ϑ(s)dWs−

1
2

∫ T

0
ϑ

2(s)ds
}
, (16)

where ϑ is a real-valued progressively measurable process for which

P
{∫ T

0
ϑ

2(s)ds < ∞

}
= 1.

Assume that ϑ satisfies (13). Then ϕ(T ) is a terminal value of a Hölder continuous
process of order 1

2 −
1

2p .
2. Consider W -transformable Gaussian process G = {G(t), t ∈ [0,T ]} satisfying

conditions (A) and (B), and introduce the set

BG
w =

{
ψ : [0,T ]×Ω → R

∣∣∣ ψ is bounded FW
t -adapted, there exists a generalized

Lebesgue-Stieltjes integral
∫ T

0
ψ(s)dG(s), and E

(
ϕ(T )

∫ T

0
ψ(s)dG(s)

)
= w

}
.

Theorem 5. Let the following conditions hold

(i)Gaussian process G satisfies condition (A) and (B).
(ii)Function I(x),x ∈ R is Hölder continuous.
(iii)Stochastic process ϑ in representation (16) satisfies (13) with some p > 1.
(iv)There exists c ∈ R such that E(ϕ(T )I(cϕ(T ))) = w.

Then the random variable X∗ = I(cϕ(T )) admits the representation

X∗ =
∫ T

0
ψ(s)dG(s), (17)

with some ψ ∈BG
w , and

E(u(X∗)) = max
ψ∈BG

w

E
(

u
(∫ T

0
ψ(s)dG(s)

))
. (18)

Proof. From Lemma 2 we have that for any c∈R the random variable ξ = I(cϕ(T ))
is the final value of a Hölder continuous process

U(t) = I(cϕ(t)) = I
(

cexp
{∫ t

0
ϑ(s)dW (s)− 1

2

∫ t

0
ϑ

2(s)ds
})

.

and the Hölder exponent exceeds ρ . Together with (i)–(iii) this allows to apply
Theorem 2 to obtain the existence of representation (17). Assume now that (18) is
not valid, and there exists ψ0 ∈BG

w such that E
(

ϕ(T )
∫ T

0 ψ0(s)dG(s)
)
= w, and

Eu
(∫ T

0 ψ0(s)dG(s)
)
> Eu(X∗). But in this case

∫ T
0 ψ0(s)dG(s) belongs to B, and

we get a contradiction with Theorem 4.
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Remark 4. Assuming only (i) and (iv), one can show in a similar way, but using
Theorem 3 instead of Theorem 2 that

E(u(X∗)) = sup
ψ∈BG

w

E
(

u
(∫ T

0
ψ(s)dG(s)

))
.

However, the existence of a maximizer is not guaranteed in this case.

Example 1. Let u(x) = 1− e−βx be an exponential utility function with constant
absolute risk aversion β > 0. In this case I(x) =− 1

β
log( x

β
). Assume that

ϕ(T ) = exp
{∫ T

0
ϑ(s)dW (s)− 1

2

∫ T

0
ϑ

2(s)ds
}

is chosen in such a way that

E(ϕ(T )| logϕ(T )|)

= E
(

exp
{∫ T

0
ϑ(s)dW (s)− 1

2

∫ T

0
ϑ

2(s)ds
}

×
∣∣∣∣∫ T

0
ϑ(s)dW (s)− 1

2

∫ T

0
ϑ

2(s)ds
∣∣∣∣)< ∞.

(19)

Then, according to Example 3.35 from [10], the optimal profile can be written as

X∗ =− 1
β

(∫ T

0
ϑ(s)dW (s)− 1

2

∫ T

0
ϑ

2(s)ds
)
+w+

1
β

H(P∗|P), (20)

where H(P∗|P) = E(ϕ(T ) logϕ(T )), condition (19) supplies that H(P∗|P) exists,
and the maximal value of the expected utility is

E(u(X∗)) = 1− exp{−βw−H(P∗|P)} .

Let ϕ(T ) be chosen in such a way that the corresponding process ϑ satisfies the
assumption of Lemma 2. Also, let W -transformable process G satisfy conditions
(A) and (B) of Theorem 4, and ϑ satisfy (13) with p > 1. Then we can conclude
directly from representation (20) that conditions of Theorem 4 hold. Therefore, the
optimal profile X∗ admits the representation X∗ =

∫ T
0 ψ(s)dG(s).

Remark 5. Similarly, under the same conditions as above, we can conclude that for
any constant d ∈ R there exists ψd such that X∗ = d +

∫ T
0 ψd(s)dG(s). Therefore,

we can start from any initial value of the capital and achieve the desirable wealth.
In this sense, w is not necessarily the initial wealth as it is often assumed in the
semimartingale framework, but is rather a budget constraint in the generalized sense.

Remark 6. In the case when W -transformable Gaussian process G is a semimartin-
gale, we can use Girsanov’s theorem in order to get the representation, similar
to (17). Indeed, let, for example, G be a Gaussian process of the form G(t) =
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0 µ(s)ds +

∫ t
0 a(s)dW (s), |µ(s)| ≤ µ , a(s) > a > 0 are non-random measurable

functions, and ξ is FW
T -measurable random variable, E(ξ 2) < ∞. Then we trans-

form G into G̃ =
∫ ·

0 a(s)dW̃ (s), with the help of equivalent probability measure P̃
having Radon–Nikodym derivative

dP̃
dP

= exp

{
−
∫ T

0

µ(s)
a(s)

dW (s)− 1
2

∫ T

0

(
µ(s)
a(s)

)2

ds

}
.

With respect to this measure EP̃|X
∗|< ∞, and we get the following representation

X∗ = EP̃(X
∗)+

∫ T

0
ψ(s)dW̃s = EP̃(X

∗)+
∫ T

0

ψ(s)
a(s)

dG̃(s) (21)

= EP̃(X
∗)+

∫ T

0

ψ(s)
a(s)

dG(s) = EP̃(X
∗)+

∫ T

0
ψ(s)µ(s)ds+

∫ T

0
ψ(s)dW (s). (22)

Representations (17) and (21) have the following distinction: (17) “starts” from 0
(but can start from any other constant) while (21) “starts” exactly from EP̃(X

∗).

As we can see, the solution of the utility maximization problem for W–trans-
formable process depends on the process in indirect way, through the random vari-
able ϕ(T ) such that Eϕ(T ) = 1, ϕ(T ) > 0 a.s. Also, this solution depends on
whether or not we can choose the appropriate value of c, but this is more or less
a technical issue. Let us return to the choice of ϕ(T ). In the case of the semimartin-
gale market, ϕ(T ) can be reasonably chosen as the likelihood ratio of some mar-
tingale measure, and the choice is unique in the case of the complete market. The
non-semimartingale market can contain some hidden semimartingale structure. To
illustrate this, consider two examples.

Example 2. Let the market consist of bond B and stock S,

B(t) = ert , S(t) = exp
{

µt +σBH
t
}
,

r ≥ 0, µ ∈ R, σ > 0, H > 1
2 . The discounted price process has a form Y (t) =

exp
{
(µ− r)t +σBH

t
}

. It is well-known that such market admits an arbitrage, but
even in these circumstances the utility maximization problem makes sense. Well,
how to choose ϕ(T )? There are at least two natural approaches.

1. Note that for H > 1
2 the kernel KH from (14) has a form

KH(t,s) =C(H)s
1
2−H

∫ t

s
uH− 1

2 (u− s)H− 3
2 du,

and representation (15) has a form

W (t) = (C(H))−1
∫ t

0
s

1
2−HK∗(t,s)dBH

s ,

where
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K∗(t,s) =
(

tH− 1
2 (t− s)

1
2−H

−
(

H− 1
2

)∫ t

s
uH− 3

2 (u− s)
1
2−Hdu

) 1
Γ
( 3

2 −H
) .

Therefore,

(C(H))−1
∫ t

0
s

1
2−HK∗(t,s)d

(
(µ− r)s+σBH

s
)

= σW (t)+
µ− r
C(H)

∫ t

0
s

1
2−HK∗(t,s)ds

= σW (t)+
µ− r

C(H)Γ
( 3

2 −H
) ∫ t

0

(
s

1
2−HtH− 1

2 (t− s)
1
2−H

−
(

H− 1
2

)
s

1
2−H

∫ t

s
uH− 3

2 (u− s)
1
2−Hdu

)
ds

= σWt +
µ− r

C(H)Γ ( 3
2 −H)

Γ 2( 3
2 −H)

( 3
2 −H)Γ (2−2H)

t
3
2−H

= σWt +(µ− r)C1(H)t
3
2−H ,

where

C1(H) =

(
3
2
−H

)−1
(

Γ ( 3
2 −H)

2HΓ (2−2H)Γ (H + 1
2 )

) 1
2

.

In this sense we say that the model involves a hidden semimartingale structure.
Consider a virtual semimartingale asset

Ŷ (t) = exp
{
(C(H))−1

∫ t

0
s

1
2−HK∗(t,s)d logY (s)

}
= exp

{
σWt +(µ− r)C(H)t

3
2−H

}
.

We see that measure P∗ such that

dP∗

dP
= exp

{
−
∫ T

0

(
(µ− r)C2(H)

σ
s

1
2−H +

σ

2

)
dWs

−1
2

∫ T

0

(
(µ− r)C2(H)

σ
s

1
2−H +

σ

2

)2

ds

}
,

(23)

where C2(H) = C1(H)
( 3

2 −H
)
, reduces Ŷ (t) to the martingale of the form

exp
{

σWt − σ2

2 t
}

. Therefore, we can put ϕ(T ) = dP∗
dP from (23). Regarding the

Hölder property, ϑ(s) = s
1
2−H satisfies (13) with some p > 1 for any H ∈ ( 1

2 ,1).
Therefore, for the utility function u(x) = 1− e−αx we have
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X∗ =
1
α

(∫ T

0
ς(s)dWs−

1
2

∫ T

0
ς

2
s ds
)
+W +

1
2

H(P∗|P),

where ς(s) = (µ−r)C2(H)
σ

s
1
2−H + σ

2 , and |H(P∗|P)|< ∞.

2. It was proved in [8] that the fractional Brownian motion BH is the limit in
Lp(Ω ,F ,P) for any p > 0 of the process

BH,ε(t) =
∫ t

0
K(s+ ε,s)dW (s)+

∫ t

0
ψε(s)ds,

where W is he underlying Wiener process, i.e. BH(t) =
∫ t

0 K(t,s)dW (s), where

K(t,s) =CHs
1
2−H

∫ t

s
uH− 1

2 (u− s)H− 3
2 du,

ψε(s) =
∫ s

0
∂1K(s+ ε,u)dWu,

∂1K(t,s) =
∂K(t,s)

∂ t
=CHs

1
2−HtH− 1

2 (t− s)H− 3
2 .

Consider prelimit market with discounted risky asset price Y ε of the form

Y ε(t) = exp
{
(µ− r)t +σ

∫ t

0
ψε(s)ds+σ

∫ t

0
K(s+ ε,s)dWs

}
.

This financial market is arbitrage-free and complete, and the unique martingale mea-
sure has the Radon-Nikodym derivative

ϕε(T ) = exp
{
−
∫ T

0
ζε(t)dWt −

1
2

∫ T

0
ζ

2
ε (t)dt

}
,

where

ζε(t) =
µ− r+σψε(t)

σK(t + ε, t)
+

1
2

σK(t + ε, t).

Note that K(t + ε, t)→ 0 as ε → 0. Furthermore, ρt =
µ−r+σψε (t)

σK(t+ε,t) is a Gaussian
process with Eρt = 0 and

varζε(t) =
∫ t

0

(
∂1K(t + ε,u)

K(t + ε, t)

)2

du

=
∫ t

0

(
u1/2−H(t + ε)H−1/2(t + ε−u)H−3/2

t1/2−H
∫ t+ε

t vH−1/2(v− t)H−3/2

)2

du

≥ ε
1−2H

∫ t

0
(t + ε−u)2H−3du =

ε1−2Ht
2−2H

(
ε

2H−2− (t + ε)2H−2)→ ∞.

Therefore, we can not get a reasonable limit of ϕε(T ) as ε → 0. Thus one should
use this approach with great caution.
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4.2 Expected utility maximization for restricted capital profiles

Consider now the case when the utility function u is defined on some interval (a,∞).
Assume for technical simplicity that a = 0. Therefore, in this case the set B0 of
admissible capital profiles has a form

B0 =
{

X ∈ L0(Ω ,F ,P) : X ≥ 0 a.s. and E(ϕ(T )X) = w
}
.

Assume that the utility function u is continuously differentiable on (0,∞), introduce
π1 = lim

x↑∞
u′(x) ≥ 0, π2 = u′(0+) = lim

x↓0
u′(x) ≤ +∞, and define I+ : (π1,π2) −→

(0,∞) as the continuous, bijective function, inverse to u′ on (π1,π2).
Extend I+ to the whole half-axis [0,∞] by setting

I+(y) =
{
+∞, y≤ π1
0, y≥ π2.

Theorem 6 ([10], Theorem 3.39). Let the random variable X∗ ∈B0 have a form
X∗ = I+(cϕ(T )) for such constant c > 0 that E(ϕ(T )I+(cϕ(T ))) = w. If Eu(X∗)<
∞ then

E(u(X∗)) = max
X∈B0

E(u(X)),

and this maximizer is unique.

From here we deduce the corresponding result on the solution of utility maxi-
mization problem similarly to Theorem 5. Define, as before,

BG
w =

{
ψ : [0,T ]×Ω → R

∣∣∣ ψ is bounded FW
t -adapted, there exists a generalized

Lebesgue-Stieltjes integral
∫ T

0
ψ(s)dG(s)≥ 0, and E

(
ϕ(T )

∫ T

0
ψ(s)dG(s)

)
= w

}
.

Theorem 7. Let the following conditions hold

(i)Gaussian process G satisfies conditions (A) and (B).
(ii)Function I+(x),x ∈ R is Hölder continuous.
(iii)Stochastic process ϑ in representation (16) satisfies (13) with some p > 1.
(iv)There exists c ∈ R such that E(ϕ(T )I+(cϕ(T ))) = w.

Then the random variable X∗ = I+(cϕ(T )) admits the representation

X∗ =
∫ T

0
ψ(s)dG(s),

with some ψ ∈ B̃G
w . If Eu(X∗) < ∞, the X∗ is the solution to expected utility maxi-

mization problem: and
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E(u(X∗)) = max
ψ∈B̃G

w

E
(

u
(∫ T

0
ψ(s)dG(s)

))
.

Example 3. Consider the case of CARA utility function u. Let first u(x) = xγ

γ
, x > 0,

γ ∈ (0,1). Then, according to [10, Example 3.43],

I+(cϕ(T )) = c−
1

1−γ (ϕ(T ))−
1

1−γ .

If d :=E(ϕ(T ))−
γ

1−γ <∞ then unique optimal profile is given by X∗= w
d (ϕ(T ))

− 1
1−γ ,

and the maximal value of the expected utility is equal to

E(u(X∗)) =
1
γ

wγ d1−γ .

As it was mentioned,

ϕ = ϕ(T ) = exp


T∫

0

ϑ(s)dW (s)− 1
2

T∫
0

ϑ
2(s)ds,

 (24)

thus

(ϕ(T ))−
1

1−γ = exp

− 1
1− γ

T∫
0

ϑ(s)dW (s)+
1

2(1− γ)

T∫
0

ϑ
2(s)ds

 .

Therefore, we get the following result.

Theorem 8. Let the process ϑ in the representation (24) satisfy (13), and

Eexp

− γ

1− γ

T∫
0

ϑ(s)dWs +
γ

2(1− γ)

T∫
0

ϑ
2
s ds

< ∞.

Let the process G satisfy the same conditions as in Theorem 5. Then X∗=
T∫
0

ψ(s)dG(s).

In the case where u(x) = logx, we have γ = 0 and X∗ = w
ϕ(T ) . Assuming that the

relative entropy H (P|P∗) = E( 1
ϕ(T ) logϕ(T )) is finite, we get that

E(logX∗) = logw+H (P|P∗) .
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Conclusion

We have studied a broad class of non-semimartingale financial market models,
where the random drivers are Wiener-transformable Gaussian random processes,
i.e. some adapted transformations of a Wiener process. Under assumptions that the
incremental variance of the process satisfies two-sided power bounds, we have given
sufficient conditions for random variables to admit integral representations with
bounded adapted integrand; these representations are models for bounded replicat-
ing strategies. It turned out that these representation results can be applied to solve
utility maximization problems in non-semimartingale market models.
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