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Abstract
Automatic human behaviour recognition is a very important element for intelligent Hu-
man Computer Interaction (HCI) in which the machine or computer can recognize human
behaviour and respond to humans accordingly. Among human behaviour recognition
tasks, dynamics represents key information of the action, and it is one of the hardest tasks
for automatic recognition. Significant progress has been made in the Artificial Intelli-
gence (A.I.) area recently that provides new tools and technologies to recognize visual
objects and make better decisions, logical deductions, mathematical optimization, etc.
In this thesis, A.I. technologies have been applied to the analysis of human behaviour,
especially using dynamic clues for touch gestures in which a human touches an animal
or an object, etc.; micro-gestures that can be extensively utilized on wearable devices;
body gestures that are not only used as a paralanguage, but also as an indicator of body
behaviour; and 3D facial expression analysis that extracts the emotion information from
high quality high-resolution 3D video recordings.

Firstly, an automatic touch gesture recognition system has been proposed, including pre-
processing, multiple feature extraction, feature selection, pattern recognition and fusion.
Both statistical and video features were extracted, including Motion Statistical Distribu-
tion (MSD), Spatial Multi-scale Motion History Histogram (SMMHH), Binary Motion
History (BMH), Statistical Distribution (SD) and Local Binary Pattern on Three Orthog-
onal Planes (LBPTOP). Two powerful machine learning methods, Random Forest and
multiboosting, have been utilized. A Sobel edge detection is utilized as pre-processing,
and a Minimum Redundancy and Maximum Relevance (mRMR) feature selection is used
to reduce the dimension of features after feature extraction. A decision-level fusion
method Hierarchical Committee (HC) has been used as a post-processing tool to com-
bine all the predictions. The main contribution of the system is the versatility of it, which
can be applied in different dataset. This system also achieves a high performance with
maintaining the versatility.

Secondly, another automatic 3D micro-gesture recognition system has been proposed and
tested on a Holoscopic Micro 3D Gesture (HoMG) dataset for which a holoscopic 3D
video was recorded and annotated. A new system including frame selection by score has
been proposed on the video-based dataset. Video-based recognition used LBPTOP and
the Local Phase Quantisation from Three Orthogonal Planes (LPQTOP) as feature selec-
tion and Support Vector Machine (SVM) as machine learning. Then an SVM prediction



has been utilized, and a score of each frame has been predicted. After using the SVM
score to reduce the frames on the video-based dataset, the performance of video-based
recognition is improved. This 3D micro-gesture recognition system achieves the best per-
formance comparing with other current works by considering the non-linear relationship
of features.

Thirdly, an automatic body gesture recognition system has been proposed to help older
people with Chronic Lower Back Pain (CLBP). The proposed system can recognize the
behaviours of CLBP patients, like abrupt actions and guarding. A new two-stage machine
learning method has been proposed that combines k-nearest neighbour k-NN and HMM
and achieves a better recognition performance of body gestures than traditional methods.
The contribution of the system is it could detectt and analysis CLBP related body be-
haviour frame by frame and provide more detailed information about CLBP including the
starting, ending and different level of CLBP according to the time series, which would
help the future research of CLBP.

Fourthly, a 3D feature expression recognition (FER) system has been proposed to achieve
better performance on the most popular posed face 3D FER dataset, BU4D. A latest Back-
ground Subtraction method was applied based on tensor for pre-processing to extract the
dynamic information on the face. This is the first utilized Tensor Background Subtraction
From Compressive Measurements (BSCM) on FER. A deep learning method (e.g. Dy-
namic Image Net) is used on the dynamic facial information. A comparison between with
and without Background Subtraction is made to prove the effectiveness of this method.
The contribution of this system is providing a new solution of reduce the calculation re-
sources and reduce the computing time. It also helps to remove noise from the original
data and optimise the classification performance.

Finally, a real-time FER system was built for an interactive movie system. In the pro-
posed automatic emotion recognition system, CNN has been used as feature extraction,
and SVM is used for classification. The real-time system has been prototyped and ex-
hibited on several occasions. In the final system, several practical problems have been
considered, including brightness control and the right face selection from all of the audi-
ence. That has improved the accuracy of the practical application. The contribution of
the system is to achieve the aim of real-time FER while take care of the balance between
system speed, classification accuracy and optimisation in real life using environment.

In summary, several automatic recognition systems for human behaviour have been pro-
posed and applied in real recording data and practical applications. Some methods have
versatility, and some are specialized for distinct tasks. All these studies contribute to the



development of intelligent HCI.
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Chapter 1. Introduction

Chapter 1

Introduction

1.1 Background

The development of Artificial Intelligence (A.I.) [10] has been one of the most important
technology progresses in 21st century [11]. One common definition of A.I. is human-
made machine demonstrated intelligence. Usually A.I. refers to human intelligence tech-
nology implemented by ordinary computer programs[12]. The evolution of A.I. has pro-
moted the advantages in multidisciplinary and been widely employed in the areas in-
cluding voice assistants in smart phones, car navigation, and bio-metric identification for
security, etc[10].

Among all these research topics applying in A.I., Human Computer Interaction (HCI)
is one of the most important element in its structure[13]. HCI technology can provide
the platform that makes the machine understand human behaviours and human being can
operate the machine in a natural ways such as voice, hand gesture, facial expression, etc.
Among all these human behaviours in HCI area, like in facial expression recognition, they
can be simply divided into two kinds, dynamic and statistic[14].

Lots of studies [15] [16] [17] [18] have already shown the effectiveness of dynamic in-
formation in HCI area. As there are too many kinds of dynamic human behaviours in the
area of A.I. utilised HCI, it would be impossible to research all of them in one thesis. The
human behaviour would be mentioned in this thesis are including body movements, facial
expressions, gestures, etc.

One of the most important human behaviour is body language, it is not the only method

1



Chapter 1. Introduction

we human beings used to communicate with each other, but also a very effective way to
communicate with other animals [19]. As in the research of touch gesture recognition[20],
the touch gesture is a very effective method for us to communicate with many different
kinds of animals. Substantial research[21] has investigated the creation of robot animals
that can be perfect alternatives for companion animals and work dogs. There are already
some mature products in the market utilised touch gestures to achieve communication be-
tween human and robot animals like [22].

longsighted by [23], most of human daily communications are expression by different
kinds of body language, most of which we do not even notice. For example, when we see
a person walking haltingly, we will know she/he is an old person even if we are behind
him/her. There are also some kinds of body languages that we do not notice ourselves,
like some specific way of moving or using our arms and legs. Some actions may be habits
from childhood, while others may be caused by disease. For example, because of joint
wear over time, older people may have difficulty moving around, and they may not notice
the changes themselves. The recognition of chronic pain will help cure such diseases.

Even in communication by languages, research has shown that facial expressions play an
important part [24] [25]. When we say the same word with different facial expressions,
the meaning may be totally opposite. This is also one of the most important parts of
HCI. It is one of the hottest topics in the research area for robots to recognise and imitate
human facial expressions. The application for Facial Expression Recognition (FER) has
been explored for many years. Most applications are in the entertainment field. Interactive
movies [26] are one of the most excellent ideas. There are also lots of applications for
games and in many other areas.

1.2 Motivation

The core issues of A.I. include the ability to structure, know, plan, learn, communicate,
perceive, move and manipulate objects that resemble or even transcend people. One clas-
sifies of A.I. [27] divides A.I. to weak A.I. and strong A.I. Weak A.I. is focused on one
narrow task which are most currently A.I. systems. Strong A.I. refers to a machine that
have flexible and skillful behaviours like human beings or have awareness of ideas and
self-awareness. Strong A.I. is still the long-term goal of the field. At present, strong A.I.
has already achieved initial results, and even in some aspects of video identification, lan-
guage analysis, board games, etc., the ability to surpass humans has been achieved. The
versatility of A.I. indicates that all these problems can be solved. The same A.I. program
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can directly use existing A.I. to complete the task without re-developing the algorithm,
which is the same as human processing ability. However, it takes time to achieve inte-
grated A.I. with thinking ability. The more popular methods include statistical methods
to calculate intelligence and the traditional meaning of A.I. Many tools apply A.I., in-
cluding search and mathematical optimisation and logical deduction. Bionics, cognitive
psychology and algorithms based on probability and economics are also being explored.

Among all these effort on weak A.I. to achieve a glance of strong A.I., this thesis try to
make some negligible breakthrough on human behaviours recognition based on sequen-
tial data. The human behaviours mentioned here include touch gestures, micro gesture,
body movements,3D facial expressions and real-time facial expressions.

In touch gestures recognition, the exist state-of-the-art is more focused on one single
dataset and doesn’t have versatility. Like [28] has the best performance in CoST dataset
but poor in HAART dataset; [29] has the best performance in HAART dataset but not
suitable for CoST dataset. The research gap of this thesis is to propose a general method
have good or even best performance in both dataset.

In micro-gesture recognition, the current method is not accuracy enough.This thesis pro-
posed a better method based on the modification of base-line and achieved a best recog-
nition accuracy.

In lower back chronic pain related body movement, the current works are already having
a high recognition accuracy. But the recognition based on detecting the body movement
for a long period of time and only recognise one result, have pain related behaviour or
not. It could not recognise when the pain related behaviour starts and end. The detection
of details including the starting and ending of pain related behaviour would be helpful for
the research of pain related body movement.

In 3D facial expression recognition, the exists methods are focused on using powerful
deep learning tools analysis whole 3D facial data to achieve high accuracy. It would be
resource expense and low effective. The research gap in this thesis is to divide the raw
facial data into dynamic part and statistic part to achieve the goal of saving calculation
resources.

In real-time facial expression methods, the gap of research is to find a balance solution on
recognition accuracy and the speed of the whole system to achieve the goal of real-time.
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1.3 Research question

To recognise different human behaviours, many different kinds of A.I. technologies, pat-
tern recognition and machine learning methods would be applied. Here A.I. technology
refers to machines have high ability on solving single mission, some even better than
human beings[11]. According to recognise these different kinds of human behaviours,
these behaviours should be translated to some information that computers or machines
can recognise, which is called pattern[30]. The mathematical models or neural networks
utilised to achieve the pattern recognition are called machine learning[30].

Using machine learning to achieve human behaviour recognition, there are several re-
search questions should be solved. There should be a balance among computing time,
performance and calculation resources expense. Normally, the performance has a posi-
tive correlation with computing time and calculation resources. When aims to increase
recognition accuracy, like in 3D facial expression recognition, complex deep learning net-
works would be applied; when aims to reduce the computing time, simply CNN network
would be utilised like in real-time facial expression recognition.

1.4 Aim and objectives

The aim of the research is to develop new systems for automatic recognition of human
behaviours, especially from human gestures and facial expressions. Depending on the dif-
ferent tasks, the recognition systems will be slightly different, but the basic construction
is similar. The basic method for recognizing human behaviour is a combination of feature
extraction and machine learning. In order to carry out the research and compare it with
other researchers in the world, different human behaviour public datasets will be used.
Especially, due to the complexity of the human behaviour, the research here is restricted
on sequential recording data where the whole process of the behaviour is fully recorded.
In these data, the dynamic information is the key for exploring.

In order to achieve the above aim, the objectives are set as the followings:

• Gesture recognition identifies human gestures through mathematical algorithms and
machine learning methods to recognize gestures with computers. Gesture recogni-
tion can come from the movement of various parts of the body, but generally refers
to the movement of the body and hands. Gesture recognition can be considered a
means of letting the computer understand the language of the human body. There-
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fore, HCI is not only the text interface or the users image interface, but also is
controlled by the mouse and keyboard. Among all the HCI methods, gesture recog-
nition is more accurate and stable.

In touch gesture recognition, the objective is to develop a system to recognize touch
gesture with better accuracy. The system includes multiple features extraction, high
accuracy machine learning, feature selection and fusion. The comparison of sys-
tems with and without these pre-processing and post-processing features will ex-
plore the necessity of these methods. Also, the system will consider generation
because there are two datasets in the Social Touch Database. A more generic sys-
tem will be more practical in more situations of touch gesture recognition.

• In micro-gesture recognition, the objective is to recognize holoscopic 3D micro-
gestures in a video-based dataset and an image-based dataset. Comparing both
angles of recognition will develop a better method of holoscopic 3D micro-gestures
recognition.

• In body movement recognition, the dataset of body movement and Electromyogra-
phy (EMG) is collected from 22 participants with widely varying ages and of both
genders. Each participant did different exercises several times, including one leg
stand, sitting still, reaching forward, sitting to standing, standing to sitting, bending
and walking. To recognize and detect Chronic Lower Back Pain (CLBP) continu-
ously is the first step of pain management. The automatic detection of CLBP can
provide long-term, continuous detection of chronic pain and supplement medical
treatment. This is a research area strongly related to emotion detection and affec-
tive computing. Behaviours indicating chronic pain include guarding, hesitation,
bracing, abrupt action, limping and rubbing. Any of these can indicate the exis-
tence of chronic pain.

• FER has been developed for many years. Comparing with traditional methods like
SVM, k-NN, the recognition accuracy on FER using deep learning methods are
much better, such as Convolution Neural Network (CNN) and Deep Neural Net-
works (DNN). The resource of calculation for deep learning is huge, so it is neces-
sary to find a way to use deep learning methods more economically.

In 3D FER, dynamic extraction process will be discovered before deep learning. It
will take lots of time for deep learning to act directly on 3D data, but using deep
learning methods on texture maps and depth maps separately saves lots of time.
To increase the accuracy of recognition on both maps, a latest Tensor Compressive
Measurements (BSCM) method will be considered.
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• In real-time FER on interactive movies, the objective is to build a practical real-time
FER system with acceptable accuracy and speed. A simple CNN has been applied,
and many practical modifications have been utilized. The objective is to make a
usable interactive movie system and exhibit it in public. The practical entertainment
system also can prove the effectiveness of using FER in real life.

1.5 Thesis contribution

The contribution of this thesis is mainly about building different automatic recognition
systems to detect or recognize human behaviours. Those human behaviours have some
common points in that they are all dynamic behaviours and they all also have some dif-
ferences.

• An automatic touch gesture recognition system has been proposed, including pre-
processing, multiple feature extraction, feature selection, pattern recognition and
fusion. Both statistical and video features were extracted, including Motion Statisti-
cal Distribution (MSD), Spatial Multi-scale Motion History Histogram (SMMHH),
Binary Motion History (BMH), Statistical Distribution (SD) and LBPTOP. Two
powerful machine learning methods, Random Forest (RF) and multiboosting, have
been utilized. A Sobel edge detection is utilized as pre-processing, and a Minimum
Redundancy and Maximum Relevance (mRMR) feature selection is used to reduce
the dimension of features after feature extraction. A decision-level fusion method
Hierarchical Committee (HC) has been used as a post-processing tool to combine
all the predictions.

• An automatic 3D micro-gesture recognition system has been proposed and tested on
a Holoscopic Micro 3D Gesture (HoMG) dataset for which a holoscopic 3D video
was recorded and annotated. A new system including frame selection by score
has been proposed on the video-based dataset. Video-based recognition used Lo-
cal Binary Patterns from Three Orthogonal Planes (LBPTOP) and the Local Phase
Quantisation from Three Orthogonal Planes (LPQTOP) as feature selection and
Support Vector Machine (SVM) as machine learning. Then, a non-linear SVM has
been applied and the recognition accuracy is improved comparing with baseline and
state-of-the-art.

• An automatic body gesture recognition system has been proposed to help older
people with CLBP. The proposed system can recognize the behaviours of CLBP pa-
tients, like abrupt actions and guarding. A new two-stage machine learning method
has been proposed that combines k-nearest neighbour (k-NN) and Hidden Markov
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Model (HMM) and achieves a better recognition performance of body gestures than
traditional methods.

• A 3D feature expression recognition (FER) system has been proposed to achieve
better performance on the most popular posed face 3D FER dataset, Bingham-
ton University 4D Facial Expression (BU-4DFE). A latest Background Subtraction
method was applied based on tensor for pre-processing to extract the dynamic infor-
mation on the face. This is the first utilized Tensor BSCM on FER. A deep learning
method (e.g. Dynamic Image Net) is used on the dynamic facial information. A
comparison between with and without Background Subtraction is made to prove
the effectiveness of this method.

• A real-time FER system was built for an interactive film system. In the proposed
automatic emotion recognition system, CNN has been used as feature extraction,
and SVM is used for classification. The real-time system has been prototyped and
exhibited on several occasions. In the final system, several practical problems have
been considered, including brightness control and the right face selection from all
of the audience. That has improved the accuracy of the practical application.

1.6 Thesis overview

This thesis has eight chapters. The first chapter, the introduction, which is this chapter,
includes the background, research questions, motivations, aims and objectives of my re-
search.

The second chapter is the literature review.The general human behaviour analysis meth-
ods were reviewed and the existing human behaviour recognition systems were addressed
in term of feature extraction, feature selection, classification and fusion.

In chapter 3, an automatic social touch gesture recognition system is proposed that con-
tains edge detection, multi-feature extraction, feature selection, classifier and decision-
level fusion 5 sections. The Social Touch dataset has two parts, the Human-Animal Af-
fective Robot Touch (HAART) dataset that contains 7 different touch gestures and the
Corpus of Social Touch (CoST) dataset that contains 14 gestures. The proposed system
achieves best results on both datasets. Also, it is not a deep learning method and saves
calculation resources.

In chapter 4, an automatic micro-gesture recognition system is proposed. The basic con-
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struction of this system is similar to an automatic social touch gesture recognition system.
The differences include using LPQTOP feature extraction and non-linear SVM classifier.
The proposed system considers non-linear characteristic of features and achieves the best
accuracy among all the publications.

In chapter 5, an automatic body gesture recognition system is proposed. This system can
detect unnatural body movements caused by CLBP frame by frame. The advantage of
detecting chronic pain frame by frame is that when utilized in real life, the system can
be easily transformed into a real-time automatic CLBP detection application. Also, this
system verified the performance of a Two-Stage Classifier (TSC) method by combining
k-NN and HMM.

In chapter 6, an FER system on 3D dynamic dataset is proposed. The dataset utilized is
the most popular posed 3D facial dataset, BU-4DFE. Already, some very accurate results
have been achieved with this dataset using deep learning methods. The proposed system
in this chapter is not the best in terms of performance, but it verified that BSCM, which
has been used widely on video processing, can be used in facial recognition and can im-
prove performance.

In chapter 7, a real-time FER application using deep learning is proposed. This appli-
cation is installed in a real-life entertainment system. The application contains several
pre-processing modules for use in real life, including face detection, face selection and
brightness controlling. The proposed system is a good example of academic technology
combined with industry application.

Finally, the last chapter is the conclusion and future works.
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Chapter 2

Literature Review

2.1 Human behaviour analysis

Human behaviour is the response of human being opposite the stimuli from environment
or internal bodies. Including all the human-related body movements and observable emo-
tions. With the development of A.I. technology, human behaviours are important not only
in human social communication, but also in intelligent HCI. HCI is defined as a disci-
pline concerned with the design, evaluation and implementation of interactive computing
systems for human use and with the study of major phenomena surrounding them by the
Association for Computing Machinery. It involves study, planning, design and uses of
the interaction between users and computers. The aim of HCI is to improve interactions
between users and computers by making computers more usable and receptive to users’
needs. A long-term goal of HCI is to design systems that minimise the barrier between
humans’ mental model of what they want to accomplish and the computer’s support of the
users’ tasks. In HCI studies, the most commonly used human behaviours include voice,
gesture, facial expression and some physiological information like heart rate, body tem-
perature and Electroencephalography (EEG)[31]. Surpassing ordinary HCI, Intelligent
HCI also seeks to explicate the mechanisms of human perception, cognition and action.

In this research, I not only target physical human behaviour like different type of gestures,
but also advanced human behaviour like human emotion from facial expression. Gestures
are the most commonly used human behaviours when humans communicate with each
other. There are studies that show that most of our communication information is given
by gestures, including body gestures and hand gestures. Facial expression is the most used
modality to capture human emotion. These two are the most used ones for intelligent HCI.
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2.1.1 Human gesture behaviour

In the area of computer science, gesture recognition is a topic using mathematics algo-
rithms to recognise human gestures. It could to applies to recognise several different
kinds of gestures including touch gestures and micro-gestures which would be introduced
later[32].

Many methods has been proposed to detect gestures, like building 3-D models or detect-
ing the track of hands or body movement. According to different kinds of data input,
gesture recognition modelling could be divided into 3 types approximately: 3D model-
based algorithms, skeletal-based algorithms and appearance-based models. Among these
3 types of modelling, 3D model-based algorithms and appearance-based models are most
common used as it would be easy to achieve dynamic tracking of hand gestures and hand
gestures has been most important part of traditional gesture recognition [33].

In this thesis, three types of human gestures will be investigated: 1). Touch gesture that
records human finger movement; 2). Hand micro-gesture that is used to control small
devices like watches in the Augmented reality (AR) and Virtual reality (VR) immersion
experience; 3). Body gesture that is normally used in the analysis in sports or health care.

Touch gesture

Touch gesture refers to how human hands response and interactive on a directly contact
surface[34]. My research of social touch gesture started with the Social Touch Challenge
2015 [35]. Touch gesture is a gesture touch on a surface, usually an entity screen, using
more than one finger. Sometimes touch gesture would also include the touch of palm.
Touch gesture on controls often have some predefined motions such as rotating [36].

Touch gesture has been widely used in controlling mobile interface as the development of
smartphones. The earlier screens are only support one touch point [37], which can hardly
support touch gesture technology in these system. The most common used touch gesture
technology on smartphones is Multi-touch, which was first introduced by stumpe [38] and
make touch gesture control possible.

Besides physical touch on entity screens, touch gesture can also been used on visual sur-
face. Like in optical touch technology, the cameras or sensors would capture the scatter or
reflection of light caused by touch gestures. There would not be any entity touch screens
or walls exists [39].
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As the development of touch gesture technology, touch gesture has been used in many
HCI systems not limited on smartphones or tablets controlling system. In Kanevsky et
al. [40], a touch gesture based interface for motor vehicle has been proposed to control
motor vehicle. In Zhou et al. [41], a wearable device with visual touch gesture controller
has been proposed. In Knight et al. [42], social touch gesture is used in sensate robot to
achieve interactive with kids as a visual pet.

Hand micro-gesture

Micro-gesture refers to using some defined micro movement on hands to achieve some
specified objective like controlling or recognition[43]. Because of convenience and effec-
tiveness, hand micro-gestures have been used in many control systems. Many controllers
utilizing hand micro-gesture have been developed. For example, virtual keyboard used
micro-flick [44], Nod used micro-tap gesture and Soli used micro-slide gesture [45].

In [46], hand micro-gesture was utilized in wearable module, fusion with environmen-
tal module and in a control system in a vehicle. In [47], the control system utilized hand
micro-gestures in the car combined with speech and eye detection. Many application have
used micro-gestures in a car, like [48] and [49].

All the literature suggests that one big use of micro-gesture is in cars because it is in-
convenient for large scale movements. The other usage of micro-gesture is in wearable
devices, as in [4]. Lots of experiments have been based on this dataset, like [50] and [51].

Body gesture

Body gesture is one kind of para-language refers to a way of using body movements or
movements to replace or assist in the communication of voice, verbal or other commu-
nication. Body gesture is an important communication of human beings, including the
movement whole body or any part of it. The science used to understand and explain body
gestures also been called kinesics [52] and first being introduced in [53]. Body gesture
doesn’t have a strict grammar or an absolute meaning like sigh language, the explanation
of it should be interpreted broadly.

On the other hand, the usage of body gesture has been increased as the development of
HCI technology. Some wearable equipment has been developed like [54] and [55] using
body gesture as a controller. A smart TV system use body gesture controller has been
proposed in [56].
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Besides the using as a controller, other research like [57],[58] and [59] showed that au-
tomatic body gesture recognition can be used to treat CLBP. The detection of CLBP is
achieved by recognizing unnatural body gestures, like guarding behaviour and hesitating.
There are already some studies on detecting CLBP body gestures in [60].

2.1.2 Human emotion behaviour

According to some psychologists’ studies, the multi-model judgement of human affect
such as combinations of facial expression, sound events, body movement and gestures
have advantages over using a single model like using visual or audio only. On the other
hand, some studies have shown that facial expression is the most important among all the
affective recognition methods [61] [62], although some linguists have different opinions
about the importance of audio and vision.

Modelling of emotions seems to be a widely debated and interdisciplinary issue. Al-
though many models exist, audio emotion recognition is mainly divided into discrete and
continuous models [63]. In the discrete case, the emotions are divided by different verbal
descriptions. The most common model is the basic emotion model and list of adjec-
tives. Firstly, researchers introduced a set of primary emotions like happiness, sadness
and anger, and then their combinations can change to other emotions [64]. The model has
been challenged as compared to emotional preferences to learn physiological responses,
such as being directly connected to neurological research in special areas of brain activity
in which lie a particular set of basic emotions. Some researches show the connection of
active edge or paralimbic belonging to a basic set of emotions [65].

The list of adjectives model group was set at a distinct emotional state, each correspond-
ing to a set of synonyms for mood [66]. Many studies also propose to extend the list
of adjectives model with some different emotional states [67]. On the other hand, the
continuous emotion model is a result of a series of basic emotional feelings to consider,
such as arousal and valence. These values are represented as an orthogonal coordinate
system of continuous emotional states. Specific emotions in this coordinate system are
represented as specific vectors. Although usually the number of axes is 2, which is a 2D
representation or coordinate system, some researches have more dimensions and changed
the coordinate system to a 3D coordinate [68]. Typical affective states used as axes in
a 3D space are valence, arousal and dominance. However, the two-dimensional model
can be considered one of the advantages of 3D space because it reduces complexity [69].
Through the cluster or qualitative dimension, representation is quantified by describing
the relevant points arising from the use of verbal labels to describe the emotion value.
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Words used to express different emotions or the same as the former are used as labels,
which are the same as circle indicator points. The schematic of 2D Emotional Graph is
shown in Figure 2.1

Figure 2.1: Schematic of 2D Emotional Graph [1]

The value of continuous space between the discrete space qualitatively describes the re-
lationship between, but still have not found a quantitative relationship. In the continuous
model, there is no emotional state to define the values that can be mapped to a discrete
model of independent emotions. An exception is the case of 2D space into different quad-
rants. A continuous 2D model in a quadrant describes more than one discrete emotion, but
no reports of an actual value can be used to quantify group arousal and emotional valence
values, which are distinct and separate [1]. In addition, studies have shown that emotions
had previously classified the 2D plane as uncertain, but the ambiguity of the situation can
be resolved by continuous process, assuming that the value of each 2D graph is a distinct
emotional state and not in a separate denomination of any text description [70].

Affective computing [71] is an interdisciplinary field concludes computer science, psy-
chology, and cognitive science and aims to develop a system could recognise, interpret,
process, and simulate the effects of human beings. Affective computing could be po-
tentially applicable to multiple fields, including neuro-science, sociology, education, and
psychology. One of the most important and common applications is HCI. Affective com-
puting expands HCI by including emotional communication together with appropriate
means of handling affective information. HCI could be improved by having computers
naturally adapt to their users when communication about when, where, how, and how
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important it is to adapt involves emotional information, possibly including expressions of
frustration, confusion, dislike, interest and more.

Recently, affective computing has become an important method in the research of psy-
chology, cognitive science, computer science and many other areas. Also, affective com-
puting is an important part of human computer communication. Computer design in the
next generation should focus more on natural human expressions like facial expressions,
sounds (including voice and sound events like coughs and laughs), gestures and body
movement. There are two directions in affective computing area. One is detecting and
recognising human emotions, and the other is designing computers innate or simulating
emotions[72]. In this literature review, we focus on the former.

In the early works of affective computing, the most common ways for using it were train-
ing and testing on series of deliberately affective expressions rather than natural expres-
sions. Thereafter, many works until recently focused on spontaneous expression of hu-
man emotions. In the early works, scientists recognised a series of basic expressions
[73]: anger, disgust, fear, happiness, sadness and surprise. These emotions are present in
Plutchik’s Wheel of Emotions shown in Figure 2.2.
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Figure 2.2: Plutchik’s Wheel of Emotions [2]

Then, in the 1990s, the basic emotions were expanded to include another 11 emotions
[64]: amusement, contempt, contentment, embarrassment, excitement, guilt, pride in
achievement, relief, satisfaction, sensory pleasure and shame. Some of these emotions
are not expressed by facial muscles. But at the International Workshop on Emotional
Representations and Modelling for HCI Systems [ERM4HCI] [61], Klaus R. Scherers
presentation showed that strong emotions such as fear is rare in daily life and subtle
emotions such as interest and regret are common. He also suggested promising ways to
recognise subtle emotions in natural settings with facial cues and semantic rule structure.
In the early works of affective computing, scientists used a single model for detecting
emotion and recognition such as images and voice signals only. Recently, many works
have also used multi-model recognition [74].

Ways to detect and recognise emotions include capturing speech facial expressions, body
posture and gestures, heart rate and body temperature. Through analysing the character-
istics of speech signals, such as speech patterns, vocal parameters and prosody features,
one can recognise emotions. Analysing body gestures and physiological monitoring such
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as blood volume pulse, facial EEG and galvanic skin response is also a way to collect data
to detect emotions.

For classifying different emotions in processing speech data quickly and accurately, a re-
liable data base or vector space model should be built, such as SVM, k-NN and HMM.
Choosing a classifier is important because the appropriate classifier can significantly en-
hance the overall performance of the whole system.

Representing the sequence of speech feature vectors allows the deduction of states se-
quences through which the model progresses. The states can consist of various intermedi-
ate steps in the expression of an emotion, and each has a probability distribution over the
possible output vectors. The states sequences allow us to predict the affective state that
we want to classify. This is one of the most commonly used techniques within the area of
speech affect detection.

Various methods such as HMM, neural network processing, optical flow or Active Ap-
pearance Model (AAM) are also used in combination or fused to detect and process facial
expression. In 1972, Paul Ekman [73] identified six basic emotions: anger, disgust, fear,
happiness, sadness and surprise. In the 1990s, Ekman [75] expanded his list of basic
emotions, adding amusement, contempt, contentment, embarrassment, excitement, guilt,
pride in achievement, relief, satisfaction, sensory pleasure and shame. Speech and face
recognition are also used in conjunction with gestures to detect a particular emotional
state more efficiently.

Studies of vocal affective recognition [76] are also identified mainly by the impact of the
basic theory of emotion. In turn, most of the efforts in this direction aimed at recognition
of basic emotions from a subset of the voice signal. However, some recent studies have
examined speech signal in terms of certain application-dependent affective states. There
is study [76] has investigated detecting fraud, certainty and stress, confidence, confused
and frustrated voice-based analysis, designed to detect trouble, annoyance and frustration.
Some explored voice recognition-based detection performed in empathy.

Emotional identification from audio can be seen in the need to train or ground truth dataset
to indicate emotional A.I. or pattern recognition tasks. The annotations include emotional
patterns in close coordination with the selected emotion label or class. Signal technology
featuring the same dataset is used to extract the appropriate choice and value and feature
extraction of emotional comments, while feedback to the machine learning algorithms
end up with a classification model. Technical characteristics of comments and the final
set of tests are used to evaluate the development model to provide an assessment of the
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classification accuracy [77].

There are many different methods could achieve the goal of emotion recognition, includ-
ing speech recognition, FER and gesture recognition. Especially combined these meth-
ods together, the performance of emotion recognition often could be improved. Gesture
recognition concludes many different kinds, from simple kinds like conditioned reflex
to complex kinds like sign Language. Many gestures could contain emotion information,
like waving arms in exciting situation would be different from waving arms to alarm other
people. So recognise these different emotions contain in different gestures and response
them could be an important progress in HCI[78].

Emotion from 3D facial expression

Facial expressions are the result of one or more actions or states of facial muscles. These
movements express the emotional state of the individual to the observer. Facial expres-
sions are also a form of nonverbal communication. 3D facial expression is collected 3D
data utilise to describe facial expressions[79].

In facial expression detection and recognition, one of the most important and commonly
used methods is the FACS [75], which taxonomies expression of face based on a system
developed by Carl-Herman Hjortsjo [80]. FACS can code nearly all the possible facial
expressions in the human face. It can deconstruct a facial expression into several Ac-
tion Units (AU) that are independent of any interpretation, such as recognizing the basic
emotions according to Emotional FACS (EMFACS), various affective states according to
FACS Affect Interpretation Database (FACSAID) and other psychological states like de-
pression and pain [79].

FACS uses muscles to define AUs, as when they are relaxed or shrunk. It also defines
some Action Descriptors, which are used to distinguish specific behaviours exactly same
as they have for the AUs [81]. For example, FACS can distinguish the insincere smile and
voluntary Pan-Am smile by tracking the movement of zygomatic. Also, the definition of
involuntary Cheyenne smile and sincere are determined by the zygomatic is contracted on
major part or just inferior part [81].

The advantage of 3D FER is more accuracy because the 3D facial data contain more de-
tails. The most popular datasets on 3D FER are BU-4DFE [5] and BP4D [82]. There are
already lots of studies on these two datasets, some of which have achieved really good ac-
curacy. In the development of A.I. technology, the most commonly used 3D FER systems
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are all deep learning methods.

The 3D FER dataset was introduced by Yin, who first proposed a facial expression label
map (FELM) [83] that tracks a 3D facial model by a method called Three Points-based
Pose Tracking [84]. After points tracking, the tracking models are fitted into the 3D
face scan. Based on this method, the Binghamton University 3D Facial Expression (BU-
3DFE) [85] dataset has been built. The same FER performance has been used on the
BU-4DFE dataset. An AAM is also used in a 2D texture map to track feature points
according to [86].

Real-time emotion analysis from facial expression

FER has been developed for years. Although 3D FER is more accurate than normal FER,
the speed of 3D FER is very slow, and it cannot achieve real time currently. It would take
several minutes to process one 3D model with deep learning methods. In that case, when
there is the necessity of real time FER, 2D FER is the first to consider.

Posterity proposed encryption FER based domain uses the local fisher discriminant anal-
ysis achieved as good as ordinary image accuracy. Then, same subspace explained the
same expression has been proposed. Through different emotions projected, new expres-
sions can be generated from the same image[87].

Most of these methods use full face images. Other methods use features extracted from
some specific face patches. The facial image is divided into a plurality of sub-regional and
local features, and then Adaboost is used to improve the LBP histogram for classification
[88].

In other studies, the face has been divided into 64 sub-regions to explore the most com-
mon facial expression active face patch and in particular the special facial expression
active face patch. For multitasking sparse learning methods, they use some patches of
facial features for FER [89]. Based on specific landmark, some studies used eight facial
patches to show the change of skin. However, some patches are not included in the expres-
sion recognition of mouth texture, which is important. In addition, hair on the forehead
occlusion will lead to an error [90]. Some researchers also extracted different scales of
Gabor features from face images and used Adaboost to train and select salient features of
each facial expression. But the location and size of different databases’ trained prominent
patches are different, so a unique standard cannot be used to define the location of the
image expression [91].
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The affective state can also be recognized by speech, both through explicit (linguistic) and
implicit (paralinguistic). Linguistic messages (like the words we use) are rather unreliable
means of analysing affective behaviours and are difficult to generalize from one language
to another [92]. Paralinguistic message researchers have not identified an optimal set of
voice cues that reliably discriminate among emotions. But listeners seem to be accurate
in decoding some basic emotions from prosody [93] and some non-basic affective states
like distress, anxiety, boredom and sexual interest from non-linguistic vocalizations like
laughs, cries, sighs and yawns [61].

Many studies show the correlation between some affective displays (especially prototyp-
ical emotions) [94] and specific audio and visual signals [75]. The human judgement
agreement is typically higher for facial expression modality than for vocal expression
modality. However, the level of agreement drops considerably when the stimuli are spon-
taneously displayed expressions of affective behaviour rather than posed exaggerated dis-
plays. In addition, facial expression and the vocal expression of emotion are often studied
separately [61].

Based on previous studies (temporal dynamics of facial behaviour represent a critical fac-
tor for distinction between spontaneous and posed facial behaviour and for categorization
of complex behaviours like pain, shame and amusement [75]), we may expect that the
temporal dynamics of each modality (facial and vocal [61]) and the temporal correlations
between the two modalities play an important role in the interpretation of human natural-
istic audio-visual affective behaviour. These issues are waiting to be researched. Another
important area is human behavioural signals that are context-dependent (a smile can be a
display of politeness, irony, joy or greeting; what is important is who the receiver is and
who the expresser is [61]).

2.2 Sequential data

For both gestures and facial expressions, the most effective data are sequential data. Se-
quential data is a dataset remain an order of continuously changed sequence, usually is a
video or a series of pictures that change continuously. Sequential data includes dynamic
information of human behaviour, which is very important for automatic system building.
A typical example of sequential data is video data. Video datasets are very common in
FER areas, and some datasets of gestures also have a similar structure to videos.

A most popular published touch gesture is Social Touch dataset [35]. The data is collected
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by a conductive fur sensor, which has 8×8 sensors under the fur and can record the touch
intensity in real-time. Each gesture would last for several seconds. The collected data is
a dynamic change physical signal like some samples shown in Figure 2.3.

Figure 2.3: Samples of touch gestures in 2 seconds [3]

The other dataset using in this thesis is HoMG dataset [4]. The micro-gestures are col-
lected by a Holoscopic 3D (H3D) camera. The whole system is shown in Figure 2.4. The
HoMG dataset is a 3D video dataset. Each gesture is presented by a high solution video.
The gestures are acted in the black frame of the system, and the camera will collect the
videos in two different distances.

Figure 2.4: HoMG data collection system [4]
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Computer-based facial recognition research has evolved since the first Automatic Face
and Gesture Recognition in 1995 [95]. Although there have been a lot of successes in
2D databases and 3D image data, when dealing with low visibility appearance, large head
rotation, subtle skin movements and changes in illumination in different postures, the per-
formance will be noticeably decline.

Due to the limitation of facial surface deformation when evaluating three-dimensional
features in two-dimensional space, two-dimensional images with few features may not
accurately reflect real facial expressions (such as three-dimensional head posture, three-
dimensional wrinkles and deep motions of skin extrusion, and on the cheeks, the area of
the forehead, eyebrows, decree and crow’s feet).

The face is a 3D object, and the expression of facial emotions needs to be realized by 3D
information such as the transformation of the depth and the rotation of the head. Another
major limitation of existing databases is that there are only deductive and posed expres-
sions that differ in time, complexity and intensity of expression. There are currently no
datasets available that contain dense, dynamic 3D facial representations of spontaneous
facial expressions based on Facial Action Coding System (FACS) [75] annotations.

BU-4DFE [5] contains 6 different posed expressions: anger, disgust, fear, happiness,
sadness and surprise. The database collects 101 dynamic 3D data of Asians, blacks,
Latinos and whites aged 18 to 45. The BU-4DFE has a total of 606 videos, each of which
is about 4 seconds long, with a video resolution of 1040×1392. The video shows the
subject’s head and neck. A sample of BU-4DFE is shown in Figure 2.5.
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Figure 2.5: BU-4DFE video samples in texture map and depth map [5]

2.3 Automatic recognition system

A general automatic recognition system consists of 4 main components: signal pre-
processing, feature extraction, pattern recognition and post-processing or fusion.
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2.3.1 Pre-processing methods

Pre-processing refers to some methodology utilise before machine learning and feature
extraction processing aims to extract more effective information or reduce noise from
dataset. Like dimensional reduction, feature selection, sample optimisation, class balanc-
ing, image compression, etc.

Sobel edge detection

Sobel edge detection is an edge detection algorithm widely used in image processing and
computer vision [96]. Technically, it is a discrete difference operator for the operation
gradient approximation of image brightness function. At any point, this image operator
will have its corresponding gradient vector or vector method. Sobel edge algorithm in-
cludes two kernel matrices convolved with the original image to calculate approximations
of the derivatives horizontal and vertical, respectively. As the equation below shows, here
the * represented the 2-dimensional signal processing convolution operation.

Gx =

 −1 0 1
−2 0 2
−1 0 1

∗A Gy =

 −1 −2 −1
0 0 0
1 2 1

∗A (2.1)

In equation 2.1, Gx and Gy represents horizontal and vertical edge detection separately.
Horizontal and vertical gradient of each pixel of the image using the equation 2.2 approx-
imation formulas combined to calculate the magnitude of the gradient G.

G =
√

G2
x +G2

y (2.2)

2.3.2 Feature extraction

Feature extraction refers to constructs information-rich and non-redundant derived values
from an original dataset.It can help with the learning process and the steps of induction,
and in some cases makes it easier for people to better interpret the data. The aim of feature
extraction is to reduce the original dataset to a more manageable ethnic groups (features)
for learning while maintaining the accuracy and completeness of the original dataset[97].
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Local Binary Pattern (LBP)

In automatic FER, one essential step is face alignment, usually done by detecting the
horizontal position of the eyes. The next step is feature extraction, including the very
commonly used LBP and some special methods like MHH [98]. The features selected
affect the accuracy of classification. Facial landmark detection is followed by feature ex-
traction, like using an active Infra-Red illumination along with Kalman filtering to track
facial components [99]. Using both geometric and appearance features can also improve
performance. It is not convenient to determine the position of the eyes to figure out the
initial positions of the facial landmark. It is also feasible for recognizing face AUs of
the lower face by using the relative distance like eye, brow and lip corner and transient
features like wrinkles and furrows [100].

In the simplest case, a simplified Local Binary Pattern feature vector can be calculated as
follows. The detection window is cut into blocks (cells, for example, each block of 16x16
pixels). Each pixel in the block is compared with its eight neighbouring pixels (top left,
middle left, bottom left, top right, etc.) in either clockwise or counter-clockwise order.
The central pixel that is greater than a certain neighbourhood is set to 1; otherwise, it
is set to 0. It won an 8-bit binary number (usually converted to decimals), a feature of
that location. A histogram for each block is computed. At this point, one can choose a
histogram normalized of all blocks of the histogram series that have been a feature of the
current vector detection window. The schematic of LBP is shown in Figure 2.6.

Figure 2.6: Schematic of LBP

Because of the uncertainty of the instability threshold under different lights, it is difficult
to determine the presence of the groove by Canny edge detector, which detects the edge
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by 5 steps. First, use a Gaussian filter to remove the noise and smooth the image. The
larger the size of the kernel, the lower the detectors sensitivity to noise, so the localization
error to detect the edge will slightly increase.

Local Phase Quantisation (LPQ)

The LQP [101] characterizes texture or appearance by using the differences in sign, mag-
nitude and orientation. The proposed LPQ algorithm conclude two stages, learning satge
and inference stage. The LPQ algorithm contains 4 steps: 1. extract local sign informa-
tion by , magnitude information and orientation patterns by using orientation estimation
and quantification; 2. using vector quantisation to learn an S, M and O separate code-
books; 3. utilizing lookup table (LUT) to map sign, magnitude and orientation patterns
into the corresponding codebook; 4. combine 3 different histograms and generate the
feature vector.

Motion History Histogram (MHH)

MHH is a feature extraction method for video based on well-known motion history image
(MHI) [78]. MHI is a feature section that selects the pixels that have changed in the video.
For a M×N video, there is a motion mask D(m,n, :). If the movement does not occur in
this frame, k, the MHI maps the D(m,n,k) as 0. If the motion has happened, the motion
mask is 1. Then we will get a M×N picture, using 0 and 1 to represent whether the pixel
of the video has changed or not.

Unlike MHI, MHH uses a Pi to represent the pixels in the sequence of one pixel in the
motion mask sequence D(m,n). When the 1 in MHI is connected, the Pi shows that i of
1s are connected. Combining all the Pi together for each pattern, we can draw a grayscale
image, and each image is a histogram. The MHH decomposes MHI into different parts.
For the range of i, the larger the i is, the better the motion information that is extracted
[102]. Pi is represented in equation 2.3.

P1 = 010

P2 = 0110

P3 = 01110

. . .

PM = 01 . . .10, which has M o f 1

(2.3)
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CI,k = bI,bI+1, . . . ,bk(1≤ I < k ≤ N) (2.4)

MHHm,n,i = ∑(I,k)χ{CI,k ∈ A{D(m,m, :)}}(1≤ I < k ≤ N,1≤ i≤M) (2.5)

In equation 2.4, CI,k represent a sequence of all sub-sequence in D(m,n) where I and k

represent the start frame and end frame. So the MHH can be represent as equation 2.5.

Fast Fourier Transform (FFT) and Discrete Cosine Transform (DCT)

FFT is an algorithm that calculates DFT sequence or an inverse transform algorithm [103].
Fourier analysis of the signal is converted from the original domain (usually time or space)
to indicate the frequency domain or the reverse over the conversion. Through FFT, the
DFT matrix can be calculated into sparse (mostly zero) quickly to the product of fac-
tors such as transformation. DFT is defined by the equation 2.6, where Xk is frequency
component and xn is time or space component.

Xk =
N−1

∑
n=0

xne−i2πk n
N k = 0, . . . ,N−1. (2.6)

The value of DFT directly based on the equation 2.6 will need to be calculated O(N2)

times; there are N outputs for Xk, and each output needs N terms sum. An usually simpli-
fied theory is equation 2.7. Suppose an M ∗N matrix S can be resolved to a multiply of a
column vector and a row vector.

S =


a1

a2
...

am


[
b1 b2 . . . bn

]
(2.7)

If there are M0 distinct nontrivial values for [a1a2 . . .am]
T and am 6= ±2k,am 6= ±2kan

where m 6= n. Matrix b1b2 . . .bm] has N0 distinct nontrivial value. So there are M0 ∗N0
amounts of multiples in S.

Z[1]
Z[2]

...
Z[N]

= S


X [1]
X [2]

...
X [N]

=


a1

a2
...

am


[
b1 b2 . . . bm

]


X [1]
X [2]

...
X [N]

 (2.8)

From equation 2.8 we can figure out Za = b1X [1]+ b2X [2]+ · · ·+ bnX [N], and for each
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Z, there is Z[1] = a1Za,Z[2] = a2Za, . . . ,Z[N] = amZa. The simplified model can be trans-
ferred as equation 2.9.

S =


a1

a2
...

am


[
b1 b2 . . . bm

]
+S1 (2.9)

S1 is also an M ∗N matrix, and if there are P1 non-zero values in S1, the maximum
amount of multiples of S is M0 +N0 +P1. Assume N = P1×P2× ·· · ×Pk, and among
them, P1,P2, . . . ,Pk are co-prime for each other. The amount of multiples of Pk equals
to Bk, and the DFT and the multiples of N are calculated as: N

P1
B1 +

N
P2

B2 + · · ·+ N
Pk

Bk.
Assume N = Pc and P are prime numbers. If the amount of multiples of N1 = Pa is B1,
and among the n1× n2(n1 = 0,1, . . . ,N1− 1,n2 = 0,1, . . . ,N2− 1), there are D1 values
that are not multiples of N/12 and N/8, and there are D2 values that are multiples of
N/12 and N/8 but not multiples of N/4. So the amount of multiples for DFT in N is
N2B1 +N1B2 +3D1 +3D2.

One of the most common algorithms of FFT is the Cooley-Tukey algorithm [104]. This
method uses a divide and conquer strategy recursively length N = N1N2 Discrete Fourier
Transform (DFT) of length N1 decomposition of N2 a shorter sequence of DFT, and with
O(N) a complex multiplication for the twiddle factors. In the equations below, the WN

is used to represent e− j 2π

N . The WN has characteristics including periodicity W k+N
N =W k

N

and symmetry W
k+N

2
N =−W k

N and assumes m is a divisor of N, W mkn
N =−W kn

N
m

.

According to these characteristics, when calculating yk = ∑
N−1
n=0 W kn

N xn, the sum part can
be divided into two as equation 2.10.

yk = ∑
n=2t

W kn
N xn + ∑

n=2t+1
W kn

N xn = ∑
t

W kt
N/2x2t +∑

t
W kt

N/2x2t+1 = Feven(k)+W k
NFodd(k)

(2.10)
In equation 2.10 Feven(k) and Fodd(k) are two transforms about sequence {xn}N−1

0 in even
and odd separately at N/2. According to these, only N/2 values in front of yk have been
calculated. The N/2 values that are behind can be calculated using the equation 2.11 and
the equation 2.12.

yk+N
2
= Feven(k)−W k

NFodd(k) (2.11)
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yk = Feven(k)+W k
NFodd(k) (2.12)

DCT is a Fourier-related transform that is similar to the DFT, but using only real numbers
[105]. It corresponds to a DCT length that is about twice its DFT. The DFT (because a
real and even function in the Fourier transform is still a real even function of the dual
function of a real) in some deformations requires the input or output position to be shifted
by a half unit. The basic DCT is shown as the equation 2.13 [106].

fm =
1
2
(x0 +−1mxn−1)+

n−2

∑
k=1

xkcos[
π

n−1
mk] (2.13)

The boundary conditions of the equation above include that xn is even around n = 0 and
even around n = N− 1, similarly for xk. The most commonly used DCT defined for all
possible N is the equation 2.14.

fm =
n−1

∑
k=0

xkcos[
π

n
m(k+

1
2
)] (2.14)

At one time, it was thought that it would be more efficient to use a Discrete Hartley Trans-
form (DHT) to process a pure real DFT, but then it was found that for a pure real DFT of
the same number of points, the designed FFT can save more operations than DHT. The
Bruun algorithm is the first algorithm to try to reduce the amount of DFT operations input
from real numbers, but this method has not become popular.

For real input, when the input is even symmetric or odd symmetric, time and memory can
be further saved. In this case, DFT can be replaced by DCT or discrete sine transform
(discrete cosine/sine transforms). Since DCT/DST can also design an FFT algorithm, in
this case, this method replaces the FFT algorithm for DFT design.

Most people who try to reduce or prove the lower bound of the FFT complexity focus
on the complex data input because it is the simplest case. However, the FFT algorithm
for complex data input has a great correlation with the FFT algorithm of real data input,
DCT, DHT and other algorithms. Therefore, if any algorithm has any improvement in
complexity, other algorithm complexity will be improved immediately.

2.3.3 Feature selection

Feature selection refers to a processing in statistics or machine learning aims to build
mathematical model through select subsets in relevant features. Feature selection could
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simplify models, reduce training time and optimised generalisation[107].

Principal Component Analysis (PCA)

Because there are more and more new data instances, deformable models are becom-
ing more popular in facial landmark detecting. The point distribution model (PDM) [108]
represents the shape’s geometry characteristic and inferred geometric variation from some
statistical modes. It has become a standard in computer vision for the statistical study of
shape [109] and for segmentation of medical images [110] in which shape priors utilized
to interpreted of pixels/voxels that are noisy or low-contrasted. The latter point leads to
active shape models (ASM) and AAM representing the object combine models of shape
and texture, and providing results to ASM [111]. AAM is widely used [112], [113], [114]
for facial landmarks with non-rigid detection and tracking. But its performance is poor
in subject independent scenarios. In training dataset, placement the landmarks manu-
ally for construction of the shape model is a process both tediously and time-consuming.
Constrained Local Model (CLM) framework has been proved a better tool for subject in-
dependent facial landmark detection [115].

PCA is a method that can analyse and simplify datasets.PCA is often used to reduce the
dimensional of the features or dataset while keeping the dataset variance that contributed
the most features. Principal components with higher order would be ignored and those
with lower order would be kept. Such low-level components are often able to keep the
aspects with important information of live data. However, this is not certain. Because
the main component analysis relies on the given data, it greatly influences the accuracy
for data analysis [116]. PCA and Linear Discriminant Analysis (LDA) [117] are used as
tools for reducing the dimension and classifying different expression. There are reports
showing that PCA-LDA fusion method can produce a better performance [118].

Minimum Redundancy Maximum Relevance (mRMR)

PCA is a common used feature reduction method, but as the progress of technique, the
performance of PCA are no longer satisfied the requirement of feature reduction and se-
lection. So more and more feature reduction and selection methods has been proposed.
Similar with PCA, mRMR is an algorithm used in feature selection frequently, which
could narrow down the relevant of features and accurate the identify characteristics of
them.

In machine learning, the subsets of dataset have relevant with the parameters in pattern
recognition normally identified as Maximum Relevance. The information or features in
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these subsets of dataset or features often have relevant and also have redundant. mRMR is
desigh to remove the redundant in the subsets of dataset or features. In this way, mRMR
has variety use in many cases of recognition.

There are many feature selection methods, mRMR used a method called maximum-
relevance selection. Features have strongest correlation with the classification objects
would be selected. To achieve the selection, many algorithm like floating selections, se-
quential forward or backward could be utilized. However, the features mutually far away
could have high correlation with each other or classification objects. mRMR has better
performance on these cases and been proved more powerful [119].

2.3.4 Classification methods

Classification methods are one important part of machine learning. Its goal is to deter-
mine which known sample class a new sample belongs based on certain characteristics of
known samples. Classification is an example of supervised learning. Based on the sam-
ples provided by the known training set, the feature parameters are selected by calculation,
and a discriminant function is created to classify the samples. In contrast, unsupervised
learning, such as cluster analysis[120].

RF

RF is a machine learning method that includes many different decision trees. This method
combines bootstrap aggregating and a random subspace method to build decision trees
[121]. It is widely used in classification and regression. The basic steps of building each
decision tree in RF machine learning method are as follows: considering that the whole
number of samples is N and the number of feature vectors is M, for each node of the de-
cision tree, the m feature vectors are used to define a decision results of this node on the
decision tree; with a sampling with replacement in the N samples composing a train set,
predict the deviation with the samples not composed; every node on the decision tree is
determined by these random m feature vectors; and every decision tree is grown by these
steps and utilized in the final classifier.

There are many advantages to using RF as a classification method: it is a rather highly
accurate classifier in many kind of dataset; the various inputs can be very large, and it can
evaluate the importance of each input feature vector; when building a RF, it can evalu-
ate the generalized error with no deviation; it can also estimate the missing data, and if
a large part of data is missing, it still can retain a high level of accuracy; it provides an
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experimental method to detect variable interactions; and it balances the errors in unbal-
anced datasets. In summary, RF is a valuable method in data mining, detecting outliers
and visualization of data [122].

SVM

SVM is a supervised learning model for analysing data in classification and regression
analysis and related learning algorithms [123]. With a given set of training instances,
each training instance is marked as belonging to one or the other of the two categories.
The SVM training algorithm creates a model that assigns the new instance to one of the
two categories, making it a non-probabilistic two linear classifier. The SVM model is
an example of representing an instance as a point in space so that the mapping makes
separate instances of separate classes as broadly as possible. Then the new instances are
mapped to the same space, and the categories are predicted based on where they fall on
the interval. In addition to linear classification, SVM can also use the so-called nuclear
techniques to effectively non-linearly and implicitly map its input into high-dimensional
feature spaces.

Multiboost

Multiboost is short for Multi-class Adaboost. The algorithm is called Stage-wise Additive
Modelling. The first step is giving each feature an average weight. For an n feature sam-
ple, wi = 1/n. Multiboost circles for M times, at m time, find a classifier Tm(x) to fit the
feature weight wi. According to equation 2.15, we find the error in m time represented as
Errorm, which can be used to calculate the reset weight of each features. From equation
2.16, the reset weight of each feature wi can be found by equation 2.17. The output of the
Multiboost system is presented by equation 2.18.

Errorm =
∑

n
i=1 wi ∏[ci 6= Tm(xi)]

∑
n
i=1 wi

(2.15)

αm = log
1−Errorm

Errorm
+ log(K−1) (2.16)

wm
i = wm−1

i exp(αm ∏[ci 6= Tm(xi)]), i = 1,2,3, . . . ,n. (2.17)

R(x) = argmax
k

M

∑
m=1

αm ∏[Tm(x) = k] (2.18)

31



Chapter 2. Literature Review

The algorithm of Multiboost is similar to that of Adaboost, but there are some differences.
The method for calculating the error rate is the same, but for Adaboost, the αm only needs
1−Errorm > 1/K to be positive. The Multiboost algorithm gives error classified data
more weight and combines weak classifiers in a different way to fit a stage-wise additive
model better.

k-Nearest Neighbours (k-NN)

In machine learning area, k-NN algorithm has been proved to be a reliable and stable
classification method. When a feature training with k-NN, an N-dimension space would
be established where the N is the length of the feature vector. Corresponding to all the
samples in the dataset, each one has a label located in this N-dimension space. After
the model has been built, when the k-NN model predicts a new dataset, often called a test
dataset, k-NN would choose those points that have been trained that are nearest to this test
data point. The number of the points that have been chosen is k. Among all the trained
points, which label has appeared most would be identified as the class of the test data. In
a two class classification situation, to avoid two different classes having the same votes,
k usually would be set to an odd number. To make the boards of each class clearer, the
smaller k has would be considered.

Comparing with RF mentioned above, although k-NN would be more reliable and stable,
the performance in classification of it usually is not as good as that of RF. But when con-
sidering the time cost on classification, k-NN has advantage than RF.

2.3.5 Fusion

Fusion in machine learning refers to utilise mathematical models to process multiple clas-
sification or clustering results in one sample based on different features or machine learn-
ing methods into one single output. The aim of fusion is to combine information of
different mathematical models or features together to get the best result[124].

The data fusion methods of affective recognition commonly used include feature-level,
decision-level and model-level fusion. For feature-level fusion, because features usually
come from different modalities and the time scales and metric levels are also different,
the performance of recognition based on feature-level fusion will be affected. One of the
common methods to decrease the influence is normalization, but as the dimensions of
feature vector are increasing, the recognition performance is still being affected.
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Unlike feature-level fusion, decision-level fusion models independently input from differ-
ent modalities and combine these recognitions from single-modal. Decision fusion works
well in conditions in which inputs are independent from each other or do not have any
influence on each other. But when the inputs complement each other, like audio and vi-
sual features of human expression that are seen in a complementary redundant manner to
each other, the performance of decision-level fusion is not as good as that of feature-level
fusion because it may lose some information about mutual correlation between several
modalities.

The number of studies in this direction is increasing, and research affects most existing
audio-visual surveys of recognition of basic emotions from intentional display. Some ef-
forts have been reported from the deliberate display toward the detection of non-basic
emotional states [125]. Related studies conducted on naturalistic data include designing
a system for detecting hunger and pain, as well as sadness, anger and fear, from infant fa-
cial expressions and cries and have investigated separating speech from laughter episodes
based on both facial and vocal expression [126]. The current methods now for audio-
visual affect analysis mostly are based on display of deliberately posed affect.

The data fusion methods of affective recognition currently commonly used include feature-
level, decision-level and model-level fusion. Because features usually come from differ-
ent modalities and the time scales and metric levels are also different, the performance of
recognition based on feature-level fusion will be affected. One of the common methods
to decrease the influence is normalization, but as the dimensions of feature vector are in-
creasing, the recognition performance is still being affected.

Unlike feature-level fusion, decision-level fusion has modelled independent input and
combining these recognitions from single-modal together. Decision fusion works well in
conditions in which has independent inputs or do not have any influence on each other.
But when the inputs complement each other, like audio and visual features of human
expression that are seen as a complementary redundant manner to each other, the perfor-
mance of decision-level fusion is not as good as that of feature-level fusion because it may
lose some information between several modalities. The differece of feature-level fusion
and decision-level fusion is shown in Figure 2.7.
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Figure 2.7: Feature-level and decision-level fusion

Aiming to deal with the problem of decision-level fusion, some researchers has worked
out several model-level fusion methods. Model-level fusion not only uses correlation in-
formation between different modalities, but also handling the data streams is not a serious
synchronization issue. There are many kinds of model-level fusion, like extending this
fusion framework by introducing a middle-level training strategy, under which a variety
of learning schemes can be used to combine multiple component HMMs [127]; present-
ing a tripled HMM to model the correlation properties of three component HMMs that
are based individually on upper face, lower face, and prosodic dynamic behaviours [128];
or proposing an artificial neural network (NN) with a feedback loop called ANNA to in-
tegrate the information from face, prosody and lexical content [96].

Three different approaches all used SVM classifier with 2nd order polynomial kernel
functions. In the first approach, a sequential backward feature selection technique was
used to identify the features from both modalities that maximize the performance of the
classifier. The number of features selected was 10. In the second approach, several cri-
teria were used to combine the posterior probabilities of the mono-modal systems at the
decision level: maximum, in which the emotion with greatest posterior probability in both
modalities is selected; average, in which the posterior probabilities of each modalities are
equally weighted and the maximum is selected; product, in which the posterior probabil-
ities are multiplied and the maximum is selected; and weight, in which different weights
are applied to the different unimodal systems.

Multisensory fusion, including audio-visual data fusion, linguistic and paralinguistic data
fusion, and multi-visual cue data fusion would be highly beneficial for the machine analy-
sis of human affect, but it is just beginning. Studies in neurology on the fusion of sensory
neurons are supportive of early data fusion (i.e., feature-level data fusion) rather than of
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late data fusion (i.e., decision-level fusion). However, it is an open question how one
can construct suitable joint feature vectors composed of features from different modal-
ities with different time scales, different metric levels and different temporal structures.
Simply concatenating audio and video features into a single feature vector, as is done in
the current human affect analysers that use feature-level data fusion, is obviously not the
solution to the problem.

Most researchers choose decision-level fusion, also called classifier fusion. The input
coming from each modality is modelled independently, and these single-modal recogni-
tion results are combined in the end. Various classifier fusion methods (fixed rules and
trained combiners) have been proposed in the literature, but optimal design methods for
classifier fusion are still not available. In addition, since humans simultaneously employ
the tightly coupled audio and visual modalities, the multimodal signals cannot be consid-
ered mutually independent and should not be combined only in the end, as in the case of
decision-level fusion.

Model-level fusion or hybrid fusion aims at combining the benefits of both feature-level
and decision-level fusion methods. However, based on existing knowledge and methods,
how one can model multimodal fusion based on the multi-label multi-time-scale labelling
scheme described above is largely unexplored. Several issues relevant to fusion require
further investigation, such as the optimal level of integrating these different streams, the
optimal function for the integration and the inclusion of suitable estimations of the relia-
bility of each stream. In addition, how one can build context-dependent multimodal fusion
is an open and highly relevant issue. Here, we want to stress those temporal structures
of the modalities (facial and vocal) and that their temporal correlations play an extremely
important role in the interpretation of human naturalistic audio-visual affective behaviour.
Yet, these are virtually unexplored areas of research because the facial expression and vo-
cal expression of emotion are usually studied separately.
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Chapter 3

Touch Gesture Recognition Using

Distinct Features and Decision Fusion

3.1 Introduction

In computer science, gesture recognition identifies human gestures through mathematical
algorithms and machine learning methods with computers. Gesture recognition can come
from the movement of various parts of the body, but generally refers to the movement of
the body and hands. Gesture recognition can be considered a means of letting the com-
puter understand the language of the human body. Therefore, HCI is not only the text
interface or the user’s image interface, but also is controlled by the mouse and keyboard
[32]. Among all the HCI methods, gesture recognition is more accurate and stable.

Gesture and touch are among the most common communication methods by which hu-
mans interact with the environment and each other [125]. When we communicate with
each other, body language encompasses a large amount of information we want to ex-
change. Studies show that gesture and touch will amplify the emotions and information
during human communication [126].

Gesture recognition has been widely used in many devices and areas, including Radio
Frequency Identification (RFID) [129], depth-aware cameras, gesture-based controllers
and many other devices, because of its structural simplicity, universal usability and low
cost [130]. That is another strong reason for developing gesture recognition methods in
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the HCI area.

Gestures are one of the most important communication methods human beings use to
communicate with each other. There are lots of different types of gestures, like sign lan-
guage and military signals. Here we focus on touch gesture, which is a communication
method employing different angles and frequent touches on a surface.

Touch gesture is one of the most important ways we human beings use to communicate
with each other and with other animals. Lots of research has been conducted on simula-
tion touch communication with machines, and some products like robot dogs can respond
to different touch gestures. Robot pets also can be a good solution to ethical arguments
about people having real animal pets.

Touch gesture is also getting more important because of the number of touch pads we use
in daily life. As more advanced screens have been utilized, more gestures can be recog-
nised, and the control of the touchable devices is becoming more convenient.

To develop a better interaction between human beings and robot pets, it is necessary
to research the model of touch gestures when human beings communicate with real pets.
Studies have shown that most of the communication methods we use with pets are through
touch. My research of touch gestures started the Social Touch Challenge. I used the
dataset of touch gestures with my colleagues, and we got the second best results in the
challenge. After the challenge, I kept working on the touch gesture dataset and achieved
more and better results.

In this chapter, I will start with the social touch gesture challenge 2015 [35]. At the end,
I will show some of my latest results from the dataset.

3.2 Related works

Social Touch Challenge 2015 was committed to improving the recognition of touch ges-
ture. The advances of touch-based interaction are among the most important methods to
improve human-robot interaction [33]. A touch gesture dataset has been collected in two
parts, HAART and CoST. In this paper, we use the HAART dataset. The dataset uses an
8×8 accuracy sensor to collect the contact surface data in real time. The contact surface
data are presented by an 88 matrix, and each pixel is a number presenting the strength of
contact.
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The sensor used in collecting touch gesture data of the HAART and CoST datasets is
called a conductive fur sensor. The basic look and construction is shown in Figure 3.1.

Figure 3.1: Pictures of the conductive fur sensor, (a) is basic look of conductive fur touch

and gesture sensor and (b) is basic construction of fur sensor prototype [3]

Many studies have shown that gesture recognition is an intuitive and easy way to achieve
human-robot communication [74]. Especially as A.I. is developing, the human-robot in-
teraction with gesture recognition is becoming a more valuable subject [131].

Some studies also show that using video or image recognition methods on gesture recog-
nition is effective and convenient to operate, for example in [132]. This paper uses two
commonly used image processing methods on a gesture recognition dataset to prove that
sometimes a video feature is better than typical gesture features in gesture recognition.

The best article was presented by the Grenoble System. The social touch gesture database
has two datasets, the HAART dataset and the CoST dataset. The Grenoble System reaches
the highest accuracy on both datasets. Currently, their CoST dataset result is still the
highest. In the HAART dataset, a 3D-CNN method has been proposed, but because 3
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Dimension Convolution Neural Network (3D-CNN) cannot process videos with different
frames, this method cannot be used on the CoST dataset. We have also took part in Social
Touch Challenge 2015 and our article was ranked second.

In the Social Touch Challenge 2015, the winning paper [9] provides many kinds of feature
extraction methods and first introduced Sobel edge detection as a pre-processing method.
Some traditional touch gesture recognition methods have been utilized such as number of
frames, maximum and minimum value of all channels, average value of all channels and
mean pressure over all frames of each column and row.

The Grenoble System is based on deep analysis of social touch dataset and uses a Sobel
edge detection as a filter and a series features extract from temporal and spatial on the
dataset. There are three sets of features: global features, which are the gestures statistics
comprehensively; channel-based features extracted by different channels that absorbed in
different channels’ relationship in spatial and ignore their relationship in temporal; and
sequence features that extract the features of gesture changes temporal.

Basically, the methods are divided into three parts, global features, channel-based features
and sequence features. In group 1, global features, the main idea is to consider the overall
statistical features of touch gestures, for example, the number of frames for each sam-
ple, which is fixed in the HAART dataset as 432; the average, maximum and minimum
pressure for the overall dataset; and the number of frames are blanked in one sample. In
group 2, the main idea is to ignore the relationship between each frame and only consider
the features of the whole gesture sample, such as average pressure for all frames in one
gesture sample and average pressure variation for all frames in one gesture sample. Group
3 includes the features that consider the relationship of sequences. The features include
FFT and DCT.

Another paper [127] presented at the Social Touch Challenge 2015 has provided some
similar features with [9]. But without Sobel edge detection, the final result is only 66.53%
using a RF machine learning method. In addition, [127] provides some advanced points
like considering the touch gesture as video data. Two video features have been utilized
in [127], including LBP-TOP and SMMHH. The final feature was combined with typical
touch features and video features. But without Sobel edge detection, the improvement of
the video feature was not reflected.

Five sets of features have been extracted: SD of pressure surface, which is used to distin-
guish between different areas of different pressures; BMH, which is used to describe the
image of each touch gesture on the 88 frames; Spatial SMMHH on touch dynamic, which
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usually used on video processing for dynamic changes of videos; and LBP-TOP, which is
also a video processing method.

A feature selection method has been proposed, mRMR. It has the advantage than PCA
and the basic theory has been introduced in Chapter 2. In my research after Social Touch
Challenge 2015, I also used this method for feature selection and agree that the perfor-
mance of it is better than that of PCA.

Also, the Grenoble System did a feature evaluation with auto-validation and cross-validation
and calculated the contribution in each feature group. In all, 164 features have been finally
chosen. The testing also proved that the 164 features achieved the best result. The results
of Grenoble system are shown in Table 3.1.

Table 3.1: Classification Accuracy(%) of different features on the CoST dataset [9]

Features Train set Test set

Global features 58.22 52.17

Global features and Channel-based features 66.56 56.81

All features 66.89 58.96

Add Sobel Frames 68.61 60.10

164 features 69.77 61.34

Some samples in the dataset cause confusion, like squeeze and grab, rub and stroke. A
manual sample selection has been utilized. The accuracy increased after the sample se-
lection and has been shown in Table 3.2.

Table 3.2: Overall results on the CoST task [9]

Training data manually selected subset (%) all (%)

SVM 59.91 60.51

RF 61.34 60.81

For the HAART dataset, the highest result is proposed by a 3D CNN system. The arti-
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cle comparing three different deep learning methods and the 3D CNN achieved the best
result. The three deep learning methods are (Long Short Term Memory with Geomet-
ric Moment Features) GM-LSTM, (Long-term Recurrent Convolutional Network) LRCN
and 3D CNNs [29].

Table 3.3: Overall results on the HAART task

Author Method Accuracy (%)

Zhou et al. [29] 3D CNN 76.1

Zhou et al. [29] GM-LSTM 65.3

Zhou et al. [29] LRCN 60.6

Ta et al. [9] Grenoble System on RF 70.9

Ta et al. [9] Grenoble System on SVM 68.5

Gaus et al. [127] Multi-features with RF 66.5

Gaus et al. [127] Multi-features with Multiboost 64.5

According to the results in Table 3.3, among the three deep learning methods, only 3D
CNN is much better than the others. One reason is that the sample of the HAART dataset
is too small. Deep learning methods need large samples to reach high accuracy. 3D CNNs
achieve a very good result, but because of the characteristic of 3D CNNs, they only work
when the frames of videos are the same.

3.3 Touch gesture recognition system

3.3.1 System overview

In this work, there are five steps to processing the dataset: Sobel edge detection as
pre-processing; multiple feature extraction including LBPTOP feature, SMMHH feature,
MSD feature and SD feature; mRMR feature selection, which is used to reduce the di-
mension of features; classification with three different classifiers, SVM, multiboosting
and RF; and HC decision-level fusion, which considers all the classified results of differ-
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ent features and calculates a final prediction.

Before Sobel edge detection and feature extraction, another important step is to analyse
the HAART dataset. After looking deeply inside the dataset, it will be more reasonable to
use video processing methods on this touch gesture dataset. The original HAART dataset
is a 4D matrix that includes the length and height of each frame, which are 8 for both;
number of frames, which is fixed at 432; and number of samples, which is 578 for train
set and 251 for test set.

To process the dataset as a video, the most distinct feature of each touch gesture is their
shape on this 8×8 image. Not only the shape on each frame, but also the shape on time
line is an important feature. For example, the touch gestures ’scratch’ and ’tickle’ are very
similar on the frame level, but as their contract times are different from each other, the
shape on the timeline will be distinguished. The two methods used in this research are
first Sobel edge detection to emphasize the shape of each gesture and then LBPTOP to
extract features from three different planes.

LBP histogram has been utilized in computer vision and image identification areas for a
long time. Based on LBP, a common method named LBPTOP has been introduced and
is widely used in video recognition and facial expression detection. This paper has dis-
cussed the LBPTOP method used in gesture recognition area. The dataset being tested
is the HAART gesture set in Social Touch Gesture Recognition Challenge 2015, which
is not similar to a typical video. To improve the result, another video recognition pre-
processing method, Sobel edge detection, has been utilized. Both LBPTOP and Sobel
edge detection are typical video processing methods that have achieved advanced results
in gesture recognition.

The machine learning system is built based on computer vision method. The basic system
includes three parts: Sobel edge detection, feature extraction by LBPTOP and machine
learning, which includes SVM and RF. The schematic of the whole system is shown be-
low.
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Figure 3.2: Overview of the whole touch gesture recognition system

Basically, the system is divided into five parts: Sobel edge detection, multiple feature
extraction, dimension reduction, classification and decision-level fusion. The first is edge
detection, and the method chosen is Sobel edge detection. The second is feature extrac-
tion, including many different feature extraction methods, like SMMHH and MSD. The
third is feature selection, for which I chose mRMR as my feature selection method. The
fourth is machine learning. I have used three machine learning methods: RF, Multiboost-
ing and SVM. The last is decision-level fusion. I chose HC as my fusion method. The
overview of system is shown in Figure 3.2.

3.3.2 Sobel edge detection

Sobel edge detection utilized here as a pre-processing method. The basic principle of
Sobel edge detection is introduced in chapter 2. The basic idea of using edge detec-
tion method here is processing the data as image data. As the figure in system overview
showed, the original images of gestures have complex waves and difficult to process by
image-based methods. Edge detection method can draw the outline of images and will
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help to process the data as images.

The reason of chosen Sobel edge detection as pre-process method is it has been proved as
a very effective pre-processing method in touch gesture recognition according to the re-
search of Ta [9], which is the winning paper in Social Touch Challenge 2015. The thought
behind chosen Sobel edge detection is to simplify the different areas in touch sensors by
using 1 and 0. It would remove redundant information and increase the cleanliness of
extracted features.

3.3.3 Multi-feature extraction

There are several different features have been chosen in the experiment. Some are tra-
ditional video-based features like LBPTOP feature and MSD features. MSD have been
chosen because it is naturally present the basic characteristics of touch dataset, like aver-
age frames, maximum, minimum, mean, etc. LBPTOP has been chosen because it is a
comprehensive feature to describe a video. An alternative feature for LBPTOP is LPQ-
TOP, which would be applied in next chapter. Here the performance of LBPTOP is better.

LBPTOP feature extraction

Local binary patterns (LBP) were provided by [133] as a feature extracted method in
image processing in 1994. It is a very powerful feature in texture classification, and
combined with the directional gradient histogram, it can be very effective in raising the
detection effect on image datasets. The basic method is comparing each pixel with its
nearby pixels and saving the result as a binary number.

LBPTOP is a video feature modified on LBP that has been widely used on FER and hu-
man action recognition [76]. LBPTOP calculates LBP features in three orthogonal planes,
including XY-LBP, XZ-LBP and YZ-LBP, where X, Y and Z are three directions in the
space and XY, XZ and YZ are three planes in the space. LBPTOP is a feature conclude
LBP feature from these three planes.

LBPTOP has been proved to be an advanced FER method, for example, in [134], [135]
and [130]. Because the touch gesture dataset was collected frame by frame and each frame
is an 88 matrix, it is possible to consider each touch gesture as a video and to extract the
feature from three different planes. The HAART dataset has solid frames for each single
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touch gesture sample, so the three planes of LBPTOP are fixed.

MSD features

Among all these features, MSD feature is extracted. There are 12 features in version 2
features, including minimum, maximum, mean, first quartile, median, third quartile, total
variation, area, interquartile range, variance, skewness and kurtosis.

For both the CoST and HAART datasets, each frame of the gestures is expressed as a 88
matrix. The number of frames for the HAART dataset is solid, and they are all 432 frames,
but the number of frames for the CoST dataset is variable. Thus, we extract features that
can ignore the impact of frames. Therefore, all the features in version 2 are based on the
whole gesture movement of each pixel.

The first three features are minimum, maximum and mean, e.g. in the HAART dataset,
minimum is the smallest number for each pixel in 432 frames. Then we extracted three
quartiles and an interquartile range. Quartiles are numbers in the position of each quarter
(25%, 50%, 75%) when sorting the sequence from smallest to largest. The interquartile
range is the difference of the third quartiles (75%) and the first quartiles (25%). Area
is the area of each pixel moving on the axis of time, specifically, the summation of all
numbers of each pixel in all frames. Total variation is the summation of changes in the
value for each pixel in all frames of a gesture. Variance, skewness and kurtosis are also
calculated by pixels. Variance is based on equation 3.1, skewness is based on equation
3.2 and kurtosis is based on equation 3.3.

Var(X) = E[(X−µ)2] (3.1)
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Figure 3.3: 12 features extracted by MSD

3.3.4 Feature selection with mRMR

The theory of mRMR has been introduced in literature review. mRMR is used to re-order
the features by the correlation of features. By deleted features have low correlation with
others and bad performance on classification, a feature selection process can be achieved
and the performance can be increased.

3.3.5 Classification

There are many classification methods in touch gesture recognition in state-of-the-art.
Among all these classifier, RF is the best, so it has been chosen as the main method. Also,
SVM is chosen to be a comparison as a common classification method as in paper [127]
and [128], it is usually the second best classifier.

RF

RF has been proved to be an effective method in [127]. Among all those traditional clas-
sifiers, RF has an unique feature selection mechanism and suitable for classify samples
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have long feature vectors. In Social Touch dataset, after multi-feature extracted, the fea-
ture vector can be very large and achieves a number over 1000. So RF is very suitable in
this case and that is also why we choose RF in [127].

SVM

SVM is a very common used traditional classifier and very suitable for a control group of
classifier to verify the performance of other classification methods. Also, SVM has been
proved to be the best classifier in Grenoble System [9] during Social Touch Challenge
2015. The theory of SVM has been introduced in Literature Review.

Multiboost

Like RF, Multiboost was firstly used in [127] and the reason utilized Multiboost is similar
with RF. The feature vector of multi-feature extraction is very long and Multiboost calcu-
late the weight of each feature and after each boost, Multiboost will renew the weight by
calculate the error rate of each feature. With weighted the features, the length of feature
vector would not impact the accuracy too much.

3.3.6 Decision level fusion

After dimension reduction, the features are sending to machine learning processing. We
have tried to combine them directly together in Social Touch challenge 2015 [35]. But it
will be more effective if there is some better way to combine them. One common used
method is decision level fusion. Here I choose a method called HC [136] which has been
proved effective on CNN in FER.

The basic idea of HC is to divided the features into different groups and put these groups
into different levels, which is called Committee here. After calculate the weights of dif-
ferent features in different groups according to the performance of each feature, the pro-
cessing will give them different scores. Then multiply by the scores, the final results will
be calculated by all the features’ predictions.

HC is decision-level fusion. It is a method aimed to improved the results of multi-column
deep neural network (MCDNN) [137]. For decision fusion, there are three widely used
methods: majority voting, median rule and simple average rule. The majority voting
method directly uses prediction category labels and selects the most votes in the category.
Instead of using labels, median rule and simple average rule, it uses continuous intimate
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class or fraction [136].

HC uses a validation-accuracy-based simple weighted average (VA-Simp-WA rule) to de-
termine the importance of the decision as members of the weighted average calculation
and verification of performance distribution rights for fractional weights. In determin-
ing the weights of each committee, HC uses an exponentially to expand the difference
between them. The final ensemble of an m = 1 . . .M member model with a validation
accuracy of Zm and posteriori class probability vector Sm is shown as equation 3.4.

s f inal =
∑

M
m=1(Zm)

1sm

∑
M
m=1(Zm)q

=
M

∑
m=1

dmsm (3.4)

Where a decision weight dm reflects the normalized significance of the model decision of
m, where (0 ≤ dm ≤ 1) and an exponent q is a hyper-parameter to determine how much
the qualified members are emphasized (q > 1) or de-emphasized (q≥ 1). Finally, a class
with the highest value in exponentially-weighted class probabilities is chosen. The basic
schematic of a 3 level HC is shown in Figure 3.4.

Figure 3.4: Schematic of 3 level HC

To bring various mistakes to the better committee, we first built multiple deep CNNs
as individual committee members. Here, the depth model is trained by applying vari-
ous network architectures, using several strategies for external data, and different input
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pre-processing and random initialization. Through these people, we formed a stratifica-
tion committee that uses an exponential weighted average based on effective accuracy.
This exponentially weighted decision fusion is superior to other commonly used collec-
tion methods because it increases generalization capabilities. In addition, the hierarchical
structure does make more reliable decisions under the consensus of each subgroup.

3.4 Experimental results

3.4.1 HAART dataset

The machine learning methods used are RF and Multiboosting. As with [9], RF achieves
the better result on the HAART dataset, 66.53%. The confusion matrix of RF result is
shown in Table 3.4.

Table 3.4: confusion matrix of RF in HAART dataset for social touch gesture recognition

using RF and boosting on distinct feature sets

Labels constant no-touch pat rub scratch stroke tickle

constant 34 0 0 0 0 0 0

no-touch 1 36 0 0 1 0 0

pat 0 0 30 0 1 0 2

rub 0 0 1 16 2 13 0

scratch 0 0 3 17 26 3 24

stroke 0 0 1 2 0 18 3

tickle 0 0 1 1 6 2 7

There are also some good results on another Social Touch dataset, CoST, provided in
[128]. In this paper, researchers divided touch gesture into different groups, such as male
and female, gentle and rough. The results obviously increased in some emphasized touch
gestures; for example, the group ’rough’ achieves better results than the group ’gentle’.
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The basic idea of [128] is to group the train set into 3 different groups according to the
pressure of CoST because the CoST dataset gives an additional 3 labels for each sample
and describes the touch as ’normal’, ’gentle’ and ’rough’. After dataset analysis for each
kind of touch gesture, 54 typical gesture features are extracted, including mean and maxi-
mum pressure over channels and time, different kind of peaks, and contract area and time
for each gesture. This is different from the HAART dataset studies cited in this paper.
The HAART dataset does not have this extra group of labels, so all the touch gestures in
HAART are considered one kind of touch emphasis.

Then 5 different kinds of machine learning methods are used, including Bayesian, de-
cision tree, SVM linear, SVM Radial Basis Function (RBF) and NN. Among all those
methods, SVM-RBF achieves the best results, 62%.

Here, we seek a common solution of recognition of touch gestures as video data. Com-
bined with the advantages of [9] and [127], a method of combined Sobel edge detection
and LBP-TOP is chosen. In chapter 3, both methods will be introduced, and the dataset
will be analysed. Chapter 4 describes the results of the experiments and some compres-
sion. Based on all the results in related works, we choose RF and SVM as our machine
learning methods.

3.4.2 CoST dataset

Unlike the HAART dataset, the CoST dataset has 14 labels, and each touch gesture has a
description of hard or normal that reflects the level of touch gesture on the sensor. The 14
labels are grab, hit, massage, pat, pinch, poke, press, rub, scratch, slap, stroke, squeeze,
tap and tickle. The number of samples in the CoST dataset is much larger than in the
HAART dataset. There are 3524 train samples and 1679 test samples in the CoST dataset.
Another difference between the CoST and HAART datasets is the length of samples. As
mentioned, all the samples in the HAART dataset are 432 frames, but the frames of the
CoST dataset are not fixed. Consequently, some methods like 3DCNN that achieve very
good results on HAART cannot be used on the CoST dataset. In Social Touch Challenge
2015, we used the same method as for the HAART dataset on CoST, although the accu-
racy was less than that of the HAART dataset. The results of CoST dataset is shown in
Table 3.5.
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Table 3.5: Recognition accuracy of each feature and their combination in CoST dataset

Dataset Feature set RF (%) Boosting (%)

training

SD 41.24 41.31

BMH 27.55 28.88

MSD 44.82 44.93

SMMHH 52.68 52.56

LBPTOP 45.65 46.63

Combine 64.52 64.44

testing Combine 59.50 58.19

The experiment is based on the HAART dataset of Social Touch Challenge. The first step
is pre-processing using Sobel edge detection on each frame of touch gesture. Then, we
consider the gesture movement as a video and use LBP-TOP extracted feature.

Two parts of LBP-TOP feature have been extracted. One is after Sobel edge detection,
and the other is extracted without Sobel edge detection. Both results and their combina-
tions are shown in Table 3.6.

Table 3.6: Recognition accuracy of RF and SVM with and without Sobel edge detection

Classifier Sobel + LBPTOP (%) LBPTOP Combination (%)

SVM 72.51 67.73 75.70

RF 71.71 67.33 73.31 - 76.10

The result obviously increases with both Sobel edge detection and LBP-TOP features.
Furthermore, the combination of them achieves the highest result currently. One revision
that should be pointed out is in [127], in which the LBP-TOP is actually only using two
orthogonal planes and the results of LBP-TOP only is 10% lower than when using three
orthogonal planes. In Table 3.7 is a confusion matrix of combined results in RF with a
performance of 75.70%.
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Table 3.7: confusion matrix of RF in HAART dataset for social touch gesture recognition

of combine features using boosting on distinct feature sets

Labels constant no-touch pat rub scratch stroke tickle

constant 33 0 0 0 0 0 0

no-touch 1 30 0 0 1 0 0

pat 0 1 31 0 0 2 1

rub 0 0 2 20 2 3 0

scratch 0 0 0 14 29 0 1

stroke 0 1 2 1 0 29 0

tickle 1 4 1 1 5 2 18

Recognition rate 94% 83% 86% 56% 81% 81% 50%

From the confusion matrix in Table 3.8, and compared with the results in [127] in Table
I, as the edge has been emphasized, the chance of the gestures ’rub’ and ’tickle’ being
recognized as ’scratch’ is dramatically decreased.
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Table 3.8: confusion matrix of LBPTOP features without Sobel edge detection in RF

67.33% and the recognition rate of each label

Labels constant no-touch pat rub scratch stroke tickle

constant 34 0 0 0 0 0 0

no-touch 1 32 0 0 0 0 0

pat 0 0 27 0 0 1 0

rub 0 0 5 16 1 9 0

scratch 0 0 1 16 31 1 28

stroke 0 0 1 1 0 22 1

tickle 0 0 2 3 4 3 7

Recognition rate 97% 89% 75% 44% 86% 61% 19%

Comparing Table 3.7 and Table 3.8 shows that it is obvious that Sobel edge detection
makes a big contribution for distinguishing ’rub’ and ’tickle’ from ’scratch’. That is be-
cause the Sobel algorithm emphasizes the edge both on frame level and time level Then
LBP-TOP features will make a big difference on both levels. For some typical touch ges-
tures, the recognition rate is very high. The recognition for each gesture is shown below.

Except for ’rub’ and ’tickle’, all other distinguished touch gestures’ recognition rates are
over 80%. Whether we consider ’rub’, ’tickle’ and ’scratch’ as touch gestures or a contin-
uous video, it is hard to distinguish these three labels. But they do have some difference
on the timeline. Even on each single frame, their images are similar, and their contract
times are different. That is the improvement of ’rub’ and ’tickle’ recognition with video
processing method.

The challenge includes two datasets, CoST and HAART. The CoST dataset includes 14
gestures: grab, hit, massage, pat, pinch, poke, press, rub, scratch, slap, squeeze, stroke,
tap and tickle. The gestures are registered by a 88 pressure sensor grid that is wrapped
around a mannequin’s arm. The corpus consists of the data of 31 subjects who performed
14 touch gestures in 3 variations (normal, gentle and rough). The HAART dataset con-
tains 7 gestures: pat, contact without movement (press), rub, scratch, stroke, tickle and
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’no touch’. Each touch action was performed on a 10x10 pressure sensor for 10 sec-
onds. To assess feature robustness under realistic operating conditions when installed on
a robotic animal model, each participant contributed gestures with the sensor mounted on
all permutations of 3 substrate conditions (firm and flat; foam and flat; foam and curve)
and 4 cover conditions (none; short minkee; long minkee; synthetic fur). The resulting
dataset includes 840 gesture-captures (12 conditions × 7 gestures × 10 participants).

For the features extracted part, we chose several features, including LBPTOP, SMMHH
and skewness. I was responsible for MSD features. A third set of features aimed to capture
the main trends of the pressure behaviour. Twelve statistical features were extracted from
each sensor sequence F = ( f1, f2, . . . , fL), and conclude minimum, maximum, mean, first
quartile, median, third quartile, area, total variation, interquartile range, variance, skew-
ness and kurtosis. The number of frames is presented as ’L’; the summation value for
different sensor of all frames is presented as ’area’; and the summation values for change
in sensors is presented as ’total variation’. The number of frames for the dataset is fixed
at 432 frames, but the number of frames for the CoST dataset is different.

Based on these works, I have combined with the result of the winner of the challenge.
They have two advantages. One is the Sobel edge detection, and the other is the DCT and
FFT features. Table 3.9 is the results for features using Sobel edge detection.
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Table 3.9: Results of different features with k-NN and RF classifier

Features k-NN (%) RF (%)

DCT and FFT without edge detection 37.1 53.8

DCT and FFT with edge detection 34.7 51.4

DCT and FFT with and without edge detection 34.3 53.0

LBPTOP without edge detection 49.0 69.3

LBPTOP with edge detection 47.0 70.1

LBPTOP with and without edge detection 49.8 72.9

MSD without edge detection 43.8 66.9

MSD with edge detection 44.6 64.9

MSD with and without edge detection 44.6 66.5

SMMHH without edge detection 46.6 56.6

SMMHH with edge detection 55.4 62.9

SMMHH with and without edge detection 50.6 64.5

The results in Table 3.9 show that for some of the features, Sobel edge detection is ef-
fective, but some need to combine Sobel edge detection and original features. Another
improvement is mRMR, because there are too many features when all the features are
combined. It is very important to choose the useful information.

The next step to verify the effectiveness of mRMR by comparing with the results of fea-
ture selection by PCA and results without feature selection. The results are shown in
Table 3.10.
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Table 3.10: Results of PCA and mRMR

Feature
PCA mRMR

k-NN (%) RF (%) k-NN (%) RF (%)

LBPTOP without edge detection 50.6 73.7 50.6 73.7

LBPTOP with edge detection 48.2 68.9 49.4 71.7

LBPTOP with and without edge detection 53.4 69.3 53.4 74.5

MSD without edge detection 44.6 60.6 45.4 66.9

MSD with edge detection 44.6 59.8 44.6 64.1

MSD with and without edge detection 44.6 57.4 44.6 64.1

SMMHH without edge detection 47.0 62.9 55.0 62.9

SMMHH with edge detection 55.8 67.3 54.9 62.6

SMMHH with and without edge detection 52.6 66.1 55.8 65.3

Comparing PCA and results without feature selection, the results of mRMR are obviously
increased. In the touch challenge, the best result is 70.91%. Here with LBPTOP combined
with Sobel edge, the result is much better. But when all the 12 features are combined, the
result is not good enough. So HC has been utilized and the results are shown in Table 3.11

Table 3.11: Results of directly combination and HC

No HC HC

RF k-NN RF

70.92% 60.56% 76.10%

In Table 3.12 is comparison of results of paper [127] [9] and the latest experiment. In
paper [9], the feature extracted method is named distinct feature sets which combined 5
different groups of features. In paper [127] the system is named Grenoble system, which
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combined 3 different groups of features.

Table 3.12: Recognition accuracy for all related work on HAART dataset

Author Method Performance (%)

Gaus et al. [127] Distinct Feature Sets on Boosting 64.5

Gaus et al. [127] Distinct Feature Sets on RF 66.5

Ta et al. [9] Grenoble System on SVM 68.5

Ta et al. [9] Grenoble System on RF 70.9

Zhou et al. [29] 3D-CNN 76.1

Ours Proposed multi-feature system with decision fusion 76.1

According to the comparison of mRMR and PCA in HAART dataset, mRMR has been
proved to be a better solution than mRMR, so in COST dataset, the feature selection
method has been chosen as mRMR. The automatic touch gesture recognition system for
CoST dataset is same with HAART. The classifier used in CoST system is also RF, but
same as HAART, the score calculation in HC used k-NN, and then used RF as classifier.
The result of each step of CoST dataset is shown in Table 3.13.

Table 3.13: Recognition accuracy for CoST dataset

Method Performance (%)

Multi-feature without Sobel edge detection 60.27

Multi-feature with Sobel edge detection 61.17

mRMR feature selection 61.88

HC decision level fusion 62.66

Table 3.14 shows the results published on CoST comparing with our system.
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Table 3.14: Recognition accuracy for all related work on CoST dataset

Author Method Performance (%)

Gaus et al. [127] Distinct Feature Sets on Boosting 58.19

Gaus et al. [127] Distinct Feature Sets on RF 59.50

Ta et al. [9] Grenoble System on SVM 60.51

Ta et al. [9] Grenoble System on RF 60.81

Hughes et al. [138] CNN 42.34

Hughes et al. [138] CNN-RNN 52.86

Hughes et al. [138] Autoencoder-RNN 33.52

Jung et al. [128] SVM linear 59

Jung et al. [128] SVM-RBF 60

Jung et al. [128] Nerual Network 59

Albawi et al. [28] CNN 63.7

Ours Multi-feature with decision fusion 62.66

Compared with other results on CoST, the proposed system is second, but the advantage
is this system has generation and can be used on both HAART and the CoST datasets.
Table 3.15 shows all the best results in both dataset.
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Table 3.15: All the best results in both dataset

Author Method Performance (%)

Zhou et al. [29] 3D-CNN 76.1 in HAART

Ours Proposed multi-feature system with decision fusion 76.1 in HAART

Albawi et al. [28] CNN 63.7 in CoST

Ours Multi-feature with decision fusion 62.66 in CoST

3.5 Summary

The most significant contribute of this pattern recognition system for touch gestures is the
versatility. It can be used on both CoST dataset and HAART dataset and achieved the best
performance on HAART dataset and second best on CoST dataset. On the other hand, the
best methods on both CoST and HAART dataset in state-of-the-art could only be used on
one dataset.

The total result is much better than the one we presented the first time in the competition
[127] and also is better than the winning paper [9]. But both teams were facing the prob-
lems of distinguishing the touch gesture ’rub’ and ’tickle’ from ’scratch’. In this paper, the
typical video processing method is proposed to solve this issue. This can be an initiated
method for solving some similar problems in touch gesture recognition.

Furthermore, it not only works on solving gesture recognition, because there are more
and more recognition problems in many areas. Some methods used in one area may also
be good for issues in other areas. Comparing Sobel with non-Sobel results and results in
Table 3.9, Table 3.10 and Table 3.11, adequate evidence shows the effectiveness of Sobel
edge detection in distinguishing ’rub’, ’tickle’ and ’scratch’.

There are still lots of opportunities to improve the machine learning method. Some of
the latest studies [98][99] have introduced deep learning methods in gesture recognition
areas. With superior deep learning methods combined with features in this paper, the re-
sults should be improved a lot.
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When we took part in the competition, as in [80], 5 parts of features had been extracted.
But because of lack of good feature selection methods, different features were in conflict
with each other, and the combination of all features did not achieve as good results as we
expected. Here, only LBPTOP is used, and the result is relatively stable. But if there is
a good method of fusion or feature selection, the combination of video feature and touch
gesture feature will achieve a better result.
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Chapter 4

Holoscopic 3D Micro-gesture

Recognition based on LPQTOP and a

Non-linear SVM classifier

4.1 Introduction

As discussed in chapter 3, touch gesture is widely used on many devices like pads and
smartphones. All these operations are applied on a surface. Like the processing of HCI
devices, the latest wearable devices need more accurate kinds of gestures. I will now dis-
cuss micro-gestures.

Micro-gestures are an important part of human behaviour automatic recognition. Unlike
touch gestures, micro-gestures are more difficult to detect and recognize because they
are more similar to each other. It is better to have more distinct micro-gestures, like 3D
micro-gestures, to research than a static image of micro-gestures or normal videos.

Micro-gestures are defined by users’ actions with small variations, and they have also
been defined as micro-interactions. Because the variations of micro-gestures are very
small, they allow fast and continuous interactions with productive tools. They offer some
advantages for use on interactive equipment like tablets and wearable devices.
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To recognize micro-gestures more clearly, the H3D camera is used. H3D sensors have
unique abilities to capture RGB images as well as depth information. The data captured
are full HD videos. The basic construction of an H3D camera is shown in Figure 4.1.

Figure 4.1: Construction of H3D camera [4]

Based on the research on touch gesture in chapter 3, these two kinds of gestures have
many common characteristics. They both show some characteristics like videos, and they
both need to extract dynamic information from videos. The most natural and common
idea is using LBPTOP feature as in chapter 3. Also, a better method called LPQTOP has
been described by [139], [140] and [141]. It achieves better performance than LBPTOP
on image processing.

In touch gesture experiments, lots of classifiers have been utilized, including RF and
SVM. RF has been applied because there are 7 different groups of features and RF has
a selection process that can choose the most effective features. Linear SVM makes a
simple linear separation between classes and ignores the non-linear relationship between
classes. So in 3D micro-gesture experiments, I used both LBPTOP and LPQTOP as
feature extraction and both linear SVM and non-linear SVM as classifiers for comparison.

4.2 Automatic 3D micro-gesture recognition system

After finishing the baseline of HoMG, I have tried to increase the performance of this au-
tomatic 3D micro-gesture recognition. In my previous work in HoMG, I have considered
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the problem by viewing whole videos. When considering the problem from images, we
will find in some stages micro-gesture videos. The three gestures are distinctly different,
but there are also lots of frames in all three gestures that look very similar.

The new system considers lots of classification methods and different feature extraction
methods. The first step is to reduce the resolution of videos, because high-resolution
videos will require huge computing resources. The reduced resolution is 38×66, which
is enough for image and video processing. The second step is feature extraction. In
my system, feature extraction is divided into two parts. One is deep feature, and the
other is LPQTOP and LBPTOP feature, which have both been proven very effective in
video-based recognition. The third step is classification. I have compared lots of different
classifiers, including different SVM and trees. Through comparing different prediction
accuracy, I found the non-Linear SVM to be the best one. The overview of the system is
shown in Figure 4.2.

Figure 4.2: Overview of automatic 3D micro gesture recognition

4.2.1 Pre-processing

As the resolution of the videos is very high, 1080×1920, to directly use the original video
will spend huge amounts of computing resources. It is natural to consider reducing the
resolution and it would be easy for computer to process.
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4.2.2 LBPTOP and LPQTOP feature extraction

The LQP characterizes texture or appearance by using sign-based, magnitude-based and
orientation-based differences. The procedure of the proposed algorithm consists of two
components: the learning and inference stages. It includes four stages: (1) three kinds
of information (local sign, magnitude and orientation patterns) are extracted from the
image, in which a local orientation pattern is realized by using orientation estimation and
quantification; (2) three separate codebooks (O, S and M, respectively) are learned by
using vector quantisation; (3) the sign, magnitude and orientation patterns are mapped
into their corresponding codebook by using lookup table (LUT); and (4) three histograms
are concatenated into one vector. The inference stage consists of all stages except the
second. The schematic of LPQ is shown in Figure 4.3. Similar to LBP and LBPTOP,
LPQTOP is LPQ on three different directions of LPQ.

Figure 4.3: Schematic of LPQ [6]

4.2.3 Non-Linear SVM classifier

The basic idea for non-linear SVM is to project data into a higher dimension. Applied
optimal hyperplane algorithm in new space for some data is not linearly separable. The
basic step is to define a φ , calculate φ(x) for each training sample and then find a linear
SVM in feature space. The basic idea of Non-linear SVM is shown in Figure 4.4.
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Figure 4.4: Schematic of non-linear SVM [7]

4.3 Experiments

4.3.1 HoMG database

This dataset is collected using a H3D camera by Liu [4] at Brunel University. Three
micro-gestures were captured, Button, Dial and Slider. In all, 50 subjects’ micro-gestures
have been collected, 33 males and 17 females. In the final HoMG database, 40 subjects
have been collected. The 3D micro-gesture has been collected from both left hand and
right hand. The camera has been set at two different distances, 45 cm for close and 95 cm
for faraway. Two different colours of background have been used, white and green. The
length of a video is between 2 and 20 seconds, and the resolution of videos is 1902×1086.

For each subject, there are 12 videos. They are collected by separate right and left hands,
far and close for distance, green and white background and 3 different micro-gestures,
Button, Dial and Slider. The whole dataset includes 600 3D videos. The experiment has
been done by independent subject. The subject has been divided into 3 groups, train set,
development set and test set. In the baseline experiment, only train set and development
set have been used. An example of video-based micro-gesture in HoMG is shown in
Figure 4.5.
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Figure 4.5: Samples of 3D micro gestures

4.3.2 Experimental results

In the recognition of micro-gesture, my experiments focus on dynamic features. I have
used MATLAB classification learner for machine learning and LBPTOP and LPQTOP for
feature extraction. The subjects has been divided into 3 groups, training set, development
set and test set.

In the first version of the experiment, there are 30 subjects. Each subject is asked to record
three different micro-gestures against two different backgrounds, with two different dis-
tances and using the right hand and the left hand. With the 30 subjects, two experiments
were done. One subject left one out, so there were 29 subjects for training, and the other
one is for testing. Another is 10 cross-validations. The 30 subjects have been divided
into 10 groups, each with 3 subjects. Each time, 9 groups were used for training, and one
group was used for testing. Both experiments are subject-independent. The result for 30
subjects, leaving one out, is shown in Table 4.1.
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Table 4.1: Leave one out result for LBPTOP and LPQTOP

Feature LBPTOP (%) LPQTOP (%)

SVM 68.9 78.9

k-NN 50.6 51.9

Subspace Discriminant 72.5 81.1

There also two results comparing the influence of distance on accuracy. These results are
based on one subject leaving out one experiment. The result for 10 cross-validation are
shown in Table 4.2.

Table 4.2: 10 cross-validation result for LBPTOP and LPQTOP

Feature LBPTOP (%) LPQTOP (%)

SVM 71.4 78.6

k-NN 52.4 51.2

Subspace Discriminant 72.5 79.7

The HoMG dataset contains two distance of micro-gestures, to comparing the perfor-
mance of recognition in different distances, the result of close gestures and far gesture is
shown in Table 4.3.

Table 4.3: Classification accuracy (%) on far and close gesture subsets based on LBPTOP

and LPQTOP features

Feature extraction
Close Gesture Far Gesture

LBPTOP LPQTOP LBPTOP LPQTOP

SVM 59.7 74.4 60.8 66.7

k-NN 36.1 37.5 35.0 42.5

Subspace Discriminant 55.0 68.3 56.1 70.0
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The results show that the distance does have an effect for micro-gesture recognition. The
closer the distance, the more accurate the recognition. In the second stage of the exper-
iment, I gathered another 10 subjects’ micro-gesture data. The dataset has been divided
into 3 groups, train set, develop set and test set. According to the results, I choose LPQ-
TOP as feature extraction and got the highest result from cubic SVM in classification
learner. With the training on train set and testing on development set, I got the final re-
sults for baseline. According to these results, LPQTOP is much better than LBPTOP, so
as the test set.

Table 4.4: Comparison of LBPTOP and LPQTOP in development set and test set

Data set LBPTOP (%) LPQTOP (%)

develop set 72.5 81.1

test set 60.4 84.2

Sharma et al. [142] proved the effectiveness of deep learning. Comparing my system and
deep learning is necessary. Because deep learning did not consider the non-linear char-
acteristics of the dataset, its performance should not be as good as my system’s. The full
system added mRMR for feature reduction, and the accuracy reaches 84.6%. Here are the
comparisons for all results on the video-based HoMG dataset.

Table 4.5: Current results on HoMG dataset

Method Accuracy (%)

Zhang et al. [50] ResNet 82.0

Zhang et al. [50] Dense 82.0

Zhang et al. [50] SE-ResNet 82.0

Zhang et al. [50] Hybird NN 69.2

Sharma et al. [142] LSTM 65.41

Sharma et al. [142] Gated Recurrent Unit (GRU) 69.17

Ours Proposed system 84.6
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4.4 Summary

This chapter proposes an automatic recognition system for H3D micro-gestures. This sys-
tem utilised traditional feature extracted and classification methods rather than other deep
learning methods. But the final result is better than those of deep learning methods. Also
the calculation resource cost is less than those of deep learning methods, and calculation
speed is faster.

The key point of the proposed method is applied non-linear SVM based on the thought
of classify the non-linear features of 3D micro-gesture. The value of this method is using
low computing source expense method to achieve high performance. It achieves the best
results until now, better than those deep learning methods in state-of-the-art.

From the results on micro-gestures, it is obvious that the results in a close distance is
better than those in a far distance. That means that in the future equipment for automatic
micro-gesture recognition, it is better to increase the resolution and try to decrease the
distance between the recognition system camera and human hands.

The reason a deep learning method is not as good as the traditional method in this case
may be that the sample video dataset is too small. There are only 30 subjects, and each
subject has 8 videos in total. In the future, it is necessary to test the performance of deep
learning again with a bigger dataset.
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5.1 Introduction

Besides micro-gestures and touch gestures, another important communication tool com-
monly used in HCI human dynamic recognition is body gesture recognition. Unlike
micro-gestures and touch gestures, body gestures are more widely used. One good ex-
ample is in medicine and psychology. Body gesture has been used to recognize patients’
emotions and assists in treating them, especially for depression.

Chronic pain is a disease that causes patients to suffer a lot in their daily lives, and difficult
to relieve completely. The difficult of managing CLBP is coming from the characteristic
of relapse and unpredictable. However, CLBP still could represent by pain-related be-
haviours like hesitation and guarding.

Here, a machine learning-based automatic recognition system that can detect pain-related
behaviours continuously from the EMG signals of patients and body movements has been
proposed. This automatic recognition system constitutes with data collection process, fea-
ture extraction methods, two different modelling and classification. A Biosensor sensor
for EMG and motion capture for body movements has been used to collect the dataset.
Some specific features based on body movement and EMG has been extracted. Then RF
and a TSC scheme (k-NN coupled with HMM) were used for detecting pain-related be-
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haviour. This proposed system is tested on the Emo-Pain corpus dataset [59].

In this chapter, body gestures are used to recognize the presence of CLBP. Lower back
pain is common, and almost everyone will experience it at some time in their lives. When
lower back pain is chronic, it is called CLBP. For some older people, CLBP may plague
them for a long period of time, and they may change some daily movements inadvertently.
With these changed movements like support and hesitation, the CLBP will be eased to
some extent, which is not helpful for treating CLBP. So it is important to recognize CLBP
automatically, because medicals and doctors cannot observe patients on any day and at
any time.

5.2 Related works

Chronic Pain is a kind of neuropathic nociceptive that lasts for a long time. The defini-
tion of long time is last for more than half a year even if there is some arbitrary interval
after first feeling[77]. Some epidemiological studies show that 10% to 55% people in the
world have been plagued by chronic pain [63]. Originate of chronic pain could be inner
brain, neurons or inner body and is very hard to treat. The participant of handling chronic
pain by professional pain management teams, often including clinical psychologists and
medical practitioners [65]. Some psychological treatments and non-paid medicines could
relieve some kind of chronic pain, but they are only effective for some patients [66][67].
10-year mortality has been found increased if the patients have chronic pain, especially
from the respiratory system or heart. Anxiety, depression, neuroticism and sleep distur-
bances has also been proved could be caused by chronic pain [68].

CLBP is a lower back pain usually lasts for more than 3 month and disorder involving the
nerves, bones and muscles [143] [1]. CLBP is one of the most common kinds of chronic
pain and is more common in elderly people. Researches also shows in both Europe and
North American there is a large number of disabilities caused by CLBP [70]. Although
exercise could prevent CLBP according to some researches like [144], it is still no certain
evidence that CLBP can be prevention [145].

To recognize and detect CLBP continuously is the first step of pain management. Au-
tomatic recognition of CLBP can supplement medical treatment. This is a research area
strongly related to emotional detection and affective computing. The behaviour of indi-
cations of chronic pain include guarding, hesitation, bracing, abrupt action, limping and
rubbing. Any of these can illustrate the existence of chronic pain [146].
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There are several methods for detecting CLBP, including FER [147], voice detection
[148], EMG signal analysis and motion capture. Through all these collected data, un-
natural facial expressions and body movement could be captured and analysis, such as
guarding behaviour when touching a sore spot or supporting the waist with the arms when
standing up.

The Aim of this automatic CLBP recognition system is to detect CLBP-related behaviour
continuously and automatically in daily life. Despite all the data that have been collected,
because of the inconvenient of facial expression, voice signal collection and analysis, and
also the poor operability of CLBP. Using musculoskeletal pain to detect CLBP is more
practicable [149]. With a continuously collect of EMG signal and body movement, the
aim of detecting CLBP could be achieved. In the market, there are already many wireless
EMG sensors and wearable motion capture devices exist and available.

To recognize CLBP-related behaviours continuously and automatically through motion
capture and EMG signals, machine learning can be used to build the model and make
the predictions. This research aims at long-term continuous self-management for chronic
pain patients [150].

In recent years, automatic pain related behaviour recognition using machine learning has
been studied extensively. Such as the study of automatic shoulder pain detection utilizing
FACS by Lucey et. al.[151]. The dataset is constituted by 200 videos, and the pain infor-
mation is associated frame by frame. The feature extracted by AAM and it is a two class
classification problem with pain and no pain labels.

The dataset using in this chapter for automatic CLBP recognition is Emo-Pain corpus
database [59]. The dataset concludes facial expression data which used to manually make
the ground truth labels, EMG signals and body movement which used as training set.
There are some researches by Aung et al. [58] with an RF regression to automatically de-
tection of guarding behaviour for patients. Through the existence of guarding behaviour,
chronic pain can be ascertained. Data used in [58] include joint angles, joint energy and
EMG.

In [58],some different body movements have been studied, like one leg standing and
reaching forward. Detection is based on behaviours that include guarding, supporting
and hesitating. In Emo-Pain corpus dataset, labels are rated by 4 different raters, and in
Aung et al. [58], the labels are added together and normalised in a range of [0, 1] to
achieve the aim of regression in RF. Among the behaviours related to CLBP, Aung tested
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several behaviours with guarding, hesitation and limping.

Recently, Olugbadel [60] used just part of the Emo-Pain corpus dataset with a focus on
only one body motion, reaching forward. Instead of using all the features of body motion,
Olugbadel used a very limit part of body motion, like neck combined with left arm. This
is not a real-time detection system; it is based on a whole instance and uses a twin slide
window to analyse all frames of the instance and determine the level of chronic pain of
the instance.

Here, we will do further work to build the automatic recognition for CLBP-related be-
haviour like guarding, one leg standing and moving forward. We will select different
subsets from the Emo-Pain Corpus dataset and build the system for continuous recogni-
tion of CLBP-related behaviours. Rather than detect the whole video and just one output,
our automatic system will recognition behaviours frame by frame.

The machine learning system is based on the continuous classification method of affec-
tive emotion level prediction proposed in [152]. In [152], a continuous multi-stage level
classification method was proposed based on k-NN in the first stage and an HMM in the
later stages. It has been used for facial expression and vocal expression prediction on the
frame level with good results. Here, we use k-NN in the first stage and then extend the
HMM in the later stage and make it a Two Stage Classification (TSC) scheme. The results
were compared with the ones from RF on the frame level.

5.3 Automatic recognition system

5.3.1 System overview

In Emo-Pain dataset, there are 22 subjects. In the test of our system, we divided them into
3 groups and the results would be test by 3-fold cross-validation, which means 2 groups
would be used for training and the other one for testing. The system overview is shown
in Figure 5.1. Both training set and testing set data would be classify frame by frame
according to the ground truth labels rated by 4 raters.

73



Chapter 5. Body Gesture Recognition based on Two-stage Classification

Figure 5.1: Overview of the system (a) RF prediction system; (b) TSC prediction system

5.3.2 Emo-Pain corpus dataset

The Emo-Pain dataset concludes two parts. One is facial expressions, which collected by
8 cameras set around the subjects in experimental site. These videos are watched by sev-
eral psychologists and given a mark as the level of CLBP. This part of dataset are using
as ground truth labels. The second part is EMG signals and motion capture data. The
subjects are asked to equip wearable devices which can capture the spatial coordinate and
EMG signals. Then, subjects are asked to perform different actions in a 5-meter-long
walking and motion capture area. This part of dataset is training set and testing set.

The spatial coordinate of body motion of subjects are captured by a customized Animzaoo
IGS-190 suit. There are 18 inertial sensors that are small and solid-state in the wearable
device which can measure the rotations of the wearer accurately in real-time. Also, the
wearable suit is designed both comfortable to wear and minimally obstructs movement of

74



Chapter 5. Body Gesture Recognition based on Two-stage Classification

wearer when measuring data.

A BTS FREEEMG 300 with 4 wireless sensors is used to collect EMG signals. The dis-
tance of probes from the receivers could be up to 50 meters, and it concludes a BTS EMG-
Analyser. During the data collection, there are 2 probes placed on subjects’ paraspinal
muscles respectively and 2 probes placed on subjects’ trapezius muscles respectively.

In Emo-Pain corpus dataset, the collected pain-related movement concludes rubbing,
guarding, abrupt action, hesitation, limping and supporting. According to the situation
of dataset, here abrupt action and guarding are chosen for experiment. According to the
definition in [58], abrupt action is a body movement in suddenly and not in control be-
cause of extraneous reasons, guarding is a movement rigid or interrupted like preventing
the pain point of the body from contacting a chair when sitting down.
There are 4 psychologists watching the facial expressions frame by frame and labelling
the level of pain for subjects. Each psychologist holds a special designed remote con-
troller to rate the subjects continuously with a score in the range of [0, 1] while watches
the videos. Each score represents a level of CLBP according to the behaviour of CLBP.
In the Emo-Pain corpus dataset, the continuous scores have already been translated into
labels 0, 1 and 2, in which 0 means no behaviours of CLBP, 1 means low level of be-
haviours of CLBP and 2 means high level of behaviours of CLBP, respectively.

In each frame of the video, there are four labels which present four scores rated by four
different psychologists. A majority voting has been used to combine these four scores
into one. The combined one is the label used in experiment. The labels still present as 0,
1 and 2, in which 0 means no behaviours of CLBP, 1 means low level of behaviours of
CLBP and 2 means high level of behaviours of CLBP, respectively.

5.3.3 Behaviour annotation

The dataset of body movement and EMG is collected from 22 participants with widely
ranging ages and of both genders. Each participant does different exercises several times,
including one leg standing, sitting still, reaching forward, sitting to stand, standing to sit,
bending and walking.

In the body motion data, 26 points have been tracked and 78 XYZ spatial coordinates
have been calculated. According to the spatial coordinates, 13 angles of different body
movements have been work out. The names of angles and the position of each point of
the angles are shown in Figure 5.2. These values are the feature vector in the machine
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learning process. At the same time, 4 channels of EMG data are collected.

Figure 5.2: Features on the body

There are totally 226 features been calculated according to the 78 spatial coordinates and
13 angles. The detailed names and numbers of features are shown in Table 5.1. All of
these features and original 78 spatial coordinates and 13 angles are contained in Emo-Pain
dataset.
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Table 5.1: Name and number of features

Features Number of Features

Joint Angle 13

Joint Energy 13

Speed (Distance between samples) 49

Trajectory Smoothness (Spectral Arc Length) 49

Trajectory Directness 49

Movement Size (Alpha Volume) 49

EEG 4

5.3.4 RF classifier

In RF, a subset of features in the training dataset is used to determine a node of a decision
tree. Then the dataset is sampled several times to constitute a training set, and leftover
samples are used as a test set to assess the errors. For every node of the decision tree,
randomly chosen features and all the nodes are determined by these features. According
to these features, we calculate the best way to produce the decision tree and build a com-
plete tree classification.

The advantages of RF include the high accuracy of classification it provides and the large
number of input variables it can process. It can also assess the importance of parameters
in determining categories. It can be generalized within the error after not producing an
estimate of bias in the construction of the forest. It also is a good way to estimate missing
data and can still maintain accuracy when part of the information is lost. RF provides an
experimental method to detect variable interactions and can balance error for an unbal-
anced classified dataset.
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Figure 5.3: Scheme of RF

5.3.5 Two-stage classification (TSC)

As mentioned, this TSC method contains two parts of classification, k-NN and HMM.
Firstly, k-NN is used for a prediction, and then HMM is used to determine the relation-
ship between these predictions and to refine the prediction labels of k-NN based on the
possibility of state changes.

TSC

There are two stages in our TSC system. In the first stage, a k-NN algorithm is used for
all the features in the frame level, and the prediction labels will be generated as decision
values. These decision values can be treated as the time series in which the relationship
between consecutive frames can be modelled as a Markov process because the behaviour
happens slowly.
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Figure 5.4: Scheme of TSC (a) k-NN prediction; (b) HMM prediction

k-NN

The theory of k-NN has been introduced in literature review. k-NN is a traditional classi-
fier, but here it is not used to classify. Here k-NN is utilized as the first step of TSC. k-NN
will calculate the distance of samples and find the closest one in test set in the multiple
space learned by train set. Here we calculate the 3 closest points rather than one. Then
send these 3 points to HMM.

HMM

HMM is a static model to describe a Markov process that contains implied unknown
parameters. The hidden states of HMM are not directly visible, but some variables influ-
enced by states are visible. It will be used in the decision level in the following.

In detail, firstly, we use k=3 k-NN classifier to predict the labels and get the labels of 3
training samples nearest to the testing sample. As we mentioned, there are three states, 0,
1 and 2, in labels. In HMM, these three states are X1, X2 and X3 in the transition matrix.
For the 3 nearest labels of the training set, there are 10 situations in total, so the HMM
emission matrix is a 3 times 10 matrix, meaning under each Xn (n = 1, 2 or 3), there is the
possibility of each situation of 3 nearest samples label. Figure 5.4 shows the whole TSC
system.
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The matrices below are examples of transition matrix and emission matrix. Equation
5.1 is a transition matrix. Each element in it means a possibility from the previous state
changes to the next state. In Figure 5.4 and Equation 5.1, amn means the previous state
is m, the next state is n and the possibility of m changing to n is amn. Equation 5.1 is the
emission matrix. Each element in it means a possibility of combination of the 3 nearest
samples labels. For k = 3 situation, the 10 situations are 000, 001, 002, 011, 012, 022,
111, 112, 122 and 222. These situations are combined without order. In Figure 5.4, bm,n

means the current state is m, the hidden situation is n and bm,n is the possibility of n in
state m.

A =

a11 a12 a13

a21 a22 a23

a31 a32 a33

 (5.1)

5.4 Experimental results

In our experiments, k-NN, TSC and RF methods are compared. There are lots of data in
the Emo-Pain corpus dataset, and the behaviour of labels include guarding, supporting,
abrupt action and hesitation. But for most of these behaviours, there are too many 0 la-
bels, and classifying them seems pointless. Hence, we choose the part of the data with the
most kinds of labels.

As mentioned, we use a 3-fold cross-validation method on the testing. In the Emo-Pain
corpus dataset, there are 22 participants. We divided them into three groups, and each
time, we used 2 groups as training and 1 group as testing.

To calculate the accuracy of classification, we denote the values as Ymn for numbers of
predictions in row m and column n in a confusion matrix. Accuracy can be calculated by
the Equation 5.2.

Accuracy =
∑

3
n=1Ynn

∑
3
m=1 ∑

m
n=1Ymn

(5.2)

The classification results are shown in Table II. The classification was done in 7 different
situations with the combination of behaviour and exercise. The results of k-NN, RF and
TSC are compared.

There are four scores from four raters for each frame. We use majority voting tactics to
transfer four scores into one label. The final three classification labels are also 0, 1 and 2,
in which 0 means no behaviours of CLBP, 1 means possible behaviours of CLBP and 2
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Table 5.2: Prediction accuracy of behaviours of CLBP
Label Exercise

Classification Method
Length of samples

k-NN (%) TSC (%) RF (%)
Guarding One leg stand 48.80 53.93 49.21 14225

Abrupt action One leg stand 37.58 56.50 53.27 14225
Guarding Reach forward 37.25 49.79 42.20 25214
Guarding Sit to stand 42.92 31.52 52.28 4948
Guarding Stand to sit 45.56 44.70 58.49 5236
Guarding Sit to stand not instruct 45.14 33.86 45.94 6004
Guarding Bend to pick up 40.31 42.43 36.41 6037

means subject has behaviours of CLBP, respectively. Specifically, when adding the labels
of 4 raters together, the sum is 0 or 1, the final label is 0, the sum is 2, 3 and 4, the final
label is 1, the sum is 5 or larger and the final label is 2. The divided classification label
is based on the voting principle. When half the raters think it is possible, the final label
is considered possible, and when all raters think it is possible and one of them think it
is confirmed, or more than half of the raters think it is confirmed, the final label is deter-
mined as the subject having this behaviour of CLBP. Thus, the problem becomes a 3-class
classification problem.

Table 5.2 shows that the performance of the classification is related to the length of the
features (number of the samples in a time series). For short sequences, RF achieved the
best results, while for long sequences, TSC achieved the best performance. The HMM
model needs to be trained using long sequences because the model can be fully learned
only with efficient samples. For the short sequence, RF is a better classifier than k-NN.

HMM gives each state a probability of changing to the next state. So the continuousness
of the prediction series is better than that of the k-NN prediction series. That is the reason
for the better performance HMM has than k-NN and RF.

Because HMM is a series-based method, it works well only when the series are long
enough. When the series are short, the result of HMM is very unstable, and the result of
RF is more stable when samples are limited.

It is obvious that when the samples are long enough, more than ten thousand, the correct
rate of TSC is higher than that of RF. But when the length of samples decreases to a few
thousands, the performance of TSC decreases significantly. In the four groups of data of
less than 10 thousand, only one groups result shows TSC is better than that of RF.

To give more detailed information on the classification, Table 5.3 gives the confusion ma-
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trix obtained in the classification for guarding action recognized in the exercise reaching
forward under the TSC classification method. From this table, it can be seen that the
majority of the labels are correctly classified.

Table 5.3: Confusion matrix of prediction

Predicted Labels (Ymn)

No Guarding Possible Guarding

True Labels

No Guarding 2778 1541 2294

Possible 2537 5109 3045

Guarding 1628 1774 4508

Although in [59] and [153] there are results of recognition of pain related behaviour using
Emo-pain dataset, but the calculation and recognition methods are totally different. The
recognition of [59] and [153] are based on whole subject movement rather than frame by
frame recognition introduced in this chapter.

Table 5.4: Comparison with published results on Emo-pain dataset

Author Method Movement Result

Olugbade et al.[153] SVM Full trunk flexion 94%

Olugbade et al.[153] RF Full trunk flexion 88%

Olugbade et al.[153] SVM Sit-to-stand 76%

Olugbade et al.[153] RF Sit-to-stand 69%

Aung et al. [59] RF Bend 0.019 (mean-squared error)

Aung et al. [59] RF Sit-to-stand 0.016 (mean-squared error)

ours RF Stand-to-sit 58.49%

ours TSC One leg stand 56.50%
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5.5 Summary

In this chapter, an automatic CLBP-related behaviour detection system has been built
from EEG and motion capture data from the Emo-Pain Corpus database. The automatic
recognition system detects chronic pain through some unnatural body gestures like guard-
ing and abrupt actions. This new system can detect CLBP in a very short period of time-
one frame is enough. This proves human behaviour can be used in the medical field.

The key point of this method is providing details information of CLBP in one period of
time. This knn-hmm method could distinct when the CLBP start and when it is end.
Rather than just one output in state-of-the-art, it would help to research on CLBP.

Different machine learning methods have been used in this automatic recognition system.
Compared with RF, which has been proven to be a very effective traditional method for
classification, the performance of TSC combined with k-NN and HMM has proven to be
a better method.
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Chapter 6

Facial Expression Recognition on 3D

Videos based on Background

Substraction and Dynamic ImageNet

6.1 Introduction

Unlike gesture recognition, FER is a more advantageous human behaviour recognition
system. Gesture recognition directly recognises movements of hands or the body. FER
recognises emotions through movements on the face.

In machine learning, 3D dynamic FER is one of the latest methods. There are many
methods of 3D FER, and the basic way involves pre-processing, feature extraction, ma-
chine learning and post-processing. The idea is to reduce the dimensions of features and
use machine learning to achieve a better result. The key is to extract the most distinct
information from the dataset. In my method, I am using a BSCM with Tensor Robust
Principal Component Analysis (RPCA) [154] to divide the dynamic part (Sparse) and
static part (Low Rank) of the 3D videos. Then, a series of machine learning methods has
been used. The most effective is a deep learning method called Dynamic Image Net with
a pre-trained VGG19 CNN.

In 3D dynamic FER, two pre-processing methods have been used, Total Variation Reg-
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ularised Tensor RPCA for BSCM and Robust On-line Matrix Factorisation for Dynamic
Background Subtraction, to extract the dynamic information from facial expression videos,
including both texture maps and depth maps [154].

6.2 Related works

FER has been researched for years, and 3D FER is one of the latest and most accurate
approaches. Most of these results are predicted by deep learning methods. One of the
most popular and integrated dataset is the BU-4DFE dataset from [5], which I used in this
chapter. In 3D FER, one of the most different problems is that the scale of the dataset is
very big and resource calculation is limited. So how to extract the most effective informa-
tion from large 3D data is the most important pre-processing problem in a 3D FER system.

There are lots of methods to extract dynamic information from video data. [8] has been
proven to be an effective method. This method has never been used in the 3D FER area
before, so it is worth trying it and testing its effectiveness.

Lots of experiments and researches show deep learning methods are very effective for
FER. [155] proved it a very effective method in the BU-4DFE dataset in [156]. Although
this method of calculation is expensive, I have used it on the extracted data and proven its
effectiveness.

The research gap of 3D FER is the cost of calculation resources and the large run time.
Even the performance with ResNet is quite good in state-of-the-art. The equipment is not
able to afford to anyone. So, it would be a realistic way to divide dynamic features out
and save the computing resources.

6.3 3D dynamic FER system

For 3D dynamic facial recognition, the most distinct features of FER are movements on
human faces. The basic idea is to extract the dynamic information on human faces and
extract features from the dynamic parts of faces. The common method is to use a video-
based feature extraction method like LBPTOP, LPQTOP and MHH or a deep learning
method like CNN to process whole videos. But the BU-4DFE dataset [5] is very big, in
fact, the largest published dataset for posed FER.
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6.3.1 System overview

The traditional 3D feature extraction methods like LBPTOP and LPQTOP are limited be-
cause the BU-4DFE dataset is very high solution. High solution has many benefits, the
most important one being that it can describe the details on the face more clearly. So
the performance of recognition can be better if the machine learning system can extract
all the right information and ignore all the disturbances. But the traditional LBPTOP
and LPQTOP will extract all the features from videos without any selection. Thus, the
performance will decrease when the solution is very high and useful information is very
concentrated.

On the other hand, the high solution will make the deep learning process very slow. Many
deep learning methods have proved very effective on FER. To increase the speed of the
deep learning process, it is necessary to extract the useful information before sending it
into the deep learning network. BSCM is used to extract dynamic information and then
send into the Dynamic ImageNet (DIN).

Figure 6.1: Structure of the whole system

6.3.2 Tensor RPCA for BSCM

Background Subtraction is a common method used in image processing. It has been
widely used in noise decrease, feature selection and dimension reduction. Tensor RPCA
for BSCM is one of the latest methods used on Background Subtraction. It considers
the video a tensor, and the video can be divided into two parts, background and fore-
ground. The foreground of the video has spatial-temporal continuity, and the background
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has spatial-temporal correlation. Thus, we can use a tensor resolved method to divide the
video into two parts, low rank and sparse. The first is the dynamic part, and the second is
the static part of the video.

Tensor RPCA for BSCM assumes the video tensor has some common characteristics: the
video background has a self-similarity; the video foreground has continuously on spatial-
temporal, and the video background has correlation on spatial-temporal. With these as-
sumptions, the video volume is considered a 3-order tensor that can be represented as a
dynamic component (sparse/foreground) and a static component (low rank/background).

First, we considering a video χ0 can be divided into two parts, a static background χ1 and
a dynamic foreground χ2 as shown in Equation 6.1.

χ0 := χ1 +χ2 (6.1)

Then the original video χ0 can be represent as Equation 6.2, and so does the χ1 and χ2 in
Equation 6.3 and Equation 6.4, where i is the frames of videos.

χ0 := {X1
0 ,X

2
0 , . . . ,X

D
0 },whereX i

0 ∈ℜ
W×H (6.2)

χ1 := {X1
1 ,X

2
1 , . . . ,X

D
1 } (6.3)

χ2 := {X1
2 ,X

2
2 , . . . ,X

D
2 } (6.4)

The vectorization of a video χ0 is x0 := [x1
0,x2

0, . . . ,xD
0 ]. The same with χ1 and χ2. Then

the compressive measurement y can be present as Equation 6.5

y = A (x0),A = D ·H ·P (6.5)

In Equation 6.5, D is random down sample operate; H is noise translate and P is ran-
dom permutation matrix. So the reconstruction of the Video volume can be represent as
Equation 6.6.

min
x0,x1,x2

= λΩ0(x0)+Ω1(x1),x0 = x1 + x2,y = A (x0) (6.6)
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Figure 6.2: Tensor RPCA for BSCM [8]

The video volume χ0 can be represent 3 parts as the Figure 6.2 and the equation can be
re-write as Equation 6.7, where ε is disturbance and L is low rank component.

χ0 = χ2 + ε +L (6.7)

6.3.3 DIN

With the separation of sparse and low rank of each facial emotion video volume, the dy-
namic information is more obvious to recognise for the machine learning component in
the system. Also, the static part is an important reference for recognition system. Be-
cause these two different parts have different characteristics in feature domain, for the
dynamic part, it is wise to use some dynamic feature extraction methods like LBPTOP
and Dynamic Image Net in this experiment; for the static part, it is good to use some
static methods like LBP and LPQ.

For sparse features, because the facial emotions in the BU-4DFE dataset are posed, all
the emotions start with a natural face that then becomes a posed emotional face. Then the
faces of subjects revert to natural faces. The whole process lasts for about 4 seconds, with
a frame rate of 25. The total frames of the video are about 100. To reduce the influence
of natural faces in the videos, the features only extracted the 60% in the middle of the
videos, about 60 frames.

For low rank features, the pictures in the video are barely moving and almost the same.
It will save lot of time to just extract one frame in the low rank part after BSCM. In the
machine learning process of the system, two different methods have been used for sparse
features. One is traditional SVM, and the other is Dynamic Image Net, which is a deep
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learning method using a CNN network to extract the dynamic information from several
frames of a video and use the dynamic information through CNN to predict a result.

The first step is to construct a dynamic image. We assume a video can be represented by
its frames like I1, . . . , IT . So the feature vector extract from videos can be represented as
ψ(IT ) ∈ Rd . In the time sequence t, the average of features can be represented as Vt =
1
t ∑

t
τ=1 ψ(Iτ). Then a ranking function can be worked out, S(t | d) = 〈d,VT 〉. According

to the ranking function, the learning rate d can be presented by Rank SVM:

d∗ = ρ(I1, I2, . . . , IT ;ψ) = argmin
d

E(d), (6.8)

E(d) =
λ

2
‖d2‖+ 2

T (T −1)
×∑

q>t
max{0,1−S(q | d)+S(t | d)} (6.9)

6.3.4 Frames selection and post-processing

As a dynamic machine learning system based on video sequences, 3D dynamic FER has
the same weaknesses as the 3D micro-gesture recognition described in chapter 4. In the
BU-4DFE dataset, at the start and end of each video, there are natural faces in the se-
quences. So the frame selection method is also very useful for 3D dynamic FER.

The steps are almost the same. The experiment is processed on texture maps, which is
more obvious on images. The videos have been extracted frame by frame. Each sample
becomes a 100-frame images. All those images are put together as train set. The machine
learning method is SVM, and each image learns a score from SVM prediction. Using
this score, those images that have almost equal scores on more than 2 categories will be
deleted. The images having a distinct score in 6 categories will be retained.

After the frame selection, most frames of natural faces and characteristics are not obvious
and have all been filtered. The remaining images are treated with two methods. One is
using image processing learning method to process the images. The other method is using
video-based machine learning method. The dispersed images are still treated as a video,
although some frames will act very strangely. Most of the frames in the middle of a video
are still retained.
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6.4 Experiments

6.4.1 BU-4DFE dataset

The BU-4DFE dataset was collected by Yins team and published for several years [5].
Currently, it is still the biggest 3D dynamic facial dataset with different races and gen-
ders of people. The dataset is collected with one texture camera and two stereo cameras.
Therefore, there are two maps in the dataset, depth maps and texture maps. There are 101
subjects in the dataset. Each subject was asked to act out 6 different emotions, anger, dis-
gust, fear, happy, sad, and surprise. Each sample is around 4 to 5 seconds. The collection
rate is 25 frames per second. In all, there are 606 subjects, each one having one texture
model and one depth model. Through these models, a 3D high-resolution face model has
been built. In my experiment, I only use the original texture model and depth model. I did
not use the rebuilt 3D model because of the limitation of calculation. Also, all the good
results have been achieved using texture maps and depth maps.

The data are collected with a dimensional imaging dynamic face capture system called
Di3D. The system can capture both 3D model sequences and 2D texture videos. The
system captures the texture videos and depth videos in parallel with two computers. Each
subject was asked to sit one and a half meters away from the 3D cameras and was asked
to act out 6 different emotions. Each expression contains natural expressions at the start
and at the end of a video. The total length of a video is about 100 frames, lasting for about
4 seconds.

6.4.2 Experimental results

The first experiment is made by traditional LBPTOP and LPQTOP on original texture
maps and depth maps as a comparison with my other methods. For all the 101 sub-
jects and 6 emotions, the LBPTOP and LPQTOP extract features on the whole 100-frame
videos. After features are extracted, a classification learner on MATLAB is used to predict
the results and calculate the accuracy. Over 20 machine learning methods have been used
to calculate the accuracy. The two most accurate are SVM and subspace discriminant.

With extracting the 60% frames in the middle of the videos, the accuracy is obviously
increased because the process deletes the natural faces at the start and end of the video.
After using BSCM, two parts of videos, low rank and sparse, are calculated with different
machine learning methods. After BSCM, both results have obviously increased. Each
step of results are shown in Table 6.1.
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Table 6.1: Prediction accuracy for each processing (%)

Data Texture Maps Depth Map

LBPTOP in original video 42.2 49.8

LPQTOP in original video 40.3 55.4

LBPTOP in middle 60% video 54.0 55.1

LPQTOP in middle 60% video 63.5 65.5

BSCM of Spares 71.6 72.4

BSCM of Low Rank 63.5 67.5

Dynamic Image Net 73.3 73.8

Compared with other results in this dataset, my result is not the best and has lots of
differences from published results.

Table 6.2: Comparison with state of the art methods

Method Accuracy (%)

Cao et al. [8] AIM ResNet 86.67

Cao et al. [8] AIM all maps 92.22

Sun et al. [157] Tracking Vertex Flow and Model Adaptation 94.37

Ours BSCM and DIN 75.41

From the results in Table 6.2, it is obvious that after twice optimising the system, the re-
sults have increased. The idea of deleting the natural faces at the start and end of the video
works. And the idea of dividing the dynamic part and static part of faces and calculating
them separately also yields good results. In particular, the sparse part, which means the
dynamic part of the face, reaches a very high level of accuracy.
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From the results, it is obvious that the results of deep learning are much better than those
of LBPTOP and LPQTOP. Although the deep learning methods are slower than tradi-
tional methods, with more subjects and big data and more time, it is almost certain that
deep learning methods can achieve higher results.

Some studies show that by using more of the latest nets like ResNet, the result will be
much better. Also, it will need much more calculation resources than VGG19. Also, the
pre-processing filtered most of the natural faces and increased the results.

6.5 Summary

Compared with other published results, there is a large gap between my result and the
best result. The possible reason is the deep neural nets are different. I am using VGG19
ImageNet, which is almost the limit of my PC with a GTX 980 graphic card. I have tried
using ResNet, but the calculation time is too long and I had to give it up halfway through.
Also, the VGG19 ImageNet still has room for optimisation. The parameter can be opti-
mised, and training time can be extension.

In any case, this is a test of BSCM used in FER area, and the result reflects the effective-
ness of BSCM on FER. The extraction of dynamic information obviously increased the
performance of machine learning. Also, extracting the middle of each video to find the
typical features of each facial expression makes a great contribution to the results.

In comparing deep learning method and traditional SVM classifier, deep learning method
is obviously better. Results in [8] and [157] also prove the advantage of deep learning.
In future work, with enough calculation resources, a deep learning method would be an
important consideration for FER.

The key point and contribution are to refer a latest dynamic separation method in 3D FER.
As 3D FER is already computing source expense and cost lots of time; the value of this
BSCM method is great. It could reduce the computing source, run time and increase the
classification accuracy at same time.
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Chapter 7

Development and Application of a

Real-time FER System

7.1 Introduction

Unlike 3D FER in the last chapter, 2D FER in this chapter is more focused on real-time
speed and anti-noise performance. This research comes from a project called RIOT, which
is an interactive film simulating a riot situation and testing how people will act in a riot to
increase the survival rate for normal people in a real riot.

The RIOT project[158] is a HCI system to test the emotional response of people in a riot
situation. The system includes an interactive film with a set of stereo sound systems and
a real-time FER system. According to the FER results in different clips of the movie, the
movie will include different stories and will lead to different endings.

The interactive film simulates a situation of the audience facing an riot. A police officer
will have some interaction with the audience in front of the screen. If the audience shows
a high level of anger or fear emotion, the police will try to arrest the audience, and the
movie will have a bad ending.

There are 4 clips connected with the real-time FER system. Each clips last from 15 sec-
onds to more than 1 minute. When the audience watches these 4 clips, the real-time FER
system will detect their faces and recognize their emotions. The real-time recognition
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system will detect emotions 9 times in one second, and then a majority vote would be
applied after the clip. Only if the audience maintains a high level of fear or anger during
most of the clip would the simulated police officer try to arrest the test subjects. Here is a
link website of RIOT project [158].

Figure 7.1: Interactive film testing system setting.

7.2 Related works

FER has been developed for years and has been used on lots of applications. Many are
used in real time. For instance, [159] use FER as a control system for a music player.
There is a system to achieve FER through Kinect proposed by [160]. Smartphone tech-
nology also has seen great development recently. [161] and [162] proposed real-time FER
systems on smartphones. Those applications in industry areas are good examples of aca-
demic knowledge used in real life.

In our situation, a stereo-phony interactive movie is a very advantageous application, and
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the combination of this integrated entertainment system and the hottest A.I. technology
would be a great business gimmick. The success of this system in many exhibitions in the
world proves it.

7.3 Real-time FER system

This is a HCI system to test the performance of people in a riot situation. The system
includes an interactive movie with a set of stereo sound systems and an emotion detection
system. When the movie plays, it will move into different stories based on the emotional
feedback of the audience.

We collected images of 20 peoples faces as training data. They were asked to watch the
riot movie, and a camera was set up to collect their facial expressions in real time. After
they watched the movie, we asked how they felt when they were watching it. Their emo-
tions are used as training labels.

Three labels of subjects has been considered in this interactive movie system: calm, fear
and angry. It is a riot 3D sound movie, and the subjects are assumed to be in a riot situ-
ation. When the subjects are acting out angry emotions, they will be taken by the police;
when the fear emotions are detected from the subjects, they may not arrested by the police
on the spot, but they will be queried after the riot ends; and when the subjects stay calm,
the police will release them and everyone will go back home safely.

The three labels are real numbers, and the machine learning system is a regression prob-
lem. The machine learning recognition system will calculate the emotions of the subjects
while they are within the sight of camera. Then by considering all the emotions they
show during the specified period of the movie, the machine learning system will give a
classification label of angry, fear or calm.

7.3.1 System overview

In the early version of the system, Edge Orientation Histogram (EOH) features are ex-
tracted and SVM is used as regression method. In the later version, facial detected and
extracted systems are added, which improves the performance of the whole system. Then
a brightness control system is added to make sure the whole system can work in darker
situations like cinemas. In the final version of the system, CNNs are used as the feature
extracted method, which highly increased the performance of the whole system.
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Figure 7.2: Overview of the system

The interactive movie is built on a Java system. The Java system is responsible for the
movie fragments playing in the right sequence. Behind the Java system, my FER system
is working all the time the movie is playing to record faces and predict the emotions on
the faces in real time. The FER system only works when the camera is turned on. The
camera will turn on when the movie play the essential 4 fragments.

The first important step in the system is facial recognition. When the camera captures the
face, the facial recognition processing can recognize the human face, select the face with
a frame and extract the face as an image. This image only contains the human faces and
deletes all the other parts of the subjects and the background.

Using these images, a series of machine learning systems has been built. The first step
of a machine learning system is feature extraction. In the early version of the interactive
movie system, EOH feature has been extracted, and in the last version of the system, deep
learning method CNN has been used as a feature extracted method.
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After the features have been extracted, a SVM has been used for regression. The first step
of the regression system is using the 20-subject database to build a training set. Then,
some random persons (excluding the 20 subjects in the train set) have been invited to
watch the interactive movie and become the test set. The test set’s faces are used as pre-
dictions in SVM regression.

In actual exhibition of the interactive movie, the audience members are like a test set.
Their faces are extracted by facial recognition processing, and a SVM regression has been
used to predict the emotions on their faces. Then the results are sent to the interactive Java
system to choose the next movie fragments to play.

7.3.2 Data collection and training

The database aimed to collect three emotions, calm, fear and anger, at different levels so
a regression dataset of these three emotions can be built. The labels are levels of these
three emotions, numbered from 0 to 1 representing from no fear/anger/calm to extreme
fear/anger/calm.

The whole system is an interactive movie. A camera on the top of the screen will collect
the facial data in real time. Unlike 3D FER in the last chapter, the facial emotions here
are spontaneous. So the database built here is collecting spontaneous emotions on the
faces. The subjects are asked to watch the movie fragments from the interactive movie.
The fragments last from a few seconds to a few minutes. Then the subjects are asked to
record their level of three emotions, ranking them from 0 to 1.

We have collected 20 subjects, including all races, cultures and ages from youths to old
people, both male and female. Each subject is asked to watch 4 movie fragments from
the interactive movie. In actual testing circumstances, the emotions of testing subjects are
detected using the same 4 movie fragments. These 4 movie fragments are selected as the
most radical and essential in the movie. If the subjects keep calm in all 4 movie fragments,
the movie will keep playing and will have a good ending. If the subjects display a high
level of fear or anger, the movie will take a different turn and have a bad ending.

7.3.3 CNN feature extraction and SVM classifier

In the final system, we use CNN as a feature extraction method and use SVM as classifier.
comparing with EOH feature extraction, CNN is much better on performance, this will be

97



Chapter 7. Development and Application of a Real-time FER System

proved in the experiment in this chapter.

CNN feature extraction

CNN has been developed for many years on human face detection and FER. Many of
them have achieved very good accuracy on FER. There are lots of well developed Net in
FER, but many of them are too large on size and running too slow. So here we choose
a basic ImageNet, as the speed of it is very fast, about 9 frames per second. Also, the
accuracy is acceptable.

SVM classifier

SVM is also a very classic classifier and has been used in gesture recognition system in
previews chapters. Among all the traditional classifier, the speed of SVM is one of fastest
and the accuracy is also very good. Here we choose a basic linear SVM as classifier.
Comparing with CNN, the cost of time for SVM can be ignored.

7.3.4 Brightness control and post-processing

Unlike normal system building in the laboratory in the previous 4 chapters, the realistic
application system faces lots of issues in actual use. Our interactive movie system has
been sent for exhibition all over the world. The first problem is light problems. Some ex-
hibition rooms are illuminated adequately, and some are dark. Sometimes the exhibition
is in the morning, sometimes in the afternoon. And the sunlight is different at different
times and different places.

So a brightness control system was built to adjust the illumination. The basic idea of a
brightness control system is to average the light in the faces of subjects. Based on the
average light, some faces that are too dark will be brightened, and some faces that are too
bright will be dimmed. Without brightness control system, the facial recognition system
may lose the face when it is too dark or too bright.

Another problem in the actual use is there may be too many faces in front of the camera.
As the interactive movie system has been exhibited, the audience may stand in a circle,
and the camera usually captures lots of faces and the facial recognition system will extract
all the faces in the image.

98



Chapter 7. Development and Application of a Real-time FER System

Therefore, a facial selection processing has been built. Because the main audience usually
stands closest to the screen, the images extracted by the facial recognition system will be
the largest. Thus, a judgement program has been added after facial recognition. Only the
largest images will be sent to the machine learning system.

Another problem is speed. It is fast enough for EOH feature extraction and SVM re-
gression system. But with upgrade to a deep learning CNN feature extraction, the speed
decreases. Therefore, instead of using more accurate CNN like VGG19 and ResNet, a
simplest CNN has been chosen as feature extraction. The speed is about 11 frames per
second, which is fast enough for the interactive movie.

To increase the accuracy of the system, a majority voting process has been used after
all the regression has been made by SVM. Playing the movie fragments takes anywhere
from dozens of seconds to a few minutes. In all this time, all the regression results will be
added together. At the end of the movie fragments, the added results are the final results.
The highest of three emotions will be considered the emotion of the subjects watching
this fragment of the movie.

7.4 Evaluation

Although the accuracy of the RIOT project is not measured by a percentage, we still
calculate an accuracy in the lab using the 20 subjects’ data. The experiment is subject-
independent. As in the exhibition of the RIOT system, the result is calculated by majority
voting over a long period of time. The performance is much better than just one time test.

All the results are made by 10 cross-validations. As mentioned, in the actual use of this
system, a majority voting system has been added, so the accuracy is much better than
from single testing in the laboratory experiment. The real-time FER system will detect
the faces and predict emotions 9 times in each second. Each interactive video clip last
from ten seconds to more than 1 minute.

99



Chapter 7. Development and Application of a Real-time FER System

Table 7.1: Classification accuracy and frames per second

Method using in the system Performance (recognition

rate of the emotions %)

frames per

second

EOH feature extraction and

SVM regression

58.01 42

EOH feature extraction,

brightness control, and SVM

regression

61.44 40

CNN feature extraction,

brightness control and SVM

regression

80.30 9

The Table 7.1 shows the frames processed per second in different systems. it could be
easy see even the CNN decrease the speed to 9 frames per second, it still satisfies the
requirement of real-time.

7.5 Summary

The interactive movie system is an actually engineering application, which is much differ-
ent from any other system I have built in the laboratory. There are many actual problems
when building this system that I have never faced in the laboratory. It is a very good
experience working on a real industry project after conducting lots of experiments in the
laboratory.
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Chapter 8

Conclusion and Future Works

8.1 Conclusion

The research aim of automatic human behaviour recognition is to explore the application
of HCI. As HCI and A.I. technology develop, more and more applications are being man-
ufactured. One of the most important steps of A.I. technology is HCI, which aims to au-
tomatically recognize human behaviour. Exploring automatic human dynamic behaviour
recognition gives us some effective approaches to HCI. If the computer can understand
emotions, health and other human states more quickly and in more detail, it will helps
humans more. It is also a good tool for entertainment to use automatic human behaviour
recognition.

Human behaviour is a very massive object to research. Here I choose gestures and fa-
cial expressions as my research object because these features are most commonly used
detections and objectives in HCI systems. There are already some applications and man-
ufacturers using FER and gesture recognition. After learning from existing applications
and some of the most advantageous technology in A.I., I have built some of my own au-
tomatic recognition systems in facial expression and gesture. Furthermore, I have tried to
build my own applications to use in real life.

Of all my research, social touch gesture recognition has cost me the most time and re-
quired the most detail. The main conclusion is using multiple features and decision-level
fusion to achieve a versatility system could be used on both touch gesture dataset. And
it would be more suitable to utilise on other kinds of touch gesture recognition dataset
than other methods in state-of-the-art. Touch gestures can be widely used in any surface
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control system like the most popular application in the world, smartphones. Also, some
productivity tools like tablets and computers with touch screens have huge demands for
automatic recognition of touch gestures.

In social touch gesture research, I have built an automatic recognition system without
using deep learning methods. Part of the reason is that deep learning methods may not
yield the best results. Part of the reason is that traditional methods save more calculation
resources and are faster in calculating. Also, my system has used both datasets. 3D-CNN
can achieve good results in the HAART dataset, but cannot be used on the CoST dataset
because the frames of the CoST dataset are not the same and 3D-CNN can only used in
the same scale of dataset. in my opinion, a system with more versatility can be more
easily used in real life applications and can be more easily transformed into industrial
applications.

Another hand gesture recognition system is 3D micro-gesture recognition. There are al-
ready lots of applications and experiments on vehicle control systems because when one
is driving a car, it is hard to have a great scale of movement to control other functions.
A micro-gesture controller solves this problem very well. As AR and VR technologies
develop, the demand for wearable devices will increase. It is convenient to use micro-
gestures as a controller rather than traditional handles or keyboards when subjects manip-
ulate wearable devices.

In the automatic 3D micro-gesture recognition system, I have changed the high-resolution
H3D micro-gesture videos to 2D low resolution videos to more easily operate on the data.
The results proved that reducing resolution operation did not affect recognition accuracy,
and in contrast, it increased performance. In feature extraction, LPQTOP extracts the
quantized phase, which has proven more effective on image processing in many cases.
Also considering the non-linear characteristic of the feature, non-linear SVM has been
chosen as a classifier and achieves a better result than linear SVM. The main conclusion
of 3D micro-gesture recognition is to achieve a better result than state-of-the-art by using
a low-cost method with considering the characteristics of the features.

Recognition of body gestures for CLBP detection is a very good example of A.I. tech-
nology that can benefit mankind. A.I. technology can make great progress in medical
fields. CLBP is very hard to detect in our daily lives, and almost everyone at some point
will experience some level of CLBP. Thus, detecting CLBP becomes rather important for
everyone, especially for elderly people.

In my automatic recognition system for behaviours of CLBP, I used a new TSC classifi-
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cation method and tested its performance. The performance of TSC is better than that of
traditional RF, which I have used many times as a good traditional classifier. My system
differs from others because it can predict CLBP frame by frame. It uses an HMM to pre-
dict the next frame’s state, so it is not a real-time system. But when used in real life, and
adding a slide window to detect and remember the states in the window, it can be easily
modified to a real-time system.

The main conclusion of this body movement recognition system is to detect pain-related
body behaviour frame by frame. It would provide more details in research of CLBP, like
when the CLBP start and when it is end.

FER has been one of the forefronts of research in A.I. technology. 3D FER is the most
popular direction of development in FER, and there are already lots of studies on it. Com-
pared with 2D FER, 3D FER is more accurate and has more promising applications.
Furthermore, 3D faces produce better performance in security, and 3D data have stronger
noise immunity.

In the BU-4DFE dataset, I verified the effectiveness of dynamic information extraction by
BSCM on FER. BSCM has been used in dynamic separation in many situations. I have
used it in my 3D FER system, and the performance has increased but is still not as good
as many results in the BU-4DFE dataset. In my opinion, the reason is the deep learning
method I am using is not as good as theirs. But compared with my system with and with-
out BSCM, it is obvious that BSCM increased the performance of 3D FER recognition.

The main conclusion of 3D FER system is applied latest dynamic separation method to
reduce the computing sources and run time. It also would increase the performance of
recognition.

Real-time FER is an actual application in cooperation with industry partners. The real-
time FER system uses deep learning methods to improve recognition accuracy. Many
measures have been applied like face selection and brightness control that have never
been used in experimental environments. It is a good example of how requirements in
industry situations are different from those in the laboratory.

The main conclusion of real-time FER is to build a whole balanced system to recognise
FER in real-time by considering the performance and running time at same time.
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8.2 Future works

In the future, the automatic social touch recognition system can be modified to achieve
more accurate and faster recognition speed. To achieve the aim of more accuracy, some
simple CNNs like a small scale ImageNet can be applied in real-time FER systems. A
simple CNN will not delay the speed very much and will increase the recognition ac-
curacy. Another method to achieve the aim is to apply a more effective fusion in post-
processing. There are enough features and predicted results, but the fusion method is not
effective enough to achieve the theoretical maximum accuracy for all these features.

In 3D micro-gesture recognition system building processing, I only used the 2D infor-
mation of the H3D micro-gesture dataset. In future work, I am considering using 3D
information of the dataset and increasing the recognition accuracy. I will also try to use
some deep learning methods because deep learning has been proven to be a very effective
way to solve recognition problems. I have used some deep learning methods in FER, and
I will try to use them in gesture recognition.

The automatic recognition system for behaviour of CLBP is not very consummated. Two
aspects need to be reinforced. One is recognition accuracy, and the other is to modify it to
a real-time system. To increase recognition accuracy, more samples need to be collected.
With a large sample, deep learning methods can be applied and recognition accuracy
should be increased.

In future work of 3D FER, I plan to improve my deep learning algorithm and change the
Net I am using. Because the development of deep learning is very fast now, there may
be some new tools, including the Net. I will try to use them in my system. Another im-
provement is the advance of dynamic separation method. There have been lots of other
dynamic separation methods, and many of them have never been used in FER areas or
gesture recognition. If I identify the right method, it would improve the performance of
recognition.

In future work, the real-time FER system can be combined with EEG signals to improve
the interactive film. There are also lots of methods I used in other chapters that can
improve recognition accuracy, including dynamic separation in pre-processing and HC in
post-processing.
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cancer pain–are opioids superior to nonopioid analgesics? 2015.

[69] Vladimir Hachinski, Costantino Iadecola, Ron C Petersen, Monique M Breteler,
David L Nyenhuis, Sandra E Black, William J Powers, Charles DeCarli, Jose G
Merino, Raj N Kalaria, et al. National institute of neurological disorders and
stroke–canadian stroke network vascular cognitive impairment harmonization stan-
dards. Stroke, 37(9):2220–2241, 2006.

[70] Laxmaiah Manchikanti, Vijay Singh, Sukdeb Datta, Steven P Cohen, and Joshua A
Hirsch. Comprehensive review of epidemiology, scope, and impact of spinal pain.
Pain physician, 12(4):E35–70, 2009.

[71] CL Lisetti. Affective computing, 1998.

[72] Jianhua Tao and Tieniu Tan. Affective computing: A review. In International

Conference on Affective computing and intelligent interaction, pages 981–995.
Springer, 2005.

[73] Paul Ekman. Universals and cultural differences in facial expressions of emotion.
In Nebraska symposium on motivation. University of Nebraska Press, 1971.

[74] Houwei Cao, David G Cooper, Michael K Keutmann, Ruben C Gur, Ani Nenkova,
and Ragini Verma. Crema-d: Crowd-sourced emotional multimodal actors dataset.
IEEE transactions on affective computing, 5(4):377–390, 2014.

[75] Paul Ekman and Erika L Rosenberg. What the face reveals: Basic and applied

studies of spontaneous expression using the Facial Action Coding System (FACS).
Oxford University Press, USA, 1997.

[76] Guoying Zhao and Matti Pietikainen. Dynamic texture recognition using local
binary patterns with an application to facial expressions. IEEE transactions on

pattern analysis and machine intelligence, 29(6):915–928, 2007.

111



Bibliography

[77] DC Turk and A Okifuji. Pain terms and taxonomies of pain in: Loeser jd, ed.
bonicas management of pain, 2001.

[78] Jake K Aggarwal and Quin Cai. Human motion analysis: A review. Computer

vision and image understanding, 73(3):428–440, 1999.
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