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Nonparametric background modelling
and segmentation to detect micro air
vehicles using RGB-D sensor
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Abstract

A novel approach to detect micro air vehicles in GPS-denied environments using an external RGB-D sensor is pre-

sented. The nonparametric background subtraction technique incorporating several innovative mechanisms allows the

detection of high-speed moving micro air vehicles by combining colour and depth information. The proposed method

stores several colour and depth images as models and then compares each pixel from a frame with the stored models to

classify the pixel as background or foreground. To adapt to scene changes, once a pixel is classified as background, the

system updates the model by finding and substituting the closest pixel to the camera with the current pixel. The

background model update presented uses different criteria from existing methods. Additionally, a blind update model

is added to adapt to background sudden changes. The proposed architecture is compared with existing techniques using

two different micro air vehicles and publicly available datasets. Results showing some improvements over existing

methods are discussed.

Keywords

Keywords

GPS-denied environments, dynamic environments, micro air detection, nonparametric background subtraction, back-

ground-model update, segmentation

Received 19 May 2017; Revised received 10 September 2018; accepted 27 October 2018

Introduction

In the last decades, the autonomous unmanned aerial

vehicles (UAVs) have seen rapid progress. These

vehicles are usually controlled and evaluated by exter-

nal motion tracking system such as the VICON motion

tracking system1–3 or onboards visual sensors.4–7

Recently, using external sensors in GPS-denied envi-

ronments has attracted many researchers.3,8 In these

methods localization of detected UAVs is crucial for

collision-free path planning. While different techniques

have been proposed for static objects, localization and

detecting dynamic objects such as UAVs are still chal-

lenging and hard to implement due to the limitations

of sensors.
A new evaluation system has been introduced in

Baek et al.8 where they have used RGB-D Kinect

sensor for 3D measurements instead of VICON

motion capture system which commonly used for

verifying algorithm of UAV to control and self-
localization in indoor area. For evaluation purpose,
they have also applied a marker in order to recognise
it. Their recognition algorithm includes two sections. In
the first one, Gaussian mixture model (GMM) has been
applied as a background subtraction method to find the
area of interest.

A filter which adapts the labelling technique is also
applied to identify a marker in the region of interest.
The feasibility of this approach has been validated
in a real experiment of using two kinds of UAVs.
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The authors have demonstrated that position tracking
for the horizontal and vertical movement of a quad-
copter is possible. However, the authors complain
about some issues and limitation of the proposed
method such as fluorescent lights, the accuracy of the
position tracking and limit of the recognition range of
quadcopter’s location at distances of 1 to 3 m.

The main purpose of our paper is to address some of
these limitations. In particular, the aim of this paper is
to investigate the accuracy of the micro air vehicles
(MAVs) detection and position tracking in challenging
scenarios such as illumination changes in high-speed
moving MAVs.

In order to achieve these goals, we have introduced a
new object detection method based on motion detec-
tion algorithm using colour and depth data to produce
the segmentation result. Our proposed method stores
several colour and depth images as a model. It then
compares each pixel from the new frames with the
models in the same pixel location to identify the pixel
as part of background or foreground. When the models
have been created, they need a regular update to adapt
to the changes in the scene.

To perform these updates, once the pixel is found to
be part of the background, the system updates the
model by finding the closest pixel to the camera and
substitutes it with the current pixel if the new pixel is in
the same or further location. To the best of the author’s
knowledge this segmentation method has never been
tested before in this way. The approach to update the
background model discussed in this paper is different
from other classical methods which are updating
the sample model with the new frames based on
oldest values should replace first, mean or random
substitutions.

Additionally, blind update is added to the model, in
order for the system to adapt to the sudden changes in
the background by updating the background as well as
foreground pixels. After a sufficient number of sequen-
ces, for each pixel the background model swaps the
current frame with one of the samples randomly in
the model in the same location regardless of being fore-
ground or background. Then, the proposed method is
compared to the other state of the art methods. Results
show that it is more accurate in object boundaries and
it can tolerate more illumination changes.

Motion detection

The capability of motion detection is one of the most
fundamental tasks in many computer vision applica-
tions, especially for dealing with automated visual sur-
veillance and object tracking in real-time applications.
By defining the recognised detection area as the region
of interest (ROI), it will lead to additional tasks such as

people counting,9 wild-life and traffic monitoring,10

robots localization and tracking8 or safe UAVs

navigation.3

The main goal of such an approach is to recognise

foreground (moving object) that do not belong to the

scene. One of the most popular method is comparing

the current frame with previous frames. These previous

frames are known “reference” in the literature. This

reference typically is made from a single image or

more complex model which is called scene model.11

A scene model needs a regular update to adapt to the

change of real-world practical conditions.
Generally motion detection methods can be divided

into different categories such as optical flow,12,13 clus-

ter analysis,14 median filtering,15 running average,16

frame differencing17 and background subtraction.18

Among them the last two are currently the most

common methods.19 On the other hand, statistical

background models which have been widely used in

object detection can be divided into different catego-

ries. These models are typically based on multimodal

such as GMM,20 mean-shift clustering,21 hidden

Markov models,22 non-parametric kernel density

estimation23 or uni-model such as Gaussian24 and

Chi-square distribution.25

Background subtraction methods are typically based

on a static background hypothesis. Often it has been

assumed that in indoor environment, the scene does

not have a periodic dynamic background. However,

in practical scenarios, many situations could lead to

background changes such as reflections, animated

images on screen, moving curtains or chandelier

by winds.
The existing states of the art background subtrac-

tion techniques have achieved significant success in

many applications. However, these techniques only

perform well under steady conditions and can lead to

the failure in case of sudden illumination changes (etc.

change of light), fast moving objects in the background

(e.g. moving curtains) and changes in background

objects (e.g. moving a table from one place to another).
Many object detection algorithm have been pro-

posed to solve the problems by illumination

changes.19,26–28 These methods typically have a training

stage after the changes and they are usually expensive

in terms of computation.
A possible solution to reduce the impact of the pre-

viously mentioned phenomena could consist of using

physical information of the scene. For instance, geo-

metrical descriptions of buildings have been added to

the model in order to assist to predict shadows.29

We can obtain these 3D information of the scene

from stereo devices, camera networks30 and RGB-

D cameras.
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Currently, the production of low cost RGB-D cam-

eras such as the Asus’s Xtion Pro or the Microsoft’s

Kinect is totally changing the computer vision world.

Many researchers are using these devices which can

capture depth and colour images in the same time at

frame rates of up to 30 fps which is widely available on

the market. Depth data are very attractive and appro-

priate for applications based on moving

object detection.
In the last few years many researchers have been

investigating toward the use of depth data and colour

information in video surveillance to segment back-

ground of the scene.11,31–39

The shapes of objects which are captured by depth

sensor in the scene are not affected by shadows, illumi-

nation changes and interreflections. Therefore, depth

information could help to provide much more robust-

ness to such a phenomenon. However, background sub-

traction methods based on only depth data frequently

produce invalid outcomes.40,41 Depth data are usually

noisy and have some restrictions for certain surfaces in

measurement which typically is referred to as “holes”31

or “Absent Depth Observations (ADO)” in the litera-

ture.11 These failures come from several physical phe-

nomena such as the production of depth camouflage,

depth shadows, absorption by black objects, limitation

on distances, lower sensitivity at longer distances and

absent observations, etc. Figure 1 illustrates the

amount of possible noise in each depth frame, for exam-

ple the black speaker absorbs the signal and consequent-

ly the area is defined as absent of observation (shown by

black points) or in some part of the cavity, depth is not

available due to the characteristics of the scene. Since

the depth frame is smaller than the colour frame, the

black pixels on the edge of the picture are part of the

outer boundary of the depth frame. Moreover, some

points on the side of the frame reached to the maximum

length of the sensor therefore the sensor is not able to

return any value for those pixels. Therefore, we have

introduced both colour and depth measurement in our

approach to cover each other weakness in some chal-
lenging situations.

Despite all previous researches, the problem of
moving object detection remains challenging and
there is no universal technique to cover all practical
scenarios which could detect the foreground of the
scene without any noise. This motivated us to find a
practical approach to combine the colour and depth
data to obtain more precise and reliable background
subtraction.

In this paper, a new object detection method based
on background subtraction algorithm using colour and
depth data is proposed. This method creates an indi-
vidual model for colour images and another one for
depth. Then by storing the previously observed pixels
in these models, the system identifies each new pixel as
foreground or background by comparing them. The
models will be updated regularly after identifying the
pixels as a by finding the smallest sample in pixel loca-
tion within the depth model and swap it with value of
the new pixel. In this way, the system will be able to
adapt to great changes in the background scene by
blind update which randomly swaps the pixels from
the new frame with the model regardless of being fore-
ground or background.

This method, when compared to the other state of
the art algorithm, can tolerate more illumination
changes, it is more accurate in general and around
object boundaries. We will explain in more detail
about our motion detection algorithm in the section
Background segmentation and comparison results
with other state of the art techniques in the sec-
tion Results.

Related work

Camplani and Salgado39 proposed a per-pixel back-
ground modelling method which combine different sta-
tistical classifiers based on colour and depth
information which improves the background subtrac-
tion. For each pixel, the output from the mixture of the

Figure 1. (a) Black points in image shows holes (ADO) and other colour coded shows the distance in depth frame, (b) Colour image.

Dorudian et al. 3



two classifiers is gained through a weighted average to
consider the characteristics of colour and depth
information.

The final classification is measured by the edges of
depth and colour images and the previous foreground
segmentation. They have used canny algorithm for
edge detection. The colour-based classifier has a
larger impact on segmentation of those pixels at
object boundaries. This will reduce the noise of depth
measurements neighbouring object borders. On the
other hand, the depth-based classifier has more
impact on the final segmentation in low gradient
pixels. They believed that depth map ensures solid
detected foreground regions and decrease the amount
of errors due to illumination changes and shadows. The
background model uses a mixture of Gaussian distri-
butions. Camplani et al.42 introduced another method
based on the combination of several region-based clas-
sifiers. The authors believe that this approach cannot
perform well in case of very fast moving object as this
method is using the previous detections to recognise the
areas where the foreground can occur. However, this
hypothesis is not always correct.

Pixel-Based Adaptive Segmenter (PBAS) was pro-
posed inHofmann et al.43 This nonparametric approach
models the background by using the history of recently
observed pixel values. The main mechanism of PBAS is
the decision block. This decision is found on the per-
pixel threshold for or against foreground based on back-
ground model and the current colour frame.

Moreover, the background model is updated time to
time to be able to deal with the steady background
changes. This update process relies on per-pixel learn-
ing parameter. The main novelty used in PBAS algo-
rithm is that per-pixel thresholds metric modifies the
estimate of the background dynamics.

Generic scene modelling (GSM) is a nonparametric
method that uses both depth and colour information
which is proposed in Moyà-Alcover et al.11

Background model constructed using a kernel density
estimation (KDE) process with a Gaussian kernel for
each pixel of the scene. Unlike GMM model, in KDE
no mixture parameters should be estimated. This
helped them to estimate the density function without
any assumption about density model. Consequently, it
depends only on recent information of the scene.

A 3D kernel is constructed with one dimension for a
depth data model and two for normalized chromaticity
coordinates. Update model phase is performed using a
first-in first-out in the queue. This means a new sample is
added to the model and the oldest sample is discarded.

Recently, a new promising sample-based segmenta-
tion method is proposed for background subtraction
called ViBe.18 This method builds the model by collect-
ing previously observed values for each pixel location.

By having update phase in the processing stage, it can
respond to the change in the background very fast by
adding newly observed pixels directly in the models.
The original ViBe demonstrated successful accuracy
in many real-world scenarios such as dynamic back-
grounds as well as being fast and simple to implement.

ViBe algorithm is fast and efficient which is widely
used in background subtraction for moving object
detection. On the other hand the original ViBe algo-
rithm could easily produce ghost in the process of
moving object detection.44 Ghost described in
Cucchiara et al.45 as “a set of connected points detected
as in motion by means of background subtraction, but
not corresponding to any real moving object.”

However, ViBe algorithm still suffers from some
limitations in several challenging scenarios which can
totally affect the outcome of ViBe algorithm such as
sudden illumination changes, darker backgrounds,
ghost and shadow production in frequent background
changes.46 This can lead to wrong classification of
pixels and therefore to object detection failure.

In order to remove the ghost area in the process of
foreground detection, different modified versions of
ViBe algorithm have been introduced by other authors.
For instance, Bo et al.44 improved ViBe algorithm
based on the theory that the histogram distribution
characteristics of moving objects are different when a
real object is moving. However, the histogram of ghost
areas has a correspondence distribution characteristic.

According to Nyan and Grünwedel,47 ViBe algo-
rithm fails to detect object of interest when the lighting
of the room is reduced by about half. In the same con-
dition GMM and edge-based method could still detect
it with more false positive. Once the light is off, the
detection of both ViBe and GMM become very unre-
liable. Although their proposed method is able to
detect in this condition, the performance still is poor.

Leens et al.33 proposed a new ViBe approach which
is using colour image and ToF (Time-of-Flight) sensors
which is called indoor PMD (Photonic Mixer Device
camera). Each model is created independently and then
with logical operations combined the foreground
masks. Segmentation results proved that the colour
and depth are able to cover their limitations. For
instance, depth contribution is important in the areas
that colour segmentation typically fails. This is in case
of illumination changes or when the colour of the
object is identical to the backgrounds. On the other
hand, when the object is very close to the background
or the depth frame is too noisy to produce, a colour
segmentation can produce a valid background mask.

However, mixture of colour and depth segmentation
consists of sensor and RGB camera has couple of
drawbacks: false detection in the persistence of fast
movement by object and appearance of infrared
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shadows made by sensor. Solving these problems was

the main goal of Pierard and Van Droogenbroeck48

who tried to successfully improve the ViBe algorithm

using colour and depth. Despite the decent outcomes,

the authors complained about the problematic align-

ment in this system between the PMD and

RGB cameras.
Shadow can reduce object detection rate and lead to

rise the likelihood of tracking failure, which are very

important measures of benchmarks in object detection-

based system. In the last few years many shadow

removal approaches have been introduced to improve

detection ratio of state of the arts algorithms by using

gradient amendment, edge-based, histogram, etc.49–51

These methods usually face with some complex situa-

tion such as lack of information in darkness or low

light condition and completely change of chromatic

properties of the context.
Regardless of all previous researches, results

show that shadow detection algorithms improved the

average of the shadow detection rate. However,

the rate of the detection still cannot completely meet

the practical requirements. Major problem of existing

shadow detection algorithms are the fracture of

detected objects, particularly for pixel-based methods

such as texture-based and chromaticity-

based methods.51

In benchmark evaluation with other state of the art

algorithms, ViBe proved that is robust to background

motion and artefacts stemming from irregular motion

(camera jitter).52

All previously mentioned researches have shown

that nonparametric methods such as ViBe and PBAS

have a successful accuracy in most cases except a few

scenarios such as sudden illumination changes, poor

lighting, and production of ghost. By having the phys-

ical information of the area, we are able to cover the

weakness of these methods and significantly improve

the overall accuracy of the moving object detection of

the nonparametric methods. For this reason, we have

added depth frame to RGB image in order to improve

the outcomes.
Two main approaches exist to segment RGB-D

data. In the first approach two independents segmenta-

tions are carried out. One on the colour image and the

other one on the depth data, the two results are

merged. The second approach fuses the RGB-D data

before undertaking a joint segmentation.36 We have

used the second approach in our algorithm. This

means we are considering jointly depth and colour to

produce the segmentation.
For more clarification, we have included a complete

version of our object detection algorithm in a C-like

code in Appendix 1.

Background segmentation

Our proposed method follows a nonparametric back-

ground modelling pattern, similar to the previous

works such as ViBe18 and PBAS.43 Consequently, the

background model obtains by history of previously

observed pixel values and the foreground segmentation

depends on a threshold amount.
Using nonparametric methods such as ViBe algo-

rithm with both colour and depth data is not totally

new since this approach has been already applied for

moving object detection.33,36,48 However, in Leens

et al.33 and Pierard and Van Droogenbroeck48 their

vision system is made up with RGB camera and sepa-

rate ToF camera. These systems need experimental cal-

ibration and align the both frames which are heavy and

difficult. Instead some authors like Ottonelli et al.36

used a simpler way of having only a standard

stereo camera.
Recently with the rise of low-cost RGB-D camera

researchers have started to use these sensors as they are

able to produce better calibrated RGB and depth

frames. These devices can capture up to 30 frames

per second which would be beneficial for motion detec-

tion algorithms. These great benefits encourage us to

start using RGB-D camera for the proposed back-

ground subtraction technique. Our method consists of

different steps to be able to successfully use in live

application and cope with the changes in the back-

ground. Figure 2 illustrates the flow chart of the pro-

posed algorithm.
The system stores the first N number of frames in

“system initialization” step to create colour and depth

background models. “ADO removal filter” will apply

to individual depth frames before going to the model to

eliminate all the unknown values in the depth frame.

Once the initialization has been completed, the back-

ground model will be ready and the system moves to

the main loop. Each pixel of the new frame will be

compared with the models to identify as foreground

or background (Bg/Fg segmentation).
Those pixels identified as a background will be

guided to update the background models.

Additionally, after M number of frames, the system

will use blind update to randomly swap foreground

as well as the background pixels with the models. In

the remaining of this section the key steps of Figure 2

are discussed in more detail.

System initialization

Background subtraction methods usually need a scene

model to enable the system to compare and segment

the regions of the new frames as a background or fore-

ground. Meanwhile every model requires an

Dorudian et al. 5



initialization process which has enhanced the impor-
tance of numerous popular methods described in pub-
lications, such as Elgammal et al.23 which need various
frames to initialize their model. These approaches are
acceptable in terms of statistical point of view.
Therefore, this can gather various amount of data
which enables us to estimate the temporal distribution
of the background pixels. However, these methods are
not able to segment the foreground of video that is
shorter than the normal initialization sequence
needed by some background subtraction methods.
On the other hand, other methods such as Barnich
and Droogenbroeck18 need plenty of time to complete
the stored model.

The ability to provide an uninterrupted foreground
detection is one of the most important factors in our
application. This includes the sudden changes in light
or shadow of the moving object on the wall, which
cannot appropriately be handled by the regular initial-
ization and update approach.

The possible answer to these issues could be intro-
duced as an outstanding update model process which
adapts the pixel models to the different lighting condi-
tions. However, sudden illumination could completely
change the chromatic properties of the context and
even using such a dedicated update process could fail.

Barnich and Droogenbroeck18 introduced an appro-
priate technique for this issue which initializes the
background model from single frame and gradually
building more samples model. Even this technique is
not able to cope with sudden illumination changes
such as shadow of moving object. A more convenient
solution to these issues is to use depth images which
help us to understand a change in the physical position
of each pixel in the real world. Therefore, in order for
the system to be able to handle the sudden illumination
changes, depth data added to the RGB in the pro-
posed method.

Depth information is supposed to represent steady
long-term description of the scene. Therefore, theoret-
ically storing one model of the scene should be enough

for the background model. However, we experienced

that cheap sensors like Microsoft Kinect have a con-

siderable amount of noise. In order to find the most

accurate depth measure, we store the same number of

depth as colour frame.
Unlike other approaches which need plenty of time

and frame for initialization, our method required to

finish initialization very quick and start tracking the

moving object as soon as possible; therefore, the

system blindly stores the first N number of colour

and depth images (we recommend N = 20 samples)

as a model and then gradually modifies the model

during the update stage. This will allow us to start

tracking our object rapidly.

Post initialization filtering (ADO removal)

As mentioned before, depth data could be very noisy

and contain many ADO pixels. In order to reduce these

noises, we need a hole filling strategy. The main goal of

this strategy is to filter the unknown depth value and

refining object boundaries. Each filtered frame is then

used as a sample to build the depth model which helps

to prevent with falling of the temporal variations of the

depth distances. This will help to have more accurate

depth pixel values in the model to identify the fore-

ground and background.
Recently many researchers have been investigating

inpainting depth frames to remove holes from the depth

frames.53,54 However, these methods are very expensive

in terms of computation. One of the most common

methods to remove the ADO pixels is to fill them by

the neighbouring depth data.54

We have used this idea and made an assumption

that neighbouring depth pixels are most likely to have

similar value. We have used this assumption to remove

the ADO pixels by replacing with the randomly nearest

pixel values.
This simple and fast method will help to significantly

reduce the number of errors. However, this method

could also lead to more error in rare scenarios such

Figure 2. Flow chart of the proposed object detection method.
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as an open area such as a corridor with a length of

more than the sensor maximum range. However,

these wrong values will be gradually corrected with

more accurate values during the update process.

Figure 3 illustrates an example of depth sample

model before and after ADO removal.

Bg/Fg segmentation

Traditionally background subtraction techniques

mainly rely on probability density function (PDF) or

statistical parameters such as variance or the mean.
An alternative way is to consider statistical signifi-

cance to build a model with previously observed real

depth and colour data. This assumption is based on

common sense that if the same pixel value has been

observed many times in the same location, this pixel

has a high probability of being background, compared

to the values that never come across.
As part of our background subtraction, we want to

classify each pixel as foreground or background. In

order to do this, we are fusing the results from colour

and depth models to produce the final decision.
Like Barnich and Droogenbroeck,18 we create each

background pixel with a set of samples instead of one

background model. Accordingly, we have not used esti-

mation of the PDF for the background classification.

Instead in each location the current value of the colour

pixel is compared to the collection of samples (colour

model) to find out if the pixel value is close to some of

the sample values instead of most of all samples in the

same location.
In a similar way, depth pixels will be compared to

depth model to check if the pixel has been in the same

range or is closer to the camera.
In most cases depth and RGB have the same indi-

vidual segmentation outcome. In other words, both

separately agree whether the pixel is part of the back-

ground or not. However, in some challenging scenari-

os, they are strongly against each other. An example of

these situations could be colour camouflage such as

foreground having the same colour of the background
or depth camouflage such as moving the hand on
the wall.

In order to make the final decision we need to rely
on colour or depth model, one more than the other.
Recently with the production of new sensors such as
ToF which has been used in Kinect V2 sensor, depth
accuracy has been improved significantly.55,56 On the
other hand, illumination does not affect depth data.
Therefore, we have relied more on the depth outcome
to produce the result. This means if we could not find
enough close samples in the depth model, then pixel
will be classified as foreground regardless of colour
outcome. In other words, if depth pixel is not available
in any pixels, then we will only rely on the decision of
the colour model on that pixel location.

All non-ADO pixels will be accepted as a back-
ground if they have some similarity with depth
model. In the same way, each pixel can classify as fore-
ground if they do not have some similarity with the
depth model (by considering the tolerance amount).
All other pixels will be decided by colour model.

In other words, if a pixel has close or greater dis-
tance to some of the depth sample values, it will be
classified as a background. The main reason we
added this condition is to detect shadows and colour
camouflage as part of the background. An example of
this is illustrated in Figure 4.

Those pixels which have not been assigned as a
background will be then compared with the values of
the depth again. However, this time the threshold will
be increased. If the pixel cannot meet this condition, it
will be considered as a foreground. All other pixels will
be decided in the same way with colour model.
Consequently, if they have some similarity with
colour model, then we will classify them as a back-
ground, otherwise those pixels will be classified as a
foreground. Figure 5 illustrates the proposed classifica-
tion in flow chart diagram.

Formally, let us denote a 3D point as X=(x, y, z) 2
R3, RGB-D camera produces a colour and depth

Figure 3. An example of depth image. Black pixels show holes in depth frame, (a) depth frame before ADO removal, (b) post
initialization after ADO removal.
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image. We denote v(X) the value in a given colour and d
(X) the value in the depth taken by the pixel located at
X in the new image frame and with an index of i in a
background sample value of vi and di. Each back-
ground pixel located at X is modelled by a collection
of N background colour and depth sample values taken
before as

MðXÞRGB ¼ v1; v2; v3; . . . ; vng (1)

MðXÞD ¼ fd1; d2; d3; . . . ; dng (2)

In this paper, we refer to MðXÞRGB as a background
colour model and MðXÞD as a background depth

model. In order to classify each pixel of new frame as
a background, we compare each depth pixel with the
depth model MðXÞD at location X. If the difference is
equal or larger than hD (acceptable depth threshold
which is close to 0), we will count as the pixel is similar
to that sample. Each pixel which could find more than
cardinality denoted by #Min (we recommend the value
as N/4) similar pixels will be assigned as part of the
background. On the other hand, if we could not find
at least #Min similar sample out of N number of samples
at location X, the system will increase the hD and do the
last process again. This time if the system could not
find #Min similar sample, it will be count as foreground.
All other pixels will be decided by comparing the
colour values and MðXÞRGB in the same way.

Background model update

In this section, we will explain how to continuously
update the background model with the new frames
over the time. The reason we have added this stage is
that the system adapts to the changes in the back-
ground over the time. These changes could be illumi-
nation changes, appearing a new object in the scene or
moving an object in the background completely to the
different position.

When a pixel classified as a background, the system
will randomly swap the value of new colour pixel with
one of the samples in colour model in the same loca-
tion. However, in depth model we will check the
distance of the new pixel (in depth image) with back-
ground model distances. In order to compare the dis-
tance, the system finds the smallest sample in the depth
model and compares it with the value of new depth
frame in the same location. If it has the same distance
or bigger, we see it as a good sample and will swap it
with the smallest previous sample, otherwise it is a bad
sample and will not change the samples model.

Figure 6 demonstrates an example of good and bad
sample pixel. We have defined the good and bad sam-
ples based on the fact that, if we assume points A and B
are different sample of background depth model in the

Figure 4. An example of shadow. (a) Colour image, (b) original vibe, (c) proposed method.

Figure 5. Flow chart of the proposed classification method.
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same location, point A will be a bad sample as previ-

ously point B has been observed behind this point.

This means in comparison of these two points with

the same location of x and y with different dimensions

(d) in a 3D space, the point with the absolute smaller

number is closer to the camera; therefore, it cannot be

part of the background. An exception of this rule could

be the physical change in the background of the scene.

An example of this could be moving forward a table in

the background. This means some of the pixel values

which belong to the model (it is part of the previous

frames) do not exist anymore. However, in this case the

system will be able to cope with the changes from time

to time in the blind update stage.
Formally, when pixel v(X) is identified as a back-

ground, the system will swap the v(X) with randomly

one of the colour model MðXÞRGB.On the other side,

the system finds the smallest distance value (dsmallestÞ in
MðXÞD and compare it with d(X). If d(X) is bigger than

dsmallest Xð Þ; then we can accept that as a good back-

ground pixel and replace it with dsmallest Xð Þ, otherwise
it is not a good sample and we will not change our

model. This is one of the biggest differences with the

current available methods which those are usually

modify the background sample according to old

replace with the new one, mean or random number.

This enables us to improve our model and update

with the new changes during the time as well as keeping

the valid samples in the models. The only disadvantage

of this selection is that if we move the background for-

ward such as moving a table in the middle of the room,

the system will always identify this as a foreground and

will not change the model. For this reason, we have

added a blind updated step into our algorithm which

will allow the system to adapt with such changes in the
background during the time.

Blind background model update

In this section, we will explain how to continuously
update the background model with the new frames
over the time. The reason we have added this step is
that the system adapts to the changes in the back-
ground over the time. These changes could be appear-
ing a new object in the scene or moving an object in the
background completely to the different position.

In the classification step of our method, we update
our background model by comparing the pixel of the
new frame with the background model and replacing
this with the new pixels if they are more valid.
However, this will only allow us to replace those
pixels which have already been identified as a back-
ground. Consequently, if we introduce a new object
in the scene (as part of the background), because it
has a smaller distance from the camera compared to
all previous pixels in depth model and different colour
to the colour model, it will never be recognised as a
background. Therefore, it will never be part of the
background samples.

The term which referred in the literature as back-
ground history or background memory has always
raised a question in subtraction techniques that which
sample we can keep in the model and for how long we
can use that. For instance, one of the classical
approaches for updating the background model is
discarding the old pixel model and replacing with the
new pixel after period of time or number of given frame
(usually after couple of frame or seconds). These
classical methods will update all the old pixels in the
model where it is not always necessary to update the
valid samples.

On the other hand, updating the model only by
those pixels which identified as a background or includ-
ing foreground pixels is always raised in background
subtraction algorithms. In the literature, it has been
described as a blind and conservative update proce-
dure. A conservative approach only updates the
model by pixels which are identified as a background
and it never uses the pixel which belongs to the fore-
ground. Conservative update could cause the back-
ground pixels being updated only and have a
permanent misclassification. Most of the practical sce-
narios could reach to this situation.

Conservative approach can successfully detect the
moving objects which do not have any similarity with
the background. This is used in our background update
stage (as illustrated in Figure 2). However, this can
contribute to the creation of ghosts and failure in
dynamic background scenarios.

Figure 6. Point A and B are two points in the background depth
model which they have identical X and Y with the different d.
Point A is closer to the camera therefore it cannot be the
background because another point B observed behind this point
in this location.
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Despite all the effort made by existing approaches,

developing a fast approach to eliminate the ghost in

dynamic background situations is still challenging for

background detection techniques. For these reasons, as

illustrated in the diagram in Figure 2, we have added

the simple random background update phase for the

colour and depth models which is called blind update.
Blind update will allow us to use any kind of pixel

whether it is classified as a background or foreground

and classify it as a background or foreground. The

main downside of this method is the poor detection

of slow moving object which are becoming part of

the background model during the time. Several solu-

tions have been introduced to solve this issue such as

using background model of large size or first-in first-

out which has been used. However, these solutions

have negative sides such as higher computational and

memory usage or time limiting.
Those pixels classified as part of the background in

the scene, automatically will be used to update the

background model. The method will swap the pixel

from the new frame with the shortest in depth model

if these pixels have better values (longer distance com-

pared to the model). However, if our background will

be dynamic, the system will permanently identify the

background as part of the foreground. For each pixel,

the system will swap the value of current depth (only if

its non-ADO) and colour frame randomly from the

model after M number of frames (we recommend this

value as 30). This method has the advantage of a mem-

oryless update strategy, producing a fast and efficient

update. Moreover, a random sampling increases the

time gaps and allows the adaptation of the background

models that are classified as foreground.

Results

In this section, the results achieved by the proposed

method are compared with alternative background/

foreground subtraction algorithms based on colour

and depth data. We have tested the presented system

in two different ways. First, we have evaluated the pro-

posed moving object detection method with two data-

sets and then the entire system is tested via a live

demonstration in indoor environment.

We have used two different indoor benchmark data-
sets. The first dataset contains sequences from two dif-
ferent types of MAVs. In the first sequence we have
evaluated the detection accuracy using an AR.
Drone57 and in the second sequence we used a
Crazyflie,58 a smaller size quadcopter. To collect these
two sequences, a Microsoft RGB-D Kinect V2 sensor
has been used. The goal of this test is to measure the
ability of the proposed method to detect a small and
fast moving object such as the micro drones under dif-
ferent indoor challenging scenarios as detailed in
Table 1. We have also generated hand-labelled
ground truth for these sequences to measure the
accuracy of each method used in the comparisons.
In particular, we have compared the proposed
method in this paper with CLW,39 MOGRGB�D,

32

GSMUF and GSMUB,
11 PBAS43 and ViBebin.

33

It is worth mentioning that the original PBAS are
using only colour frames. In this paper, these have been
extended to use colour and depth (RGB-D) images in
order to enable us to have same input for all methods.
This has been done similar to Leens et al.33 by fusing
the result of colour and depth binary mask using a
logical “OR” (non-exclusive). We refer to these meth-
ods as PBASbin.

We should state that all results for the proposed
algorithm have been evaluated without using any
post-filtering to compare the accuracy of the method.
Clearly, the amount of noise will be reduced and the
results will improve with post-filtering methods. For
qualitative evaluation, a video is available on
Dorudian59 to show the accuracy of the proposed
method in some challenging scenarios such as change
in the background, removed object from the back-
ground (intermittent motion), change in the light and
sunlight (illumination changes), micro UAV and
appearance of shadow in wall and floor.

Additionally, we have tested the proposed method
with the benchmark RGB-D dataset introduced in
Camplani and Salgado39 to compare and rank the algo-
rithms to ensure that our proposed algorithm performs
well among other currently available methods in differ-
ent challenging scenarios. We have used the ground
truth provided with these datasets in order to measure
the performances. This dataset has four different
sequences and each sequence has been made to test

Table 1. Details of our dataset which used for measuring the accuracy of the UAVs detection at 30 fps.

Sequence

name

Number of

frames

Frequency of

frames used for

ground truth

Number of

ground truth

Number of frame

where moving

object is present Objective

AR.Drone 350 Every 30 frames 12 220 Accuracy of UAV detection

Crazyflie 275 Every 30 frames 10 230 Accuracy of small UAV detection
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the accuracy of the method in specific challenging sce-

nario. DCamSeq and ColCamSeq ground truth has

been produced to test the accuracy of individual

method only in those sections in the images where

each single problem is existing. This process guarantees

that other challenging scenarios do not interrupt the

algorithms segmentation. Table 2 shows the details of

these sequences.
We have used the following metrics to measure the

performance of the proposed algorithm in order to be

able to compare and rank the results.
False Positive (FP): Part of the Bg pixels which are

classified as Fg.
False Negative (FN): Part of Fg pixels which are

classified as Bg.
Total Error (TE): The full number of misclassified

Bg/Fg pixels which normalized according to the

image size.
Similarity measure (S): Is non-linear metric that

combine FN and FP which publicly known as

Jaccard’s index60 and has been used in Li et al.61 as

S A;Bð Þ ¼ jA \ Bj
jA [ Bj (3)

where A denoted as detected region and B is ground

truth. Result closer to 1 shows Fg correctly identified

similar to the ground truth, otherwise will be closer to

0.Similarity measure (SB): To investigate the misclassi-

fied pixels near to the boundaries of moving objects. It

is measured similar to S, but only considering the

regions of 10 pixels surrounding the ground

truth boundaries.
Additionally, we used the proposed evaluation

method in Goyette et al.52 to calculate the average

ranking of method (RM) which combine the perfor-

mance of each method across different metrics in

each sequence and use overall ranking across category

(RC) which shows in general how well an algorithm

performs with respect to the other techniques by calcu-

lating an average (RM).
Let us denote the ranking of the ith technique for the

metric m in the sequence sq as rankiðm; sqÞ. Then the

average ranking of technique i for the Nm number of

metrics in the sequence sq is given as

RMi ¼ 1

Nm

Xm

i¼1

ranki m; sqð Þ (4)

Accordingly, the overall ranking among all the cat-

egories ðRCiÞ for Ni number of techniques is calculat-

ing by taking the mean of average ranking across all

the sequence as

RCi ¼ 1

Nsq

Xsq

i¼1

RMi (5)

Nsq defined as the number of sequences which is 4 in

the dataset demonstrated in Table 2. In general RM,

RC, TE, FP and FN the lower amount demonstrate

better performance, and higher S and SB demonstrate

more similarity with ground truth and therefore better

performance.
Table 3 shows the result of the Crazyflies sequence.

In this scenario, the moving object (Crazyflie) is fast

and small. This will cause the sensor to frequently cap-

ture unmatched colour and depth images. This will

make it more difficult for the tested algorithms to

find the correct moving object. Additionally, some

part of the UAV has an unknown pixel values in

depth frames. For these reasons, all tested methods

have a weak performance in this sequence. Figure 7

shows an example of this sequence and the binary

mask of each method.
Table 3 shows that the proposed algorithm could

obtain the lowest TE and FP. This shows that the

system has less fault detection among other algorithms.

However, the FN for the proposed method is very high

which means the system could not successfully detect

part of the foreground. Other methods also have the

same problem except Pbasbin where instead, it has weak

results in FP and S. On the other hand, the proposed

method could achieve the highest similarity measure (S)

which shows the closest result to the ground truth.

Average ranking of the proposed method (RM) is the

Table 2. Details of dataset in Camplani and Salgado,39 which is used for evaluation in this study.

Sequence

name

Number of

frames

Frequency of

frames used for

ground truth

Number of

ground truth

Number of frame

where moving

object is present Objective

Papers which

also used

these datasets

GenSeq 300 Every 8 frames 39 115 Overall performance 11,38

DCamSeq 670 Every 7 frames 102 400 Depth camouflage

ColCamSeq 360 Every 8 frames 45 240 Colour camouflage

ShSeq 250 Every 10 frames 25 120 Shadows impact
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lowest in this sequence which means it could achieve

the best performance in overall.
Table 4 demonstrates the result for the AR.Drone

sequence. This table shows that the accuracy of detec-

tion in AR.Drone is higher than smaller drones such as

the Crazyflie. This can be explained with the AR.Drone

having a bigger surface and receiving more accurate

depth data from the sensor. Table 4 shows that the

proposed method could achieve the lowest TE and

FP which shows that this method has the lowest error

compared to the other algorithms. Moreover, the sim-

ilarity measures in the images (S) and around object

boundaries (SB) are the most similar to the ground

truth. Similarly, average ranking (RM) shows the best

performance for the proposed algorithm in overall by

having the lowest amount among all other algorithms.

Figure 8 illustrated an example of this sequences and

the output of all compared methods.
In the remaining sections the benchmark RGB-D

dataset introduced in Camplani and Salgado39 are

briefly discussed and then results are shown.

GenSeq sequences

This sequence has been designed to test the overall per-

formance of the method in case of several possible

error that may occur in one scene. This sequence con-

tains a scene with individual person moving.

Table 3. Crazyflies sequence results.

TE FN FP S SB

Method Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev RM

MOGRGB�D 0.63 0.17 51.25 13.56 0.02 0.02 0.34 0.17 0.37 0.14 3.2

GSMUB 0.08 0.01 55.96 23.49 0.03 0.03 0.27 0.13 0.29 0.09 3.8

GSMUF 0.12 0.27 37.59 18.25 0.09 0.03 0.27 0.11 0.34 0.08 3.4

PBASBin 0.63 0.06 0.20 0.57 0.63 0.06 0.11 0.04 0.44 0.07 3.2

VIBEBin 1.45 0.19 19.12 10.71 1.43 0.19 0.04 0.02 0.42 0.06 3.8

Proposed method 0.05 0.01 42.63 17.85 0.01 0.02 0.42 0.18 0.42 0.11 1.8

Lower TE, FN and FP show better result and higher S and SB demonstrate higher similarity to the ground truth.

FP: false positives; FN: false negatives; TE: total error; S: similarity measure; SB: similarity measure in object boundaries.

Figure 7. The result of micro UAV sequence. (a) Colour frame, (b) Depth frame, (c) Ground truth, (d) MOGRGB�D output,
(e) GSMUB output, (f) GSMUF output, (g) PBASbin output, (h) ViBebin output, (i) Proposed method output.

Table 4. AR.Drone sequence results.

Method

TE FN FP S SB

Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev RM

MOGRGB�D 0.15 0.16 14.79 12.02 0.04 0.06 0.79 0.13 0.80 0.11 2.6

GSMUB 0.49 0.29 74.97 11.66 0.01 0.01 0.25 0.12 0.26 0.12 4.2

GSMUF 0.31 0.26 9.59 6.52 0.25 0.21 0.69 0.11 0.74 0.08 3.2

PBASBin 1.25 0.33 0.25 0.80 1.25 0.33 0.33 0.09 0.66 0.10 4.2

VIBEBin 1.02 0.26 2.73 3.41 1.18 0.25 0.33 0.09 0.74 0.09 3.8

Proposed method 0.13 0.11 11.84 6.02 0.05 0.07 0.82 0.11 0.83 0.08 2.0

Lower TE, FN and FP show better result and higher S and SB demonstrate higher similarity to the ground truth.

FP: false positives; FN: false negatives; TE: total error; S: similarity measure; SB: similarity measure in object boundaries.
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Additionally, Table 5 shows the full results for all

frames of this sequence.
Proposed method has the lowest amount of total

error (TE) and highest similarity with the ground

truth (S and SB). Consequently, it has the lowest aver-

age ranking of method (RM) which shows that it has

the best performance in this sequence among

all methods.

DCamSeq sequences

The goal is to investigate the tolerance of the algo-

rithms in case the depth camouflage occurs.

As Table 6 illustrates the result of this sequence, the

total error (TE) and false negative (FN) of the

proposed method is very high which shows poor detec-

tion in this sequence. Accordingly, after PBAS it has

the highest RM compared to other methods which

demonstrate a weakness of the proposed method. The

reason is that the depth model is not able to detect the

entire hand when it is on top of the cupboard. GSMUB

and GSMUF have achieved the lowest RM and shown a

great result.

ColCamSeq sequences

It has been made to investigate the possible error of the

algorithms in the case of colour camouflage. As Table 7

illustrates the result of this sequence, the proposed

method could achieve the highest similarity measure

Table 5. GenSeq sequence results.

Method

TE FN FP S SB

Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev RM

MOGRGB�D 1.93 0.66 0.63 0.01 2.09 0.02 0.79 0.20 0.45 0.13 4.0

CLW 1.30 0.42 1.49 0.02 1.27 0.01 0.83 0.21 0.53 0.14 3.0

GSMUB 1.38 0.56 1.04 0.78 1.44 0.66 0.83 0.20 0.78 0.11 2.8

GSMUF 1.30 0.52 4.08 15.38 1.30 0.60 0.83 0.20 0.78 0.14 3.2

PBASBin 8.24 13.78 0.33 0.53 9.36 15.97 0.66 0.21 0.71 0.10 4.6

VIBEBin 2.32 0.58 1.59 1.52 2.43 0.56 0.77 0.16 0.75 0.09 4.6

Proposed method 1.09 0.46 2.85 7.43 1.02 0.56 0.88 0.14 0.79 0.12 2.0

Lower TE, FN and FP show better result and higher S and SB demonstrate higher similarity to the ground truth.

FP: false positives; FN: false negatives; TE: total error; S: similarity measure; SB: similarity measure in object boundaries.

Figure 8. The result of AR.Drone sequence. (a) Colour frame, (b) Depth frame, (c) Ground truth, (d) MOGRGB�D output,
(e) GSMUB output, (f) GSMUF output, (g) PBASbin output, (h) ViBebin output, (i) Proposed method output.

Table 6. DCamSeq sequence results.

Method

TE FN FP S SB

Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev RM

MOGRGB�D 2.11 1.29 15.25 0.09 1.31 0.02 0.61 0.14 0.61 0.11 2.6

CLW 2.46 1.82 32.21 0.26 0.66 0.01 0.55 0.14 0.51 0.12 3.8

GSMUB 1.74 1.70 20.45 10.73 0.46 1.57 0.64 0.17 0.54 0.14 2.0

GSMUF 1.65 1.49 22.06 11.60 0.61 1.73 0.65 0.18 0.55 0.14 1.8

PBASBin 6.66 14.29 46.98 31.45 4.69 15.17 0.32 0.22 0.38 0.23 7.0

VIBEBin 2.84 2.20 41.34 22.15 1.42 2.38 0.43 0.20 0.47 0.20 5.2

Proposed method 3.09 3.01 45.31 30.28 0.91 2.10 0.42 0.26 0.41 0.24 5.6

Lower TE, FN and FP show better result and higher S and SB demonstrate higher similarity to the ground truth.

FP: false positives; FN: false negatives; TE: total error; S: similarity measure; SB: similarity measure in object boundaries.
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and average in FP, FN and TE which lead to get the

lowest RM. This means that the proposed method per-

forms well in this scenario which is able to almost

completely detect the white board from the same

colour background. The reason behind is that our

depth model strongly believes the board is not part of

the background and therefore can detect it as

a foreground.

ShSeq sequences

This sequence considered to test the impact of shadows

in the scene. As Table 8 illustrates the result of this

sequence, the proposed method could successfully

detect the foreground object and avoid the shadow of

the box on the floor. The total error shows the lowest

amount of error and highest similarity measures (S and

SB) compared to the other methods. Accordingly, this

allowed the proposed method to achieve the lowest

RM which demonstrates the best performance among

all other methods. Figure 9 illustrates an example from

ShSeq sequences which has also been demonstrated in

Camplani and Salgado.39

Figure 10 summarizes results shown in Tables 5 to

8 by illustrating the RC and RM for each individual

method in each sequence. The lower amount for RM

and RC shows better result. As illustrated in Figure 10,

our method could achieve the lowest RM in GenSeq,

ColCamSeq and ShSeq compared to the other five

algorithms. This shows the best overall performance

in all these benchmark datasets. However, in the

DCamSeq the proposed method has the highest RM

value. This means the proposed method is not able to

perform well in case of depth camouflage but in all the

other scenarios; it is able to demonstrate the best result.

Indeed, according to RC values which calculated the

overall performance of the algorithms in these four

sequences, the proposed method outperforms among

these six methods as it could achieve one of the

lowest amounts of RC. Despite the positive result

PBAS previously achieved in colour only datasets, in

these RGB-D sequences, it presented the weakest per-

formance in all four scenarios by achieving the highest

RM and RC. The main reason for this failure is that

PBAS was originally introduced only for colour frames

and it cannot tolerate the noise of depth frames. We

Table 7. ColCamSeq sequence results.

Method
TE FN FP S SB

Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev RM

MOGRGB�D 3.49 3.40 3.38 0.02 6.13 0.14 0.91 0.09 0.81 0.08 4.4

CLW 3.20 2.77 3.52 0.09 2.92 0.10 0.89 0.15 0.77 0.16 4.4

GSMUB 2.30 2.26 7.10 14.5 3.21 6.30 0.90 0.15 0.52 0.11 4.4

GSMUF 2.20 2.27 2.94 5.53 4.36 6.42 0.92 0.08 0.53 0.09 3.2

PBASBin 10.04 13.61 0.48 1.41 20.66 23.62 0.79 0.22 0.80 0.11 5.0

VIBEBin 3.16 2.72 1.08 2.95 7.19 7.13 0.91 0.08 0.86 0.07 3.4

Proposed method 2.61 2.84 1.99 3.52 5.54 8.27 0.93 0.09 0.89 0.07 2.4

Lower TE, FN and FP show better result and higher S and SB demonstrate higher similarity to the ground truth.

FP: false positives; FN: false negatives; TE: total error; S: similarity measure; SB: similarity measure in object boundaries.

Table 8. ShSeq sequence results.

Method

TE FN FP S SB

Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev Avg. St. Dev RM

MOGRGB�D 3.94 1.54 0.59 0.02 4.50 0.07 0.77 0.09 0.66 0.05 5.6

CLW 0.81 0.35 1.60 0.05 0.68 0.02 0.94 0.04 0.71 0.07 3.0

GSMUB 0.87 0.33 0.98 0.88 0.88 0.42 0.93 0.03 0.76 0.06 3.4

GSMUF 1.66 0.38 0.14 0.19 1.92 0.44 0.89 0.04 0.65 0.05 3.8

PBASBin 3.92 2.73 0.35 0.31 4.48 0.10 0.78 0.11 0.60 0.03 5.4

VIBEBin 3.72 0.99 0.06 0.15 4.31 1.17 0.78 0.07 0.64 0.03 4.4

Proposed method 0.80 0.41 0.88 0.70 0.81 0.48 0.95 0.03 0.82 0.06 2.0

Lower TE, FN and FP show better result and higher S and SB demonstrate higher similarity to the ground truth.

FP: false positives; FN: false negatives; TE: total error; S: similarity measure; SB: similarity measure in object boundaries.
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have used the original parameters in this comparison.

However, it might be possible to achieve better results

by changing the parameters.

Real-time experiment

The proposed system has been tested in a live applica-

tion within an indoor environment. A basic control

system based on the proposed approach has been

implemented controlling an MAV. The computational

cost of the algorithm is calculated as the mean rate of

the processing time of the algorithm. The test was per-

formed on a laptop with an Intel(R) Core(TM) i7-

6700HQ CPU @2.6 GHz and 8 GB RAM along with

Microsoft Kinect v2 sensor and a parrot AR.Drone.57

As illustrated in Figure 11, coloured cover has been
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Figure 10. RM chart shows the overall performance of CLW, GSMUF, GSMUB; MogRGB�D.PBAS and Vibbin and proposed method in
GenseqSeq, DCamSeq, ColCamSeq and Shseq sequences. The lower then RM and RC values are the better the performance is.

Figure 9. An example of ShSeq sequences (a) Colour data, (b) depth data codified in colour, (c) MOGRGB�D, (d) CLW output, (e)
GSMUB output, (f) GSMUF output, (g) PBAS output, (h) ViBebin output, (i) Proposed method output.
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added to the front of the drone for more accurate depth
data on the drone body and recognition of front of the
drone for navigation by control system.

It is worth mentioning that the proposed algorithm
used during these tests has been implemented in Cþþ
and OpenCv library62 without any specific code opti-
misation, as the aim of this experiment is to show that
the proposed algorithm can be successfully run at real-
time frame rates and therefore no effort has been made
to optimise the code/set-up.

The quadcopter could successfully land on the floor
and the total flying time was 210 seconds with mean
processing time of 68.8 ms, and looking at the frame
rate, it is about 15 fps. Demonstration showed that the
proposed system could safely control the behaviour of
the quadcopter in typical processing time required by
other state of the art systems63,64 for each frame at real-
time. Figure 12 shows the total time obtained by the
system for the first 200 frames of the test. The mini-
mum time for a single frame on this test was 55 and the
maximum was 82 ms.

Conclusion

In this paper, we presented a novel nonparametric

approach for the detection of MAVs using background

modelling and segmentation of moving object by the

history of previously observed pixel values similar to

the previous work of ViBe and PBAS algorithm.
Our system produces one model for colour and one

for depth. By combining colour and depth model

together to produce the final classification, we could

improve the background segmentation accuracy of sim-

ilar methods in some challenging scenarios. These

models get updated for each pixel which identified as

a background. Additionally, after M frames, the system

blindly updates the models regardless of the pixel being

background or foreground.
These updates allow us to create more accurate

depth model regardless of noisy depth frames. For

this reason, the depth model has a greater influence

in the final segmentation. In particular, the system

relies more on colour model when depth is not avail-

able or cannot surly decide the foreground/background

(e.g. near object boundaries). This helped us to signif-

icantly reduce the amount of false detection in case of

sudden illumination changes and shadow on the floor.
The proposed method has four steps: initialization,

post initialization filtering, classification and update.

The results and evaluation section demonstrated that

the proposed algorithm in our two sequences could

achieve the best performance by having the lowest

RM. However, the FN is high in both sequences

which indicate some part of the foreground has been

identified as a background due to the size, speed and

surface of the UAV.
In the other four public datasets, the proposed

method has the most accurate and reliable outcomes

in comparison with other state of the art methods.

Furthermore, we have shown that the GSMUF and

the proposed method achieved the best overall results

by having the lowest RC as illustrated in Figure 10.

This system also improved the overall performance of

the detection of high-speed moving MAVs by

Figure 12. Computational time for the system to control the quadcopter. The time for the first 200 frames is shown.

Figure 11. An AR.Drone was used to test the proposed
method in real-time.
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combining the depth and colour model to produce the
segmentation and update models to make it more accu-
rate time after time.

These outcomes are also supported by Tables 5 to 8,
where it has been highlighted the robustness of the pro-
posed method by achieving the lowest value of RM in
three sequences and only a poor performance in one
sequence (DCamSeq) as the method has difficulty in
detecting the moving object in occurrence of depth
camouflage. Further improvements of the depth cam-
ouflage problem with the proposed method can be
obtained by reducing the acceptable threshold
amount and using a more accurate depth sensor.

The system also is able to cope with the dynamic
background by using blind update which randomly
exchanges pixels regardless of being background or
foreground in every couple of frames. This will help
the system to have a more valid and accurate model.
However, it also leads to weak detection in case of a
very slow moving object.

As future works, we are interested in the use of sev-
eral quadcopters in the scene to perform autonomous
flights using the detection system proposed here.
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Appendix 1

C-like source code for proposed method
Pseudo-code for the main part of our algorithm for

grayscale depth and colour images.
Default values for all the parameters of the algo-

rithm is also given in the below code.

int width, height;
// Total number of samples
int N¼ 20;
// Random frame frequency (blind update frequency)
int M¼ 40;
// Minimum number of close samples
int # Min¼ N/4;
// Input Current Colour Image
byte ColourImage[width][height];
// Input Current Depth Image
byte DepthImage[width][height];
// Background Colour Model
byte ColourModel[N][width][height];
// Background Depth Model
byte DepthModel[N][width][height];
// Output Bg/Fg segmentation Mask
byte segMask[width][height];
byte background¼ 0;
byte foreground¼ 255;
int NoTolerance¼ 5;
int colourTolerance ¼DepthTolerance¼ 30;
int ADO¼ 650; // or 0
//For each pixel

for ( int i¼ 0;i<width; iþþ)
{

int ioff¼ step*i;
//compare with all pixels Models
for (int j¼ 0; j< height; jþþ)
{
int countColor ¼0, index¼ 0, countDepth¼ 0,
countDepthNoTolerance¼ 0;

// 1. Compare color and depth pixel to the back-

ground models

while(index<N)
{

//difference of two colour pixels
int dist¼ ColourModel[index][i][j]- ColourImage

[i][j];
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if (dist<¼ ColorTolerance && dist>¼
ColorTolerance)
countColor þþ;

//difference of two depth pixels
dist¼ DepthImage [i][j]- DepthModel [index][i][j];
if(Depthsample !¼ ADO)
{
If (distþ DepthTolerance >¼ 0 )

countDepth þþ;
if (dist2þ NoTolrance> 0)
countDepthNoToleranceþþ;

}
indexþþ;

}
// 2. Classification

bool isBackground¼false;
//If depth is ADO, Only rely on color frame
if (DepthImage[i][j]¼¼ ADO) // 0 or 650
{

if(countColor>¼# Min )
isBackground¼true;

else
isBackground¼false;

}
//If depth is strongly saying is background then the
system will accept it
else if (countDepthNoTolerance > # Min)
isBackground¼true;

// If depth is strongly saying is not background then
the system will accept it
else if (countDepth < # Min)
isBackground¼false;
//All remaining pxiels will be decided by
color frame

else if ( countColor >¼ # Min)

isBackground¼true;
//3. Update the model by background pixels

if (isBackground)
{
segMask[i][j] ¼0;
int SmallestDepthAmount¼ 0;
int SmallestDepthNumber¼ 0;

//find the smallest depth amount and the position in
the model

findThesmallestDepth( SmallestDepthAmount,
SmallestDepthNumber);

//randon number (0-N)
rand¼ GetRandomNumber(0,N);
//randomly swap the pixel with the model

ColourModel[rand][i][ j]¼ ColourImage
[i][j];

If ( (SmallestDepthAmount<DepthImage[i][j])
&& (DepthImage[j][j] !¼ ADO) )

DepthModel [SmallestDepthNumber][i][ j]¼
DepthImage [i][j];

}
else

segMask[i][j] ¼255;
//4. Blind randomly update the models

//Update after N number of frame
if (FrameNumber%N ¼¼ 0)
{
// replace randomly chosen sample
rand¼ GetRandomNumber(0,N);
ColourModel[rand][i][ j]¼ ColourImage[i][j];
If (DepthImage !¼ ADO)
DepthModel [rand][i][ j]¼ DepthImage [i][j];
}

}
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