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“Real courage is when you know you’re licked before you begin, but you begin anyway

and see it through no matter what.”

Harper Lee, To Kill a Mockingbird



Abstract

Here is presented the top-quark pair plus photon production cross section measured in

pp collisions at a centre-of-mass energy of
√
s = 8 TeV with the CMS detector at the Large

Hadron Collider, using data recorded in 2012 corresponding to an integrated luminosity

of Lint = 19.6 fb−1. The measurement is performed in the dilepton decay channel. The

fiducial region is defined by the final state of the process pp → W+W−bb̄lνγ, with a

minimum photon transverse energy of ET(γ) > 25 GeV and lies within a pseudorapidity

range of |η(γ)| < 1.4442, with a separation of ∆R(γ, all) > 0.3 between the photon and

quarks or leptons in η − φ space. Signal events are simulated using the MadGraph

event generator. Data-driven templates are constructed in order to measure the photon

identification efficiency using the supercluster footprint removal technique, and a fit to

the charged hadron isolation is performed. The ratio of tt̄ + γ cross section relative to

the inclusive tt̄ cross section, R =
σtt̄+γ
σtt̄

, is exploited in order to cancel various sources of

systematic uncertainties. The combination of dilepton final state decay channels ratio in

the fiducial area is measured to be R = 0.00115 ± 0.00023(stat.). Using a recent CMS tt̄

cross section measurement at 8 TeV in the dilepton channel of σtt̄ = 245.6±1.3(stat.)±+6.6
−5.5

(syst.)± 6.5(lumi.) pb, the top pair plus photon production cross section is calculated to

be σCMS
tt̄+γ = 944±154(stat.+syst.) fb. Being in agreement with the tt̄+γ SM expectation

of σSMtt̄+γ = 861 ± 71(scale) ± 30(PDF) fb, this is the most accurate measurement of the

tt̄ + γ process to date, and the first at a centre-of-mass energy of 8 TeV in the dilepton

channel.
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Introduction

It is a peculiar fact that the entire observable universe can be described by just three

fundamental particles: the up and down quarks, and the electron. The question must

then be asked as to why it is that three generations of quarks and leptons are observed,

where subsequent generations are much heavier than the first. This collection of the most

fundamental particles is called the Standard Model (SM) of particle physics. Ever since its

first construction, some 50 years ago, it has stood the test of time and held strong against

intense scrutiny. The most massive of the fundamental particles is the top quark, with a

mass of around 173.3GeV/c2, which is 7.5× 104 times more massive than the up and down

quarks and the heaviest of the fundamental particles.

With the new energy frontier reached by the LHC an abundance of top quarks are

produced in the hard collisions produced primarily in the ATLAS and CMS discovery

experiments. This level of top production has not been achievable at any other collider

experiment, such as the Tevatron at Fermilab, and thus the Large Hadron Collider (LHC)

obtains its title as a top factory. This large production of top quarks allows for extremely

precise measurements of the properties of the top quark, such as production cross sec-

tion, mass, couplings, spin correlations, forward-backward asymmetry, and charge mea-

surements. The couplings of the top quark are of particular interest due to the fact that

the top quark does not hadronise, and can thus be accessed directly. The production cross

section of a particular top decay can be measured and properties inferred from the energy

distribution, where any contribution from beyond the SM physics is to expected to manifest

in the tail of this distribution. Both of these techniques are the focus of this analysis.

Despite the discovery of the Higgs boson on the 4th of July, 2012, by the ATLAS

and CMS experiments [1, 2] at the LHC, top physics analyses remain some of the highest

priority physics analyses at the LHC. Top pair production and mass are essential precision
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measurements due to the direct link of the top quark with the Higgs mass. This can be seen

through the Yukawa coupling of the top, such that it is extremely close to unity, and implies

that the fine tuning of the Higgs mass is dependent on its coupling to the top. One of the

most important features of the top quark is that its signature is a primary background to

many new physics processes beyond that of the SM, where most models beyond the SM

extend the top sector, thus introducing more degrees of freedom and solutions to known

problems (such as the hierarchy problem).

Chapter 1 discusses the composition of the SM and the symmetry groups that it is

based on, a much more detailed explanation of how particles acquire mass, and an in-

depth description of the top quark. The discussion focuses on how couplings of the top

quark to a gauge boson are constructed, and what implications this might have should a

deviation from what is predicted by theory be seen. Chapter 2 describes the design and

performance of the CMS detector, with an emphasis on the electromagnetic calorimeter

which is of high importance for the tt̄+ γ analysis due to the strong ability to reconstruct

photons.

Chapter 3 begins the event simulation and reconstruction section of the analysis, de-

scribing the way in which particles are identified within the detector and the output is

transferred into data on which offline analysis is performed. This chapter also describes

the process for the simulation of the official CMS signal sample and comparison to other

Monte Carlo event generators. The second part of the analysis is described in Chapter 4,

where the selection process for the signal events is stated. This is broken down into two

categories: top quark pair selection, and photon selection. This method for selection allows

calculation of selection efficiencies in a much more convenient manner. The process for the

estimation of the number of background events within the selection is then described.

After event yields have been calculated, taking into account background processes, in

Chapter 5 the production cross section for top quarks with a radiated photon is calcu-

lated, decaying to final states containing two oppositely-signed leptons and at least two

jets (where one is b-tagged). This is broken down into several variables which are calcu-

lated separately. Due to the way in which the analysis is performed, the way in which

objects are reconstructed and the detector is composed, corrections for such effects must

be made by calculating systematic and statistical uncertainties. These are described in

Chapter 6, where all individual uncertainties are calculated and incorporated into the final
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cross section measurement. The final results of the cross section measurement are then

presented (Chapter 7) by breaking down each component of the cross section into its dif-

ferent components. Instead of calculating the cross section directly, the ratio of the tt̄+ γ

to the tt̄ cross section was calculated in order to cancel out several global variables (such

as luminosity), and then multiply the ratio, R, by the tt̄ cross section to find the tt̄ + γ

cross section. This is carried out for each dilepton decay mode.

Finally, in Chapter 7.2 conclusions from the results of the analysis are presented, and

the future outlook for the analysis for measurements at the new higher centre-of-mass

energy now in use at the LHC described. The analysis described in this thesis has been

presented at many CMS internal meetings within the Top Properties subgroup of the TOP

POG (Physics object group), as well as various conferences.

The analysis presented in this thesis was completed in its entirety by myself, and has

been presented in front of various groups and conferences: many TOP cross sections and

properties group meetings, EGamma working group meetings, Warwick high energy physics

summer school (2013), Brunel ResCon 2014, CERN-Fermilab summer school (2014), In-

stitute of Physics (IOP) conference (2015), TOP2015 – 8th international workshop on top

quark physics, and various CMS UK conferences. A dedicated Monte Carlo signal sample

for the signal tt̄+ γ process was created by the tt̄+ γ analysis and TOP groups.
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Chapter 1

Theoretical Motivation

1.1 The SM of Particle Physics

The SM of particle physics is the most successful physical theory to date, having been

scrutinised and tested over and over again and still remaining strong. The SM is a quantum

field theory that describes all known fundamental particles and their interactions with one

another with the exception of gravity. It categorises fundamental particles and forces into

three categories: three generations of quarks of type up and down, three generations of

leptons, each linked to their corresponding neutrino type, and the forces. These categories

can be classified into fermions, fundamental matter particles, and bosons, force particles

carrying the quanta of the electromagnetic, weak, and strong forces. The three categories

are shown in Figure 1.1. Each fundamental particle holds a property called “spin”, which

is the intrinsic angular momentum of that particle. Fermions are all spin-1/2 particles,

whereas the bosons are all spin-1 particles — with the exception of the Higgs, which has

a spin of 0.

The SM was first introduced in the 1960s when Sheldon Glashow first combined the

weak and electromagnetic forces [4] to form an SU(2)L⊗U(1)Y gauge invariant electroweak

model, which was then extended to incorporate the Higgs mechanism by Abdus Salam

and Steven Weinberg [5, 6]. Quarks and gluons (the quanta of the strong force) were

later found to posses a property called colour, whereby quarks are only able to exist as

composite particle states called hadrons, with the exception of the top quark which has

such a large mass that it does not undergo hadronisation. This property lead to the
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Figure 1.1: The SM of particle physics [3].
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concept, and thus development, of quantum chromodynamics (QCD) [7, 8, 9], described in

more detail in Section 1.1.3. The leptons differ from the quarks in that they interact only

via the electromagnetic and weak interactions, where the neutrinos only interact via the

weak force as they do not carry electric charge. This process is described in more depth

in Section 1.1.2. These fundamental forces were combined in a gauge-invariant model,

SU(3)C ⊗ SU(2)L ⊗ U(1)Y , to form the modern day form of the SM.

The masses of the fundamental particles are not explicitly stated in the SM, it is with

the introduction of the Higgs mechanism through the process of spontaneous symmetry

breaking that they acquire mass with the introduction of the Yukawa terms (see Section

1.1.4). It was thought that the neutrinos were considered massless until the recent discov-

ery of oscillations between generations of neutrinos [10], originally postulated by Bruno

Pontecorvo in 1957 [11]. The first evidence for neutrino oscillations was published in 1998

in the study of atmospheric neutrinos in the Super-Kamiokande detector, Kamioka, Japan.

The Higgs mechanism is the process responsible for the breaking of the electroweak

symmetry in the gauge group SU(2)L⊗U(1)Y , and thus the acquisition of mass in funda-

mental particles. Although first postulated in 1964 [12, 13, 14], the Higgs mechanism was

only recently verified with the discovery of the Higgs boson with the ATLAS [2] and CMS

[1] experiments at the Large Hadron Collider (LHC), CERN. This Higgs mechanism es-

sentially completes the SM picture, with the exception of various short-comings described

in Section 1.1.6.

1.1.1 Gauge theory

Almost all of the physics within SM arises directly from imposed symmetries. Interactions

are produced by requiring local gauge invariance under specific symmetry groups. The SM

in group theory is defined as the unification of two gauge symmetry groups, describing

the electroweak and strong interactions. The Glashow-Weinberg-Salam electroweak model

sees the electromagnetic and weak interactions combined to create the electroweak gauge

symmetry group SU(2)L⊗U(1)Y , where the gauge symmetry group for strong interactions

is defined as SU(3)C . Thus, the gauge symmetry group of the SM is defined to be:

SU(3)C ⊗ SU(2)L ⊗ U(1)Y (1.1)
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In order to explain the concept of gauge invariance changes to the phase of the wave-

functions or fields are considered. Taking the Lagrangian density of a free Dirac field, ψ,

describing all free-moving spin-1
2 fermions with a mass, m:

L = ψ̄(iγµ∂µ −m)ψ (1.2)

where γµ are the Dirac matrices. It can be shown that this is invariant under phase

rotations, defined by:

ψ → ψ′ = eiθψ, ψ̄ → ψ̄′ = e−iθψ̄ (1.3)

as the exponential factors will cancel each other out, thus a U(1) symmetry and cor-

responding conserved current is returned. This is what is known as a global phase trans-

formation due to the time dependency of θ. However, a local gauge invariance is required,

and therefore a local phase transformation must be applied such that θ is different at ev-

ery space-time point, which is now defined as θ(xµ). The local phase transformations are

applied to the wave function, ψ, and are defined in the following way:

ψ → ψ′ = eiθ(xµ)ψ, ψ̄ → ψ̄′ = e−iθ(xµ)ψ̄ (1.4)

Dropping the space-time component µ from xµ for simplicity, it can be seen that the

Dirac equation is now not invariant under the local gauge transformation as:

∂µ(eiθ(x)ψ) = i(∂µθ(x))eiθ(x)ψ + eiθ(x)∂µψ (1.5)

which can then be expressed in terms of the Lagrangian as:

L → L− [∂µθ(x)]ψ̄γµψ (1.6)

In order to restore local gauge invariance, it is hypothesised that the fermions interact

with a “gauge field” Aµ. The interacting fermion Lagrangian can then be redefined as:

L = ψ̄(iγµDµ −m)ψ (1.7)

replacing the ordinary derivative, ∂µ covariant derivative, Dµ, defined as:

∂µ → Dµ = ∂µ + iqAµ (1.8)
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where:

Aµ → Aµ − ∂µθ(x) (1.9)

In this way the gauge transformation of the fields cancel with that of the fermion fields,

and therefore invariance is restored. The Lagrangian of Equation 1.2 is exactly what is

expected for a fermion in an electromagnetic field with charge q. The second term that

is obtained when the Lagrangian, −qψ̄γµAµψ, is expanded describes the interaction of a

fermion with a vector field with coupling strength q = Qe, where Q is the charge of the

particle in units of e, where e is the electromagnetic coupling constant. By forcing a local

U(1) gauge invariance, quantum electrodynamics (QED) is essentially introduced, with

the exception of the gauge field (photon) kinematic term described by the field strength

tensor, Fµν , denoted:

Fµν = ∂µAν − ∂νAµ (1.10)

and thus the gauge-invariant QED Lagrangian density is obtained:

LQED = ψ̄(i /Dµ −m)ψ − 1

4
FµνF

µν (1.11)

where /Dµ is equal to γµ(∂µ + iqAµ).

It should be noted that the gauge field Aµ is required to be massless in order to satisfy

invariance under a local gauge transformation. This property arises as the gauge field mass

termm2AµA
µ would explicitly break the gauge invariance, and thus must be removed from

the Lagrangian density. Therefore it can be said that QED describes Dirac fields, such as

electrons and positrons, interacting with Maxwell electromagnetic force fields, photons.

By requiring local gauge invariance of the Lagrangian density by introducing additional

fields in order to make it covariant with respect to an extended group of local transforma-

tions, the gauge principle that is a fundamental process in particle physics is described.

For the case of QED, a group of 1 × 1 unitary matrices multiplied by the Dirac field is

introduced. The set of transformations form the Lie group U(1), a group that is commu-

tative, and thus Abelian. Gauge principle or local gauge invariant transformations can be

applied to any SU(N) group; Chen Ning Yang and Robert Mills first produced a theory of
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the SU(2) gauge group [15], which was later extended to an SU(3) gauge group to create

QCD.

1.1.2 The electroweak theory

A theory for the unification of the electromagnetic and weak forces was first proposed by

the American physicist Sheldon Glashow in 1961 [4] and was later independently revised by

Steven Weinberg in 1967 [5] and Abdus Salam [6] with the introduction of massive vector

bosons acquiring mass by the process of spontaneous symmetry breaking. The Glashow-

Salam-Weinberg (GSW) electroweak model later saw the authors receive the Nobel prize

in physics in 1979. The GSW electroweak theory requires a unification of the gauge groups

SU(2)L ⊗ U(1)Y , where the definition of the U(1) group from the previous section now

refers to the unitary group of 1 × 1 matrices with respect to the weak hypercharge, Y ,

defined as:

Q = IW +
Y

2
(1.12)

where Q is the electric charge, and IW is the weak isospin, also denoted I3. The weak

force is the only force known to violate parity, and thus distinguish between right- and left-

handedness and confirmed in 1957 [16]. Left-handed doublets and right-handed singlets

for fermions are defined as:

uL
dL

 , uR, dR;

cL
sL

 , cR, sR;

tL
bL

 , tR, bR; (1.13)

for each generation of quark, and:

νe,L
eL

 , eR;

νµ,L
µL

 , µR;

ντ,L
τL

 , τR; (1.14)

for each generation of leptons.

Left-handed quark and lepton doublets have weak isospin values of IW = 1/2 where the

upper and lower particle in each have I3
W = +1/2 and −1/2, respectively. Right-handed

particles are defined as singlets under the SU(2)L⊗U(1)L gauge group symmetry and thus

have weak isospin of IW = 0. Left- and right-handedness is defined by applying projection

9
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operators to the fields, such that:

ψ =
1

2
(1− γ5)ψ +

1

2
(1 + γ5)ψ = ψL + ψR (1.15)

where the γ5 matrix is defined as the product of all the gamma matrices:

γ5 = iγ0γ1γ2γ3 =

0 1

1 0

 (1.16)

such that
(
γ5
)2 is equal to the 4× 4 identity matrix.

Analogous to the previous case describing the U(1) electromagnetic gauge group, the

full covariant derivative for the electroweak theory within a SU(2)L ⊗ U(1)L gauge sym-

metry is given by:

∂µ → Dµ = ∂µ − igIWTiWi
µ − i

g′

2
Y B (1.17)

The g and g′ terms represent the coupling constants for the SU(2)L and U(1)Y gauge

groups, respectively; Ti represents the three generators of the SU(2)L gauge group defined

by the Pauli matrices:

σ1 =

0 1

1 0

 , σ2 =

0 −i

i 0

 , σ3 =

1 0

0 −1

 (1.18)

Wi
µ are the gauge fields that are now introduced conserve invariance in the gauge

symmetry group SU(2)L; and B is the new gauge field for the conservation of invariance

in the U(1)Y gauge symmetry group. For right-handed particle singlets, the generators Ti

are equal to 0, and thus the second term in the electroweak covariant derivative vanishes,

there the electroweak Lagrangian density can be defined as such:

LEWK = ψ̄Lγ
µ

(
i∂µ − gIWTi ·Wµ −

g′

2
Y Bµ

)
ψL

+ ψ̄Rγ
µ

(
i∂µ −

g′

2
Y Bµ

)
ψR −

1

4
WµνWµν − 1

4
BµνB

µν

(1.19)

Here the ψL and ψR are defined as the double and singlet fields. Although the gauge

fields Wi
µ and Bµ are introduced to conserve invariance, they have no direct physical

10
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relation to gauge bosons. Instead the gauge fields are combined to form physical gauge

bosons in the following linear combinations:

W±µ =
1√
2

(W 1
µ ± iW 2

µ), (1.20)

Zµ = −Bµ sin θW +W 3
µ cos θW , (1.21)

Aµ = Bµ cos θW +W 3
µ sin θW (1.22)

The physical fields of the W± and Z0 bosons, and the photon (Aµ) are formed by the

mixing of the W i
µ and Bµ gauge fields with respect to the weak mixing angle, θW , where

the electric charge is defined as:

e = g′ cos θW = g sin θW (1.23)

A theory of electroweak interactions that does not incorporate electromagnetism ex-

plicitly and where the introduction of a mass term would explicitly break invariance of

the SU(2) and U(1) symmetries, due to the way in which right- and left-handed fermions

coupling differently, can now be described. Therefore, all particles must be massless in this

theory. This problem is solved via the process of spontaneous symmetry breaking in the

Higgs mechanism, described in Section 1.1.4.

1.1.3 Quantum chromodynamics

Quantum Chromodynamics (QCD) is the theory of interactions between quarks and gluons

confined within hadrons by what is known as the strong force — so called because of its

strength compared to the weak force. The theory is based upon the gauge symmetry

group SU(3)C , where C represents colour, the QCD analogue of electrical charge. The

SU(3)C gauge group is non-Abelian under the requirement of local gauge invariance. From

experimental evidence it is observed that quarks carry a conserved charge, defined as

“colour” with three degrees of freedom, such that a quark can be represented as a multiplet

11
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of fields in colour space:

r =


r

b

g

 (1.24)

Upon imposing invariance under SU(3) gauge symmetry, the Lagrangian density for

QCD is derived to be:

LQCD = q̄ (γµ∂µ −m) q + gs (q̄γµTaq)G
a
µ −

1

4
GaµνG

µν
a (1.25)

where Ta represents the eight generators of the SU(3) gauge group defined by the Gell-

Mann lambda matrices, each Ta is a 3 × 3 matrix in colour space which do not commute

with each other and are completely anti-symmetric under the swapping of any pair of

indices, and thus satisfy the lie algebra relation:

[Ta, Tb] = ifabcTc (1.26)

The lambda matrices represent eight massless gluon gauge fields, where fabc are the

structure constants responsible for gluon self-interactions that arises in the field strength

tensor shown in Equation 1.27. It should be noted that the colour matrices and Dirac

matrices do not interact as they act on different vector spaces:

Gaµν = ∂µG
a
ν − ∂νGaµ + gsf

abcGbµG
c
ν (1.27)

As a product of self-interaction, two distinct properties of QCD in the form of colour

confinement and asymptotic freedom are observed.

In a similar manner to photon exchange, the forces resulting from this type of inter-

action scale as 1/r2 at large distances, r, and thus the energy required to break up a

quark-antiquark bound state is therefore finite. Quarks have never been observed in isola-

tion, but only in bound states of quark-antiquark pairs, or three-quark baryonic couplings.

Upon including higher-order corrections to the calculation, it is observed that the

strength interactions mediated by vector bosons is dependent on the magnitude of q
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Figure 1.2: The experimentally measured values of the effective gauge coupling αs(q)

confirm the theoretically expected behaviour [Equation 1.28] at high energies (compilation

of the Particle Data Group) [17].

(energy-momentum transfer between partons), and it can be shown that the strong cou-

pling constant, αS , can be defined as:

αs(q) =
gs(q)

2

4π
=

c

log(q/Λ)
+ ... (1.28)

where q is the energy-momentum transfer between partons, Λ is the mass scale, and c

is a constant. The logarithmic decay of the coupling is what is refered to as asymptotic

freedom and is observed in high-energy scattering (Figure 1.2), such that the mass scale,

Λ, has been determined to be 21338
−35 MeV [18]1. It is found that the strong coupling αS

decreases for interactions with higher energy, and is the reason that coloured particles are

always found in colour-neutral states, as the coupling between the colour-charged states

will be too strong and thus the particles are not be able to escape each other.

This prediction of QCD was first discovered in the early 1970s by H. David Polizer [9],

and by David J. Gross and Frank Wilczek [8] in a completely independent study during

the same year. They were subsequently awarded the Nobel prize in physics in 2004.

Another prominent aspect of QCD, which arises due to the increasing of the strong

force as distance increases between quarks, is the property of confinement. As quarks

continue to be pulled apart from one another, the energy rises sufficiently enough such that
1Here Λ refers to a particular definition of the αs called the MS scheme of dimensional regularisation.
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they form a colourless bound state, such as a quark-antiquark pair (meson), or three-quark

baryonic state (baryon) as mentioned above. This process is called hadronisation, and is

the reason why isolated quarks have never been observed.

1.1.4 Electroweak symmetry breaking

The concept of spontaneous symmetry breaking of the electroweak symmetry first came

to fruition in the 1960s and was postulated by the British physicist Peter Higgs [12], and

independently by two groups: The first formed by the Belgian duo Francois Englert and

Robert Brout [13], and the second by Gerald Guralnik, Carl Richard Hagen, and Tom

Kibble [14].

Spontaneously breaking of the internal SU(2) gauge symmetry arises by introducing

an external field with a non-zero vacuum expectation value (vev), φc(x). Therefore, an

SU(2) doublet of complex scalar fields, φ, is required and defined as:

Φ =

φ+

φ0

 (1.29)

The doublet of complex scalar fields has a weak isospin, IW = 1/2, and hypercharge

Y = 1 thus leading to +1 for the upper members of the doublet, and 0 for the lower. Thus,

they can be written in terms of real scalar fields φi as:

φ+ =
φ1 + iφ2√

2
, φ0 =

φ3 + iφ4√
2

(1.30)

The Lagrangian density for the Higgs is then created by adding the scalar contribution

to the massless GSW models:

LHiggs = (Dµφ)†(Dµφ)− V (φ) (1.31)

where Dµ is the electroweak covariant derivative defined in Section 1.1.2 such that the

conjugate φ† encompasses the antiparticles (φ−φ̄0), and V (φ) is input as the most general

SU(2)L ⊗ U(1)Y invariant and renormalisable scalar potential defined as:

V (φ) = −µ2(φ†φ) + λ(φ†φ)2. (1.32)
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Figure 1.3: The “Mexican Hat Potential” describing the vacuum expectation value of the

Higgs in the real and imaginary planes, such that the minima lies below zero [19].

By defining λ < 0 and µ2 < 0 such that LHiggs includes a wrong-sign mass term

(−µ2φ†φ). This means that the potential defined is now bounded below such that there

will be an invariant manifold of minima that lies below V (φ) = 0 as required. This produces

what is known as the “mexican hat” potential, as can be visualised in Figure 1.3.

It can now be seen that LHiggs is invariant under a local SU(2)L ⊗ U(1)Y gauge

transformation:

φ→ φ′ = exp[−igT
i

2
·∆− ig

′

2
Λ]φ (1.33)

The minima of V (φ) is defined to be:

dV

d(φ†φ)
= 0→ µ2 − 2λ(φ†φ) = 0 (1.34)

such that the degenerate minima are:

φ†φ|min =
µ2

2λ
=
v2

2
(1.35)
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The SU(2)L⊗U(1)Y symmetry is then broken by choosing a minimum corresponding

to the lowest energy state, or vacuum. The choice of vacuum direction is in fact arbitrary,

however in order for the photon to remain massless a non-zero value to a neutral field must

be assigned, and thus the conventional notation:

〈0|φ|0〉 =
1√
2

0

v

 (1.36)

is used.

φ is then expanded around the selected minimum, where it is set φ to v +H where H

is the neutral scalar Higgs field:

φ =
1√
2

 0

v +H

 (1.37)

In this way, fields with vacuum expectation values set to zero are introduced, also

called the “Goldstone” fields. This can see by applying a local gauge transformation to

the field. Thus it can be seen that a gauge transformation of Equation 1.37 is a gauge

transformation of φ with four independent scalar fields. From this transformation arises

three massless gauge bosons, the W± and Z0 which gain mass and acquire three extra

longitudinal polarisation degrees of freedrom by “absorbing” the three unphysical Goldstone

bosons. The Lagrangian density can now be written as:

LHiggs =
1

2
(∂µH)(∂µH) +

1

4
g2(H2 + 2vH + v2)W+

µ W
−µ

+
1

8
(g2 + g′2)(H2 + 2vH + v2)ZµZ

µ

− µ2H2 − λ

4
(H4 + 4vH3)

(1.38)

Where previously the relation (g cos θW +g′ sin θW )2 = g2 +g′2 was used, the masses of

theW± and the Z0 can now be directly read off by extracting the mass termsm2
WW

+
µ W

−µ

and 1
2M

2
ZZµZ

µ from Equation 1.38, where the photon still remains massless as would be

expected. The masses of the bosons can then be written as:

MW =
1

2
gv (1.39)

MZ = (g2 + g′2)
1
2 v =

1

2

gv

cos θW
(1.40)
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For the Higgs scalar, the mass is defined to be:

MH =
√

2µ = v
√

2 (1.41)

and as a result of the above vector boson masses the following relation is observed:

MW

MZ
= cos θW (1.42)

This vector boson mass relation is often called the “weak ∆I = 1/2” rule, and arises by

the initial choice of Higgs doublet in order to perform spontaneous symmetry breaking.

The Higgs mechanism is then used in a similar fashion to introduce the masses for all

other fermions, which is done so by introducing a gauge-invariant term in SU(2)L⊗U(1)Y

which is responsible for interactions between the Higgs and fermion fields — the Yukawa

term. This is then written aa a generalised SM Lagrangian with the additional Yukawa

terms for the first generation of fermions as such:

LY ukawa = −Y ij
e l̄

i
Lφe

i
R − Y ij

u q̄
i
Lεφ

†ujR − Y
ij
d q̄

i
Lφd

j
R + h.c. (1.43)

where the Yukawa couplings, Y ij
e,u,d (e, u, d = electron, up, down), are 3 × 3 complex

matrices and ε is the 2× 2 antisymmetric tensor. In the SM fermion masses are generated

through the coupling of the Yukawa couplings to the Higgs doublet (Equation 1.36) such

that the mass terms are derived by:

Me = Ye
v√
2

(1.44)

where the mass term for the electron has been generated, in a gauge invariant system.

By construction, a resultant feature of the Yukawa couplings is that the couplings of the

Higgs boson are proportional to the masses (or squares of the masses) of particles with

which it interacts. This feature is integral to the phenomenology of Higgs searches. The

discovery of the Higgs boson in 2012 by both the ATLAS [2] and CMS [1] experiments with

a mass of ∼ 125 GeV, and with couplings calculated to be consistent with the SM [20, 21].

proved to be another triumph for the SM. So far, a picture where fermions of different

generations have not been encountered has now been constructed. The most successful

theory of quark interactions came in the form of the CKM matrix, described in 1.1.5.
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1.1.5 The CKM matrix

Inspired by early work from Murray Gell-Mann and Maurice Lévy, Italian physicist Nicola

Cabibbo first introduced the Cabibbo rotation angle, θc, in 1963 [22] in order to preserve

the universality of the weak interaction. The Cabibbo angle was built on the idea that

there is a relative probability for a down-type quark to decay into an up-type quark. At

that time only two generations of quark were known to exist, the charm quark still only

being theorised, and so the relative probabilities only described the mixing of the up, down,

and strange quark (Vud and Vus ). It was also known that the probability of a strange-type

quark decaying to a down-type quark is zero, which is to say that quarks of the same up

or down-type cannot mix without the help of a loop.

The angle, θc, describes the rotation of the mass eigenstate vector space, formed by

the mass eigenstates |d〉, |s〉, into the weak eigenstate vector space, formed by the weak

eigenstates |d′〉 and |s′〉. From this it can be said that the probability of an object coupling

to an up-type quark through a charged weak interaction is a superposition of down-type

quarks. This can be written as:

|d′ >= Vud |d〉+ Vus |s〉 (1.45)

or in terms of the Cabibbo angle:

|d′ >= cos θc |d〉+ sin θc |s〉 (1.46)

Upon observing that CP (charge-parity) violation could not be resolved within a four-

quark model, Japanese physicists Makoto Kobayashi and Toshihide Maskawa sought to

extend the Cabibbo rotation matrix to accommodate three generations of quark [23]. This

is written in the same manner as the Cabibbo rotation matrix, but including the top and

bottom quark mixing phases, as seen in Equation 1.47, where d′, s′, and b′ are the weak

eigenstates written in terms of the mass eigenstates d, s, b. Kobayashi and Maskawa’s

predictions later came true when the bottom quark was discovered. Ever since the discovery

of the bottom quark in 1977 at Fermilab, Chicago [24], by a team led by Nobel prize-winning

experimental physicist Leon Lederman, the top quark was theorised. The top quark was

later discovered in 1995 by the CDF [25] and D0 [26] experiments, also at Fermilab, and

thus a full third generation of quarks was in place. Kobayashi and Maskawa subsequently
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won the Nobel prize in physics in 2008 for “the discovery of the origin of the broken

symmetry which predicts the existence of at least three families of quarks in nature”:


d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb



d

s

b

 (1.47)

The CKM matrix describes the mixing of quark flavours where each term in the matrix

represents the probability of that a quark transitioning into another quark. The values for

each quark transition are given in Equation 1.48 [27]. It can be seen that the CKM matrix

is essentially diagonal:

VCKM =


0.97427± 0.00014 0.22536± 0.00061 0.00355± 0.00015

0.22522± 0.00061 0.97343± 0.00015 0.0414± 0.0012

0.00886+0.00033
−0.00032 0.0405+0.0011

−0.0012 0.99914± 0.00005

 (1.48)

1.1.6 Where the SM fails

The SM of particle physics is has come under intense scrutiny for the past 50 years, and

has always prevailed. Although the model is so finely crafted, it does not come without

its failures. For example, it is known that neutrinos are in fact massive particles, and thus

new parameters must be incorporated to include the masses of the neutrinos. Despite all

measurements conducted using all currently available experimental data describing the SM

to a high accuracy, there are still a number of questions that it does not answer:

• What are the values of the neutrino mass parameters?

• Why is the top quark so much heavier than the other fundamental particles?

• Why is gravity not incorporated within the SM?

• Can CP-violation explain the abundance of matter over anti-matter in the universe?

• Why is the electroweak scale so much smaller than the Grand Unified Theory (GUT)

scale and both so much smallers than the Planck scale?

• What are Dark Matter and Dark Energy?
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At present there aren’t any definitive answers to any of these questions. However, there

are a number of theoretical models motivated by Beyond the SM (BSM) physics trying to

address these problems. Unfortunately, there is no observed evidence in agreement with

any of these models. Some of the more prominent and accepted models to address problems

in the SM are listed below:

Grand Unified Theory A Grand Unified Theory (GUT) was one of the original ideas

proposed to overcome problems in the SM. The premise is that the SM gauge group

SU(3)C ⊗ SU(2)L ⊗U(1)Y is actually just a subset of a larger gauge symmetry, the

simplest of which is a SU(5) gauge symmetry. This simplest case implies that SU(5)

has 52− 1 = 24 generators in the group, and thus 24 gauge bosons in the model, and

thus 12 more gauge bosons than in the SM. In this new theory there are two stages of

symmetry breaking, whereby the SU(5) symmetry is broken at the GUT scale and the

new bosons acquire mass, and at the electroweak scale symmetry breaking proceeds

as usual. However, three problems with this theory can be identified: couplings do

not unify at the GUT scale; why is the GUT scale higher than the electroweak scale;

and protons are described to decay via the exchange of the new scalar bosons in the

GUT model, contrary to observation.

Hierarchy Problem Most of the new physics models that are created are done so in

order to overcome the so called hierarchy problem, i.e. why is it that the electroweak

scale is much smaller than the Planck scale, where gravity is much stronger, and

so much less than GUT scales? Usually when referring to the hierarchy problem,

the technical form of hierarchy problem is referred to, relating to the mass of the

Higgs boson. When considering the mass of the Higgs boson, quantum corrections

are observed in the form of fermion loops, as shown in Figure 1.4.

Technicolour One of the oldest solutions to the hierarchy problem, Technicolour says that

as the main problems arise from the inclusion of a fundamental scalar particle, they

can be solved by not incorporating one. This is done by introducing a new set of gauge

interactions, Technicolour, which acts on the new “technifermions”. This process can

be described in a similar manner to QCD with the use of different gauge groups.

Technifermions are created in bound states with the lightest being the technipions,

20



Chapter 1. Theoretical Motivation

and using the Higgs mechanism, the longitudinal components of the W± and Z0

bosons arise, generating the gauge boson masses. However, there must also be a

mechanism whereby the technifermions acquire their masses. Extended Technicolour

models have been hard to construct which have not already been ruled out. This idea

lost favour until recent models containing a “little Higgs” have sparked a resurgence

of the idea.

Supersymmetry In Supersymmetry (SUSY) for every fermionic degree of freedom a

corresponding bosonic degree of freedom and visa versa. That is to say that each

fermionic particle in the SM has two corresponding bosonic supersymmetric particles,

with spin-0 for bosonic partners, and each bosonic SM particle has one fermionic

supersymmetric particle with a spin of 1/2. The supersymmetric partners to SM

particles can be seen, for the first generation at least, in Table 1.1. SUSY requires

two Higgs doublets to give mass to both up- and down-type quarks such that the

transformation is still invariant under a local gauge transformation. By introducing

a scalar loop into the Higgs propagator, as shown in Figure 1.5, a new contribution

to the Higgs mass is introduced. This property is one of the main aspects of SUSY

as introducing two scalars, with the same mass, for every fermion then cancels out

the quadratic divergences. SUSY also incorporates dark matter by introducing a

particle called the “lightest supersymmetric particle” which is a dark matter particle

candidate.

Extra Dimensions Another way to overcome the hierarchy principle comes in the form of

extra dimensions. There are many models that describe the universe in more than 4

dimensions — the most popular theories describe the universe in 10 or 11 dimensions.

In these theories gravity is said to propagate through the current three dimensions

into smaller extra dimensions, and thus leads to a reduction in the hierarchy between

the electroweak and Planck scales.

There are a number of ways of searching for BSM effects, including the following:

Collider Experiments If the theory is correct, then BSM particles should be detectable

at collider experiments, such as the LHC, and decay to SM particles. These types of
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Figure 1.4: Quantum correction to the mass of the Higgs boson via a fermion loop.

SM Particle Spin SUSY Particle Spin

Electron 1/2 Selectron 0

Neutrino 1/2 Sneutrino 0

Up 1/2 Sup 0

Down 1/2 Sdown 0

Gluon 1 Gluino 1/2

Photon 1 Photino 1/2

Z0 1 Zino 1/2 Neutralinos

Higgs 0 Higgsino 1/2

W± 1 Wino 1/2 Charginos

H+ 0 Higgsino 1/2

Table 1.1: SM particles and their supersymmetric counterparts and spin values.

Figure 1.5: The introduction of a new scalar boson loop in the Higgs boson propagator.
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particles would be detected by all-purpose discovery machines like the ATLAS and

CMS experiments.

Precision Experiments By measuring SM processes to an extremely high precision, it is

possible to compare the results to theoretical prediction and measure any deviations.

Experiments such as LEP (e+e− collider) provide high precision measurements of the

Z0 pole, and the g− 2 experiment which measures the anomalous magnetic moment

of the muon.

Rare Decay/Process Measurements Measurements can be conducted by calculating

the cross section or decay rate of a rare decay/process which is predicted to be ex-

tremely small within the SM. Examples of such experiments include: the NA62 exper-

iment, which measures rare decays of kaons, neutron electric dipole moment experi-

ments, proton decay experiments, neutrino mixing experiments (T2K/SuperKamiokande),

and CP violation experiments such as LHCb and Belle.

In practice it is seen that several detection techniques are in fact complimentary to

one another, for example CP-violation is a process that must be studied by dedicated

experiments, however if the results from these experiments differ from that of the SM then

there should be new particles which should be observable in collider experiments.

1.2 The Top Quark

The top quark is the heaviest of all the fundamental particles and was first postulated,

along with the bottom quark, in 1973 by Makoto Kobayashi and Toshihide Maskawa [23]

to explain the observations of CP violation in the kaon sector. It was with the discovery

of the τ lepton [28] in 1975, and then the discovery of the bottom quark in 1977 [24] and

the quark-lepton generation symmetry which lead to the postulation of the top quark.

Even with the discovery of the W and Z bosons in 1985 with the UA1 [29] and UA2

[30] experiments at the Super Proton Synchrotron (SPS), CERN, the top quark was still

nowhere to be seen, and at this point in time there was still no experimental apparatus

capable of reaching the required energies needed to discover the top. It was in 1995 when

the CDF [25] and D0 [26] experiments at the Tevatron (Fermilab, Illinois) first observed
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the top quark, which subsequently prompted Kobayashi and Maskawa to win the Nobel

prize for their predictions in 2008.

The mass of the top quark is of critical importance due to the fact that the Yukawa

coupling (coupling to the Higgs) of the top is close to unity, and is thus at the scale of

electroweak symmetry breaking. Although the top quark mass is a vital parameter in

the SM, there is a conceptual problem when defining the mass of the top. The problem

arises when considering free particles, such as leptons, where the mass is well defined,

but when considering confined states then there is no straight forward way in which to

measure the mass of that particle. The mass of the top is inferred and a scheme defined

by which to measure this property, noting that the value is subject to change depending

on the scheme used. The two main interpretations of the top mass are the pole mass

and minimal subtraction (MS) schemes. Upon considering the pole mass, the top mass is

treated as a physical mass term in the quark propagator, similar to any other free particle.

This works well in perturbation theory, however the non-perturbative infra-red effects in

QCD, additional loops from self-interacting gluons, are not accounted for in this scheme.

In order to define a realistic and finite value for the mass of the top, a renormalisation

scheme is introduced — the MS scheme. The scheme is often called the running mass,

due to its dependence on the renormalisation scale, µ, which is essentially arbitrary. It is

possible for the mass derived from the MS scheme to be calculated from the pole mass

[31], however the MS top quark mass can be extracted straight from data, and is thus

a more preferential method. A recent result shows that, when incorporating electroweak

corrections for a Higgs mass of 125 GeV, the difference between the pole and MS schemes

results in around a 1 GeV difference [32].

The mass of the W boson and the top are two of the most important parameters to

global electroweak fits constraining the Higgs potential. The most up-to-date measurement

of the top mass has been calculated by combining results from the LHC and the Tevatron

to be mtop = 173.34 ± 0.27(stat.) ± 0.71(syst.) GeV/c2 [33]. As a direct result of the top

quark’s extremely large mass, it has a very short decay time which is shorter than the time

required for quarks to hadronise and form composite particles with other quarks. The

decay time of the top is approximately 5 × 10−25 s [34], whereas the hadronisation time

for quarks is given as τhad. ≈ 1/ΛQCD ≈ 10−23 s [35]. Thus, tt̄ bound states are never

observed and the information relating to spin is inherited by the decay products of the top.
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Therefore the top quark provides unique opportunities to study precision tests of the SM.

1.2.1 Top quark production at hadron colliders

There are two processes whereby top quarks are produced at hadron colliders: single

top quark production via the electroweak interaction in association with a quark or a

vector boson, and top quark pair (tt̄) production where a top quark is produced with its

antiparticle through the strong interaction. The latter of the two is the most prevalent

of the production sources, and thus provides the signature for this analysis. The leading

order (LO) Feynman diagrams for the production of top quark pair and single top processes

can be seen in Figures 1.6 and 1.7. Single top production is of particular significance as

it allows direct measurement of the Wtb vertex, and thus it is possible to measure the

magnitude of the CKM matrix element |Vtb|.

Due to the high centre-of-mass energy of the LHC, top quarks are produced in copious

amounts such that it has obtained the title of “top factory”. Unlike the Tevatron, which did

not have a high enough centre-of-mass energy to probe the properties of the top, the LHC is

able to measure its properties to a high accuracy. The main production mechanism at the

Tevatron saw quark-antiquark annihilation in 90% [36] of collisions due to the collision of

protons and anti-protons, where the secondary production process was gluon-gluon fusion

in 10% of collisions. At the LHC the converse is true, such that gluon-gluon fusion is the

most prominent process and top pairs are produced in this way 80% of the time at
√
s = 8

TeV. The rate for top production through gluon-gluon fusion increases with energy, and

will rise to around 90% at
√
s = 14 TeV. The reason for this lies in the parton distribution

functions (PDFs) and how the energy of a hadron is distributed with the increase of energy.

As the energy increases the gluons carry a much larger fraction of the hadron’s energy. At

the Tevatron quark-antiquark annihilation can arise from valence quarks of the hadron,

whereas at the LHC the quarks must originate from the “sea” quarks. The increase in tt̄

events produced by gluon-gluon fusion events implies that the probability of the production

of initial state radiation is reduced, and thus the sensitivity to the tγ vertex is increased.

One of the main observables in particle physics experiments is the production cross

section, σ, of a process. The cross section for σi→f is defined to be the probability for an

initial statie, i, to transition into a final state, f . The cross section of a process is calculated
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Figure 1.6: Lowest level diagrams for tt̄ production at the LHC. Gluon scattering processes,

(a), (b), and (c), are the dominant processes at LHC energies, while quark scattering,

process (d), is the dominant one at TeVatron energies [37].

by convoluting the PDFs f1(xi, µF ) and f2(xj , µF ) of the initial particles (protons in this

case) with the cross section of the hard interaction process, σ̂i,j → tt̄, for all parton species

i, j. It is also possible to calculate the cross section of top quark pairs with an associated

particle, as measured in this analysis, as follows:

σpp→tt̄+X =
∑
i,j

∫ 1

0
dx1

∫ 1

0
dx2f1(xi, µF )f2(xj , µF )σ̂i,j→tt̄(ŝ) (1.49)

The production cross section of top quark pair events has been measured by both the

ATLAS and CMS experiments to be 242.4±1.7(stat.)±5.5(syst.)±7.5(lumi.)±4.2(beam

energy) pb [39] and 245.6± 1.3(stat.)±+6.6
−5.5 (syst.)± 6.5(lumi.) pb [40]. The LHC tt̄ cross

section can be seen in Figure 1.8. The value of the tt̄ and single top production cross

sections for different centre-of-mass energies, as measured by the LHC and the Tevatron, is

shown in Table 1.2. It can be seen that as energy increases, the top quair pair production

cross section increases. This is shown in Figure 1.9.
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Figure 1.7: Leading-order level diagrams for single top production at the LHC. (a) s-

channel, (b) and (c) represent the t-channel, (d) and (e) both represent the two tW channels

[37].

√
s s-channel t-channel tW-channel tt̄

Tevatron 1.9 1.046 2.08 0.266 7.31

LHC 7 4.56 65.9 15.6 163

8 5.55 87.2 22.2 235.8

14 11.86 248 83.6 920

Table 1.2: The SM cross sections for both single top and tt̄ processes at the Tevatron and

the LHC. All cross sections are calculated at next-to-next-to-leading-order and measured

in pb. [42]
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Figure 1.8: Summary of measurements of the top-pair production cross section at 8 TeV

compared to the exact NNLO QCD calculation complemented with NNLL re-summation

(top++2.0). The theory band represents uncertainties due to renormalisation and factori-

sation scale, parton density functions and the strong coupling. The measurements and the

theory calculation are quoted at mtop = 172.5 GeV [38].
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Figure 1.9: Top quark pair production cross section measurements compared to the SM

predictions as a function of the centre-of-mass energy. The new result of the CMS collabo-

ration at 13 TeV is displayed in red and is in agreement with the theory prediction (green

band) [41].

1.2.2 Top quark decay modes

It is observed that the top quark decays to a W boson and a bottom quark (t → Wb)

almost 100% of the time, as other decay modes to lighter quarks t → Wq (q = d, s) are

highly Cabibbo suppressed by the SM. This can be seen by examining the matrix elements

of the CKM matrix for top decays, such that the value of |Vtb| gives:

|Vtb| = 0.999146+0.000021
−0.000046 (1.50)

from the unitarity requirement of the CKM matrix [43]. The value of |Vtb| can be

measured by calculating the production cross section of single top production, and the

latest measurement is given to be [44]:

|Vtb| = 0.998± 0.038(experimental)± 0.016(theoretical) (1.51)

which lies in accordance with the unitarity condition imposed on the CKM matrix.

Providing that the top decays to a W boson and b quark 100% of the time, it is

possible to categorise into three distinct decay modes: fully leptonic, semi-leptonic, and
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fully hadronic. The three decay modes have branching fractions of 10.5%, 43.8%, and

45.7%, respectively [43]. The different channels are visualised in Figure 1.10.

Fully leptonic (Also called the dileptonic or dilepton decay mode) denotes the decay

mode of a top quark pair whereby both W legs decay to a lepton and a neutrino,

with the exception of τ leptons. There are therefore three channels to observe with

oppositely charged leptons in the final state: the di-muon, di-electron, and mixed

electron and muon channels. Therefore dilepton events are required to have two

leptons, and two b-tagged jets in the final state. The three decay channels have

branching fractions of 1/81 for same-flavour channels, and 2/81 for mixed flavour

final state modes. This mode provides the cleanest signature of the three decay

modes within a hadronic environment, and thus a powerful tool for the measurement

of top quark properties. The difficulty lies in the fact that there are two neutrinos

in the final state, and thus a fourfold ambiguity in the full kinematic reconstruction.

Semi-leptonic The semi-leptonic channel requires one of the W bosons to decay to a

lepton and neutrino pair, and the other to two quarks, which subsequently hadronise

to form two jets. This results in an event topology where there is one lepton, one

neutrino, and 4 jets in the final state. This mode provides a easily accessible signature

in the final state for electrons and muons, and has the advantage of having a larger

branching fraction, with respect to the dilepton channel, and thus more events. Each

semi-leptonic mode has a branching fraction of 12/81.

Fully hadronic In this case both of the W boson decay hadronically, and thus contains

only jets in the final state. This channel is not considered as the contamination from

the QCD multijet background and the jet energy uncertainty is too large to carry

out precision measurements.

In the analysis presented in this thesis only the fully leptonic (or dileptonic or dilepton)

channel is considered with the exclusion of τ leptons in the final state, as a τ lepton must

be identified by its decay products and adds extra uncertainty into the measurement. This

channel has the quality that it provides a very clean signature in the detector, at least

for a final state containing muons, as CMS excels at triggering and measuring muons.

CMS also boasts a very high resolution electromagnetic calorimeter and thus it is ideal for
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measuring electrons and photons. This analysis focuses on the dilepton channel but with

an associated photon radiated from any of the charged particles, as shown in Figure 1.11

Figure 1.10: Branching fractions of the W decays within top quark pairs [45].

1.2.3 tt̄+ γ background processes

Many processes produced in collisions at the LHC mimic top quark pair decay, and as a

result it is important that a good understanding of these background processes is gleaned in

order to produce an accurate and reliable measurement. The most significant background

processes are shown in Figure 1.12. In order for these signatures to mimic the signal process

they must contain at least two oppositely-signed leptons and two jets by αS showering

(gluon radiation). The background processes for the tt̄ + γ analysis are categorised into

top-pair and photon-related backgrounds, and the most significant of these are described

in greater detail below:

W+Jets The production of a W boson with additional jet activity is shown in Figure

1.12 (a). In this process a W boson is produced which decays to a single lepton

(electron or muon) and corresponding neutrino in the form of missing transverse

energy (MET). The MET is energy that is missing from the sum of momenta of all

events in a collision, and is largely due to neutrinos. If there are at least two jets in

the final state for this decay, and one jet is wrongly identified as a muon, then it is
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Figure 1.11: Feynman diagram depicting the signal tt̄+γ production process in the dilepton

channel showing all available decay modes and particles which could possibly radiate a

photon.

likely that it would mimic a dileptonic tt̄ event. However, leptons and jets originating

from the W+Jets process are usually much softer than those of tt̄ decay, due to the

top quark’s large mass. Therefore it is even less probable that jets from W+Jets

are b-tagged jets, which are required in the signal process, thus implementing cuts

on the transverse momenta of jets and leptons will reduce the probability of a false

signal identification.

DY+Jets The Drell-Yan plus jets process is similar to W+Jets, and is the production of

a Z0 boson or photon with additional jets, shown in Figure 1.12 (b). The bosons

then produce two oppositely signed electrons or muons, and with the additional jet

activity this results in the same final state as the signal process. Therefore, several

techniques must be applied to veto on/reduce this background, such as placing a veto

on events that fall into the window such that the invariant mass of the two final state

leptons form the Z mass, and also placing a requirement on the MET of the event as

the DY+Jets process does not include neutrinos. Similar to the W+jets background

process, the yield can be drastically reduced by placing a requirement of at least two

jets, where one is a b-tagged jet, in the final state.

Single Top Single top quark contributions are observed in three channels: s-channel, t-
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Figure 1.12: Examples of Feynman diagrams of the considered tt̄ backgrounds. QCD

showering is necessary in all cases to obtain the required jet multiplicity [46].

channel, and associated with a W boson (see Figure 1.7 and 1.12 (c)). Although

the cross section is small for these processes, they may contribute significantly to

the selection of top pairs, due to their event topology. Their signature may still

contain the same final state particles as the dilepton tt̄ channel, thus mimicking the

signal. Single top production generally contains a lower number of jets in the final

state, compared to tt̄, however additional jets can emerge from initial and final state

radiation (ISR/FSR).

QCD Multi-jet Due to the topology of dilepton events, and the energy of jets originating

from QCD being low, this background is deemed negligible and do not include it in

this analysis. This background process is shown in Figure 1.12 (d).
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Other tt̄ decay modes Top pair decays other than the dilepton channel (such as the

semi-leptonic, fully hadronic, and decay modes that involve tau leptons) are not

treated separately. As these decay modes may radiate a photon, it is possible that

they can contribute to the tt̄+γ signal yield. This contribution is however considered

to be small.

Other background processes, such as diboson production, are considered negligible

and are not included in the analysis due to their very small cross sections and selection

efficiencies.

1.2.4 Backgrounds of photon signature

Photon related background processes are subdivided into three classes. The first two

of these comprise the irreducible backgrounds (backgrounds which contain real photons)

radiated from initial state parton radiation (ISR), shown in Figure 1.13, and photons

radiated from final state parton radiation (FSR) in the hard scattering interactions, shown

in Figure 1.14. The third category contains, what is defined as, “fake photons” originating

from electrons passing the same cuts as photons, and jets reconstructed as photons. It is

assumed that photon showering in background samples describes the photon background

sufficiently for these events.
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Figure 1.13: Background of photon identification: Initial state radiation (ISR). Left: Quark

fusion. Right: Gluon fusion does not give rise to ISR as photons couple to charge (based

on [47]).

Figure 1.14: Background of photon identification: Final state radiation (FSR). All charged

particles in the top-pair decay tree contribute to FSR. (a) FSR from a W boson, (b) FSR

from a b quark, (c) FSR from a quark or lepton, (d) FSR from an anti-quark or anti-lepton

[47].
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1.2.5 Top quark anomalous couplings

The measurement of the couplings between the known fermions and bosons is a standard

tool in the search for physics beyond the SM. At the LHC top quarks are produced in

copious amounts, allowing to probe top couplings to a great precision. The large mass of

the top quark is directly related to the effects of new physics on its couplings such that

deviations from SM predictions may be detectable, therefore the LHC provides the perfect

environment in which to study such effects.

The top quark provides a direct test of the quark-photon vertex which is unique among

the quarks, thus there is great interest as to the determination of the coupling of the top

quark and photon, and probing the tt̄γ channel at the LHC with an energy of 8 TeV provides

the opportunity to directly explore the top quarks role in the mechanism of electroweak

symmetry breaking. Any deviation from that of SM prediction would imply an anomalous

structure of the quark-photon vertex, and would thus reveal any physics beyond that of

the SM, such as exotic quarks, SUSY, and Technicolour, as described in Section 1.1.6.

In order to successfully create a model of interactions between fermions and bosons, a

good enough parametrisation of the interactions is required in the form of a Lagrangian.

A general parametrisation for the on-shell interaction of two fermions (fi, fj) and a boson

(V = W,Z, γ, g) can be written as:

LOSV fifj =f̄jγ
µ(ALPL +ARPR)fiVµ

+ f̄jiσ
µνqν(BLPL + BRPR)fiVµ + h.c.

(1.52)

where q = pi − pj is the momentum of the outgoing boson and AL,R, BL,R are form

factors, which in general may depend on q2, however, for the flavour-conserving photon

and gluon vertices AL = AR and for flavour-changing AL,R = 0 due to gauge symmetry.

A set of dimension-six gauge-invariant operators, Ox, known as effective operators, can

be found to parametrise quark couplings up to a scale Λ [48]. They appear linearly in an

interaction Lagrangian, which is written in the form of a Taylor expansion, with complex

effective coefficients Cx:

Leff. =
∑ Cx

Λx
Ox + ... (1.53)
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Figure 1.15: Top-photon vertex. Left: Leading Order (LO). Right: One-Loop Next to

Leading Order (NLO) correction.

Among the operators defined in the effective Lagrangian [49] fourteen contribute to the

electroweak anomalous couplings. These are as so:

O
(3,i,j
φq = i(φ†τ IDµφ)(q̄Liγ

µτ IqLj), OijDu = (q̄LiDµuRj)D
µφ̃, (1.54)

O
(1,i,j)
φq = i(φ†Dµφ)(q̄Liγ

µqLj), Oij
D̄u

= (Dµq̄LiuRj)D
µφ̃, (1.55)

Oijφφ = i(φ†Dµφ)(ūRiγ
µdRj), OijDd = (q̄LiDµdRj)D

µφ, (1.56)

Oijφu = i(φ†Dµφ)(ūRiγ
µdRj), Oij

D̄d
= (Dµq̄LidRj)D

µφ, (1.57)

OijuW = (q̄Liσ
µντ IuRj)φ̃W

I
µν , OijqW = q̄Liγ

µτ IDνqLjW
I
µν (1.58)

OijdW = (q̄Liσ
µντ IdRj)φW

I
µν , OijqB = q̄Liγ

µDνqLjBµν (1.59)

OijuBφ = (q̄Liσ
µνuRj)φ̃Bµν , OijuB = ūRiγ

µDνuRjBµν (1.60)

for different flavours represented by the indices i, j = 1, 2, 3. q̄Li, uRi, and dRi represent

the quark fields as shown in Section 1.1.2. The operators where i = j = 3 contribute to

the electroweak coupling processes Wtb, Ztt̄, and γtt̄.

1.2.6 The top-photon vertex

The general expression for the interaction Lagrangian for the top-photon (γtt̄) vertex

(shown in Figure 1.15) can be parametrised in terms of the dimension-six operators and

written, not including the redundant operators, in the form [48]:

Lγtt̄ = −eQtt̄γµtAµ − et̄
iσµνqν
mt

(dγV + idγAγ
5)tAµ (1.61)
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The first term in Equation 1.61 is a purely SM contribution, and is linear with respect

to electrical charge of the top, Qt, such that the bare tt̄+γ cross section is proportional to

the square of the top-quark charge. The second term is described by the vector and axial

form factors, dγV and dγA, which arise from the contributions of first-order loop corrections,

representing the magnetic and electric dipole moment of the top quark (where the latter is

CP-violating), respectively. The couplings, dγV and dγA, are real and comprise the operators

O33
uBφ and O33

uW from the eight effective operators described previously mentioned. They

parametrise deviations from SM expectations of the form factors, dγV and dγA, as such:

δdγV =

√
2

e
Re[cWC33

uBφ + sWC
33
uW ]

vmt

Λ2
(1.62)

δdγA =

√
2

e
Im[cWC

33
uBφ + sWC

33
uW ]

vmt

Λ2
(1.63)

where δdγV and δdγA only receive non-zero contributions from phenomena beyond the

SM. In order to obtain measurements of these constants by analysing the magnetic and

electric dipole moments of the top quark. Noting that the γµ term does not receive correc-

tions from the dimension-six operators. If the redundant effective operators (OWq, OBq,

OBu) had been included then the first two would incorporate additional corrections of

∼ q2t̄Lγ
µtRAµ and the last q2t̄Rγ

µtRAµ, non-vanishing only when the photon is off-shell.

The magnetic dipole moment of the top quark is studied by measurements of spin

correlation, whereas the electric dipole moment can be investigated through the tγ vertex.

Deviations from SM contributions are expected to manifest in the photon energy spectrum

and angular photon distributions.

Measuring tt̄+γ provides a direct test of the electromagnetic coupling of the top quark

in a way that is complementary to analyses that include an “exotic” top quark with a charge

of -4/3e [50]. A sketch of the potential photon ET in relation to having extra couplings,

or having a charge of −4/3e can be seen in Figure 1.16. One issue when investigating the

tt̄+ γ process is the large irreducible background of photons that are radiated by charged

particles other than the top quark. It has also been proved that the interference of photon

production from ISR and FSR can not be deemed negligible [51]. This is also discussed with

respect to Monte Carlo signal generation in Section 3.5. Thus only inclusive observables of

tt̄+γ can be probed, as it is not possible to trace the photon back to its parent particle. On-
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Figure 1.16: Sketch of expected photon energy spectra. The reference line (grey) is SM

(qtop = +2/3). A deviation of the top electrical charge yields a differently normalised

photon rate (qtop = 4/3, shown in red). Extra couplings, e.g. a large electrical dipole

moment manifests in different kinematic shapes (dashed line) [52].

and off-shell radiation is treated collectively. Prompt photon backgrounds are discussed in

Section 4.

1.2.7 Previous measurements

Presently, the determination of the operators C33
uBφ and C33

uW is not possible due to the

statistical significance of recorded events at the LHC being low. This will become more

accessible at higher centre-of-mass energy and luminosity. Until then, benchmark studies

have been undertaken [47].

The CDF experiment at the Tevatron, along with the CMS and ATLAS experiments at

the LHC, have measured the inclusive tt̄+γ production cross section at σCDFtt̄+γ = 0.18±0.08

pb [53], σCMS
tt̄+γ = 2.4±0.2(stat)±0.6(syst.) [54], and σATLAStt̄+γ = 2.0±0.5(stat)±0.7(syst.)±

0.08(lumi) pb at 7 TeV [55], respectively. The SM expectations for these values are given

as σTevatrontt̄+γ = 0.17 ± 0.003 pb and σLHCtt̄+γ = 2.1 ± 0.4 pb, respectively, and thus the

measurements observed are in accordance to those theorised.

In relation to the electrical charge of the top quark, the CMS and ATLAS experiments

have also performed analyses, hypothesis tests, where the final state charges of the top

quark are combined, and both yield similar results. The experiments concluded that an
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electrical charge of Qt = −4/3e could be excluded with a high significance [56, 57].

Other top quark couplings have been measured at the Tevatron and the LHC. The

structure of the Wtb vertex has been investigated in helicity measurements of top quark

correlated W bosons at the Tevatron and LHC, putting limits on anomalous couplings [58,

59, 60]. The strength of tW couplings can be tested through single top quark production

and has been found to be consistent with SM expectations [61, 62]. Also, the inclusive tt̄W

and tt̄Z production cross sections have been measured by CMS to be σtt̄W = 170+90
−80(stat.)±

70(syst.) fb and σtt̄Z = 200+80
−70(stat.)+40

−30(syst.) fb, respectively, with the combined tt̄V cross

section as σtt̄V = 380+100
−90 (stat.)+80

−70(syst.) fb, and exclusion limits on anomalous couplings

are set [63]. Another focus in the area is flavour changing neutral currents (FCNC) in top

decays – the process by which the flavour of a fermion is changed by a hypothetical neutral

particle. t → qZ and t → qγ are also currently being studied. Limits are set for these

processes [64, 65], which confirm SM FCNC suppression.

It is important to note that a measurement of tt̄ + γ is extremely challenging at the

LHC with the current centre-of-mass energy and luminosity. This is due to the limited

four-momentum resolution of partons, pile-up, and large background from QCD multi-jet

events. It has been estimated that a 10% resolution of the top quark’s charge will be

available at
√
s = 14 TeV with 10 fb−1 (the number of proton-proton collision events per

femtobarn) [51]. As the energy is increased at the LHC the gluon fusion process becomes

more dominant and thus fewer photons can be emitted in the form of ISR. A high energy

e+e− collider would be preferable for this study as it would be a much cleaner working

environment, such that it would be possible to obtain a 5–10% precision on the axial form

factor dγA with 10 fb−1 at
√
s = 500 GeV [66].

40



Chapter 2

The LHC and the CMS Detector

It is important to stress that the analysis presented in this thesis would not have been

possible if it were not for the incredible effort and brilliance involved in the construction

of, what can only be described as a feat of engineering – the Large Hadron Collider and pre-

accelerating complex. For this reason, a short description of each engineering component

designed to record and deliver data for analysis is described in this chapter.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is currently the largest, and highest energy, particle

accelerator ever created. Located, on average, one hundred metres under the Franco-Swiss

border at Geneva, the LHC is installed in the 26.7 km tunnel that once contained the Large

Electron-Positron Collider (LEP) which ran from 1989 until the end of 2000. The project

was approved by the CERN council in December of 1994. Originally, the accelerator was

designed as a two-stage project: constructed to run at a centre-of-mass energy of
√
s = 7

TeV, and later an upgrade to
√
s = 14 TeV. This was due to budget constraints that did

not include contributions from non member states.

After many setbacks, the first run began in 2010 and continued until the end of 2011

when the beam energy was then increased to
√
s = 8 TeV for the whole of 2012 before

shifting to Long Shutdown 1 (LS1) from 2013 to 2015. During LS1 the CERN accelerator

complex, shown in Figure 2.1, was completely upgraded in order to run at a new unprece-

dented centre-of-mass energy of
√
s = 13 TeV before ramping up to the original design
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Figure 2.1: A full schematic of the full CERN accelerator complex [67].

energy of
√
s = 14 TeV.

2.1.1 Pre-LHC accelerator complex

The proton acceleration process begins by injecting Hydrogen (H2) gas into a Duoplas-

matron surrounded by an electric field, whereby the electrons become ionised through

interactions with the free electrons from the cathode forming a plasma. This strips the

electrons from the Hydroden leaving just the protons. The remaining protons are then

linearly accelerated by the LINAC 2 accelerator, which uses radio frequency (RF) cavities

to accelerate bunches of protons. By the end of this step the protons have reached an

energy of up to 50 MeV and gained 5% in mass. The next stage in the sequence sees the

protons enter the Proton Synchroton Booster (PSB) which is composed of superimposed

sychrotron rings which accelerate the received protons up to 1.4 GeV in 1.2 seconds before

injection into the Proton Sychrotron (PS). The advantage of the PSB is that it allows the

PS to accept over 100 times more protons by squeezing the proton bunches such that they

have a much smaller cross section.

The PS is an essential component in the accelerator complex at CERN, where it ac-
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celerates either protons received from the PSB, or heavy ions from the Low Energy Ion

Ring (LEIR). The apparatus first ran on the 24th of November 1959, and was, at that

time, the world’s highest energy particle accelerator. Having a circumference of 628 m, the

PS comprises 277 conventional (room temperature) electromagnets, as well as 100 dipole

magnets that serve to bend the beam around the ring. The PS accelerates protons, as well

as other particles, up to 25 GeV in 3.2 s. The final stage of acceleration, before injection

into the LHC, lies in the Super Proton Sychrotron (SPS). The SPS is the second largest

of the CERN accelerators with a circumference of 7 km, and provides beams for vari-

ous experiments other than LHC: such as the NA61/SHINE and NA62 experiments, the

COMPASS experiment, and the CNGS neutrino experiment. Protons are accelerated to

450 GeV in 20 s within the SPS before injection into the LHC. Before the creation of LEP

or the LHC, the SPS was the primary collider at CERN, and in 1984 the Nobel prize for

the discovery of the W and Z bosons in proton-antiproton collisions was awarded to Carlo

Rubbia and Simon Van Der Meer. The SPS comprises 1317 conventional electromagnets

and 744 dipoles.

2.1.2 Design of the LHC

Two beams of protons are injected into the LHC and accelerated using RF cavities, one

clockwise and the other counter-clockwise, taking roughly 20 minutes for each beam to

reach the design energy of 7 TeV per beam. The two beams come into collision at four

points around the ∼ 27 km ring where the collisions are recorded by the four detectors

placed on the beam line. There are two all-purpose discovery detectors, namely CMS and

ATLAS, studies of mesons by LHCb, and the ALICE experiment which has a primary focus

on heavy ion studies. Because the tunnel in which the LHC is placed was designed for LEP

it has an internal diameter of only 3.7 m, which is not large enough to install two separate

beam pipes, and thus a design for a twin-bore magnet [68] was created which would save

space and cut costs substantially. Each beam is designed to hold 2808 bunches of protons

with a bunch spacing of 50 ns. The protons are guided around the ring in a vacuum by

superconducting electromagnets which are cooled to 1.9 K (-271.3◦) by using liquid helium.

There are 1232 dipole magnets that are each 15 m in length, and 392 quadrupole magnets

that are 5-7 m in length that focus the beams. Before collisions can begin, a final shaping
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LHC Parameters

Parameter 2012 Run Design Value

Beam Energy (TeV) 4 7

Maximum number of bunches 1380 2808

Number of particles per bunch 1.7× 1011 1.15× 1011

Bunch spacing (ns) 50 25

Revolution frequency (kHz) 11.245 11.245

Transverse beam size (µm) 18.8 16.6

Peak luminosity (cm−2s−1) 7.7× 1033 1034

Stored beam energy (MJ) 140 362

Normalised emittance at start of fill (mm mrad) 2.5 3.75

β∗ in IP 1 and 5 (m) 0.6 0.55

Table 2.1: LHC design parameters [69].

and cleaning of the beam takes place. Parameters for the LHC can be seen in Table 2.1.

2.1.3 Physics goals

There are many physics goals aimed to be achieved during the running of the LHC, but

there are certain aims that are of a higher priority than others. One of the main focuses

was the discovery of the Higgs boson and electroweak symmetry breaking, which was

announced on the 4th of July 2012 [70, 71]. This discovery was a triumph for the physics

community in that it shed light on a fundamental building block of the universe which

was theorised to exist some sixty years before its discovery. The theoretical physicists

Peter Higgs and François Englert subsequently won the Nobel prize in 2013 for their work

predicting the existence of a massive gauge boson as the mediator of the Higgs field in

1964. The Higgs has since been measured in various decay channels by both the ATLAS

and CMS experiments with on-going studies aiming to measure properties of the boson,

such as the spin. Other physics goals include the search for supersymmetry, CP violation

measurements, and studies of quark-gluon plasma using the ALICE experiment.
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2.1.4 Luminosity at the LHC

Due to the nature of individual detectors, not all require the same levels of delivered

luminosity. For example, with CMS being an all-purpose discovery machine, the detector

needs as much luminosity as possible, however an experiment like LHCb that measures

mesons that are produced frequently and only in a certain portion of the solid angle that

the others use, less luminosity is required. The peak design luminosities for Run I and Run

II are listed in Table 2.1. The instantaneous luminosity of a collider is calculated as:

L = f
N1N2

4πσxσy
(2.1)

where f is the collision frequency given by f = u × Nb, the repetition frequency, u,

multiplied by the number of bunches in the beam, Nb, N1,2 are the number of protons per

bunch per beam, and σx,y are the horizontal and vertical beam sizes at the interaction

point (IP), respectively, and are defined as the product of the beam’s beta function and

the proton beam emittance, given by:

σx,y = εx,yβx,y (2.2)

The emittance of a beam describes the volume of the 6-dimensional phase space occu-

pied by the proton bunch.

2.1.5 Performance throughout Run I

Throughout Run I (2010 - 2013) the LHC operated with protons at beam energies of 3.5

and 4 TeV, where the beams consisted of single bunches and trains with different bunch

spacing of 150 ns (2010), 75 ns (2011), and 50 ns (2011 and 2012). The performance of the

LHC was much greater than initially expected at 50 ns, and culminated in the discovery

of a 125 GeV/c2 Higgs boson in both the ATLAS [71] and CMS [70] experiments. The

use of 25 ns bunch spacing was only implemented in regards to electron-cloud scrubbing

runs at the injection stage, and also for tests of future collisions with an upgraded LHC

energy. One of the main focuses was to reduce the β∗ - the measure of how precisely the

beam is focused at the interaction point. For ATLAS and CMS β∗ was lowered in steps

from 3.5 mm in 2010 to 0.6 mm in 2012 by using tighter collimator settings. Other runs
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with mixed particle beams were also performed: such as proton-Pb, Pb-Pb, intermediate

proton energy (1.38 TeV), and high beta.

For the 2012 run the default filling scheme introduced 1374 proton bunches per beam

with 50 ns bunch spacing, giving ATLAS and CMS 1368 colliding bunches, 1262 in LHCb,

and no colliding bunches in ALICE. The bunch intensity per beam peaked at 1.7 × 1011

protons per bunch, which was then translated into a bunch intensity of 1.6× 1011 protons

per bunch upon stabilisation of the beams. The transverse emittance remained constant

throughout the year, despite moving to a different optical configuration with a lower tran-

sition energy. At the end of the runs the LHC had delivered an integrated luminosity of

23.3 fb−1 to ATLAS and CMS, and over 2.1 fb−1 to LHCb. The integrated and peak

luminosity can be seen in Figure 2.2, along with the integrated luminosity recorded by

CMS between 2011 ans 2013. A comparison to the total integrated luminosity delivered

by the LHC, can be seen in Figure 2.3.

Figure 2.2: Left: Peak luminosity, Right: integrated luminosity recorded by the LHC be-

tween 2010 and 2012 for proton operation. The 2010 luminosity values have been multiplied

by a factor 20 [72].
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Figure 2.3: Left: The accumulation of the integrated luminosity produced at the LHC vs.

time for runs in 2010, 2011, and 2012. The 2010 integrated luminosity is multiplied by 100

in order for it to be visible on the plot. Right: Total integrated luminosity vs. time for

the 2012 run in CMS and the LHC [72].

2.2 The CMS Detector

The Compact Muon Solenoid (CMS) [74] is one of the two all-purpose discovery machines

located approximately 100 m underground at point 5 (Cessy, France) on the LHC ring.

Designed to cover the full solid angle, the hermetic detector is composed of multiple sub-

detectors, described in detail in the following sections, designed to to perform precision

particle detection and withstand extremely high doses of radiation. Unlike other detectors

that lie on the LHC, besides the ATLAS experiment, CMS is designed with the purpose of

precision measurements of SM processes and the discovery of physics beyond that of the

SM. The primary physics motivation for the construction of such a detector was to elucidate

the nature of electroweak symmetry breaking of which the Higgs field was theorised to

be responsible, which was proved correct in 2012 with the discovery of the quanta that

propagates the Higgs field - the Higgs boson. Many theories predict the observation of

new physics at the TeV scale, and so CMS was designed with the intention to be able

to withstand high energy and fluence of particles. Discovering physics beyond the SM

would pave the way for a potential unified theory. The detector weighs around 14,000

tonnes and has an overall length of 28.7 m and diameter of 15 m. A sectional view of

the CMS detector labeling each sub-detector within is shown in Figure 2.4. CMS uses a

right-handed coordinate system whereby the x-axis points towards the centre of the LHC

47



Chapter 2. The LHC and the CMS Detector

Figure 2.4: A cross sectional view of the CMS detector [73].
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ring, the y-axis lies perpendicular to the beam, and the z-axis follows the direction of the

beam anti-clockwise. The azimuthal angle, φ, is measured from the x-axis in the xy plane

where the radial component in this plane is define by r, and the polar angle θ in the rz

plane. The pseudorapidity is described as the distance of the particle from the beam line,

and is thus defined as:

η = − ln

(
tan

(
θ

2

))
(2.3)

and the momentum transverse to the beam is defined as pT , and calculated using the

x- and y-components. The transverse energy is defined as ET = E sin θ.

2.3 Inner Tracking System

The first sub-detector system located closest to the beam is the Inner Tracking System.

The Inner Tracking System is composed of several modules that work in conjunction to

provide precise and efficient measurements of the trajectories of charged particles resulting

from the beam collisions, as well as a precision reconstruction of secondary vertices, where

the products from the LHC beam interaction in the detector will decay. The tracker is

almost completely hermetic around the interaction point (IP) of the beam-line, is 5.8 m in

length, and has diameter of 2.5 m. In order to reconstruct particle tracks, measurements

of the track’s momentum must be made. To do this the tracker works in combination with

the CMS Superconducting Solenoid (Section 2.6) with a magnetic field at 4 T.

Due to the high flux of the LHC at design luminosity the inner tracker will receive

around 1000 particles per bunch crossing with around 20 primary vertices per collision,

therefore the tracker was designed to operate with a high granularity and fast response

time such that trajectories can be precisely identified and associated with the correct bunch

crossing. Several challenges arise upon implementation of such technology: the requirement

of high power density to the on-detector electronics means that sufficient cooling must be

used throughout, which then conflicts with the ideology of keeping material to a minimum

to prevent effects such as multiple scattering, bremsstrahlung, photon conversion, and

nuclear scattering. Another challenge presents itself in the form of radiation damage to the

tracking system due to the large flux of high energy particles over time. The requirements

for a high granularity detector using minimum material that can run over a period of
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roughly 10 years whilst remaining radiation hard lead to a final design entirely based on

silicon detector technology.

Shown in Figure 2.5, the Inner Tracking System is composed of a pixel detector with

radii of between 4.4 cm and 10.2 cm, and a silicon strip tracker which is composed of

10 barrel detection layers reaching a radius of 1.1 m. In order to make tracking system

hermetic the barrel detectors are surrounded by endcaps composed of 2 disks in the pixel

detector and 3 plus 9 disks of silicon strip tracker, thus extending the acceptance, A, of the

tracker up to a pseudorapidity of |η| < 2.5. Each individual pixel station covers a region

of 100 × 150 µm2 in the r − φ and z coordinate system, respectively. In total the pixel

detector contains 66 million pixels, corresponding to an active area of 1 m2.

Figure 2.5: The sub-detectors of the CMS silicon tracker system: TOB=outer barrel,

TIB=inner barrel, TID=inner disc, TEC=endcaps, PIXEL=pixel detector. Each line rep-

resents a detector module. Double lines indicate back-to-back modules which deliver stereo

hits [74].

The sensor elements in the silicon strip tracker system are single sided p-on-n type

silicon micro-strip sensors [75, 76]. The Tracker Inner Barrel (TIB) and Tracker Inner

Disks (TID), where the particle flux is smaller, extends to a radius of between 20 cm

< r < 55 cm, and has a typical cell size of 10 cm × 80 µm2, strip thickness of 320 µm,

and an occupancy of ∼ 2− 3% per strip per bunch crossing. The outer layer of the silicon

strip tracker ranges from 55 cm < r < 110 cm and ∼500 µm thick, but with a cell size of
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25 cm × 180 µm due to lower levels of radiation in the outer region. The TIB and TID are

surrounded by the Tracker Outer Barrel (TOB) which has an outer radius of 116 cm and

comprises 6 barrel layers of 500 µm thickness micro-strip sensors and strip patches of 183

µm on the first 4 layers and 122 µm on the 5th and 6th layers. Beyond the range of the

TOB lies the Tracker EndCaps (TEC+ and TEC-, where the sign represents the location

of the endcap along the z-axis) to provide complete coverage. The TECs cover the region

124 cm < |z| < 282 cm and 22.5 cm < |r| < 113.5 cm and are composed of 9 disks each

consisting of 7 rings of silicon micro-strip detectors, 320 µm thick on the inner 4 rings, 500

µm thick on rings 5-7 with radial strips of 97 µm to 184 µm average pitch. Therefore, they

provide up to 9 φ measurements per trajectory.

2.3.1 Tracker performance in Run I

Over the Run I period, from 2010 to 2013, the LHC delivered a luminosity of around 6

fb−1 at 7 TeV and 23.3 fb−1 at 8 TeV (Figure 2.2), out of this approximately 93% was

recorded by CMS. The CMS tracker was responsible for roughly one third of the lost data

due to the high voltage only being ramped up once stable beams are reached. By the end

of Run I approximately 2.3% of the tracker barrel and 7.2% of the endcap modules were

inactive associated with faulty wire-bonds or poor connections. During this period around

2.5% of the strip detector became inactive because of short-circuits in the control rings

and HV lines, or due to faulty optical communications. Maintenance and repairs began

upon shut-down of the LHC, and CMS was able to salvage up to 1.5% of the pixel barrel,

up to 0.5% of the pixel endcap modules, and up to 1% of the strip detectors [77].

In order to process the data prior to track reconstruction the hit efficiency must be

measured, the points at which a charged particle traversed each layer of the inner tracker.

After track reconstruction the efficiency is calculated as the fraction of particles that are

expected to pass through the fiducial regions of the sensors in a layer of the detector in

which matching hits are found. For the strip detectors a hit is considered to be a hit if the

energy deposit is found in the module in which it was expected to be observed. For efficient

reconstruction of tracks knowledge of the position of each module in three-dimensional

space is required. Distortions and movements of the inner tracker modules were monitored

using cosmic ray data and collision tracks by measuring the distance between expected
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Figure 2.6: Muon reconstruction efficiency in thee tracker as functions of pseudorapidity

(left) and the number of proton-proton interaction vertices (right) [78].

and observed track trajectories. Distortions in tracking lead to biases in the reconstructed

track curvature, and were studied using the reconstructed mass of Z → µµ events as a

function of the positive muon’s azimuthal angle. The muon reconstruction efficiency can

be seen in Figure 2.6.

The CMS tracking software relies on an iterative procedure to measure hits in a high

particle occupancy environment. Earlier steps of the tracking process search for tracks with

higher pT due to the more obvious nature of the tracks, which include a smaller impact

parameter, and greater number of measured hits in each layer of the tracker. By selecting

more obvious processes first, the reconstruction becomes easier as it has fewer hits to deal

with. Track reconstruction efficiency is measured by using the tag-and-probe method in

Z → µµ events [78]. The tracking efficiency is then defined as the number of probes

observed to have matching tracks within the tracker and is a function of the number of

primary vertices and the pseudorapidity of the tracks and can be seen in Figure 2.7. LHC

proton-proton events are reconstructed by firstly identifying the tracks, then grouping in

accordance with their primary vertex, and finally fitting to the position of each vertex.

One of the long term damaging effects of high luminosity collisions is radiation damage.

Radiation damage in the silicon was monitored throughout Run I and tested by performing

special runs where the bias voltage was increased in steps from 0 to the operational voltages.
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Figure 2.7: Primary vertex resolution in the transverse plane (left) and along the beam-line

(right) as functions of the number of tracks attached to the vertex [78].

Results showed that the hit efficiency decreased with irradiation at first, then increased

with changes in the effective doping [79]. Due to collisions not being completely aligned

at the centre of the detector, even irradiation of the modules is seen in the azimuthal

direction.

Overall, the CMS tracker has performed exceptionally throughout the Run I three-year

period with regards to detector reliability and tracking. The tracker was able to overcome

a major problem of high pile-up and reconstruct tracks with excellent efficiency. Less than

3% of the tracker became inactive throughout the entire run, and less than 5% of the

delivered luminosity was lost through the tracker.

2.4 Electromagnetic Calorimeter

2.4.1 Overview

Directly after the Inner Tracking System, the second stage of particle identification and

reconstruction comes in the form of the Electromagnetic Calorimeter (ECAL). The ECAL

serves to stop electromagnetic particles, namely electrons and photons, and measure the

energy deposited in the detector. These particles are identified and reconstructed using sig-

natures such as charge, shower shape, and isolation. When an electron passes through the
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ECAL it showers via bremsstrahlung, positron pair annihilation, and photon conversion.

Radiation losses due to bremsstrahlung scale with mass as m−4 (m−6) when a charged

particle travels perpendicular (parallel) to an electric field, and thus heavier electromag-

netic particles are less likely to produce a shower. It is possible to differentiate between

electrons and positrons by the curvature produced from the Superconducting Solenoid.

Photons are neutrally charged and thus do not bend via the magnet, however they pro-

duce electron-positron pairs which then shower in the detector in the same manner as an

incident electron, which can then be measured. The photon shower shape, known as σiηiη,

is a prominent variable in this analysis and will be described in detail in Section 4.

A key component that drove the design of the ECAL is the decay channel H → γγ.

At the time of design, the Higgs had not been discovered and thus the mass was not

known, however it was known that the aforementioned decay mode was sensitive to a

low mass Higgs, mH < 150 GeV. Although the branching ratio of the decay is small

(' 0.002), the signature is clean and is a narrow resonance of two high ET photons over a

non resonant background [80]. In order to discover the Higgs the detector needed to have

a powerful invariant mass resolution and background rejection, translating into a need

for extremely efficient photon and electron identification, along with a high position and

energy resolution.

2.4.2 Composition of the ECAL

The CMS ECAL is a hermetic, homogeneous fine-grained lead tungstate (PbWO4) crystal

calorimeter [81], shown in Figure 2.8. The PbWO4 crystals are extremely dense (δ = 8.28

g/cm3), thus providing excellent performance and compactness, and thus fit within the

Superconducting Solenoid magnet volume. The crystals have an extremely small radiation

length, X0 = 0.85 cm, and small Molière radius, RM = 2.19 cm. The decision to use a ho-

mogeneous medium was chosen because of the ability to obtain a greater energy resolution

by minimising fluctuations [81].

There are 75,848 crystals within the ECAL, and are arranged into a barrel section (EB),

covering a pseudorapidity range of |η| < 1.442, and sealed by endcaps (EE) at each end of

the cylindrical detector, thus extending the pseudorapidity range to |η| < 3.0. The length

of the crystals within the barrel are 230 mm and 220 mm in the endcap regions, which
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Figure 2.8: Geometric view of one quarter of the ECAL (top). Layout of the CMS elec-

tromagnetic calorimeter presenting the arrangement of crystal modules, supermodules,

endcaps and the preshower in front (bottom) [74].

corresponds to ∼ 26 (EB) and ∼ 25 (EE) radiation lengths. The crystals are projective

and also slightly off-pointing in position, ∼ 3◦ with respect to the IP. This configuration

provides a full coverage and ensures that there are no cracks in the calorimetry that are

aligned with particle trajectories. Within the barrel there is no longitudinal segmentation,

and therefore the angle at which a photon is measured relies on the reconstructed primary

vertex (PV) from the silicon tracker. EB crystals are 2.2× 2.2 cm2 on the front face, and

2.86× 2.86 cm2 in the endcaps, giving rise to a total crystal volume of 11 m3 and a weight

of 92 t.

The EB crystals are arranged into 36 supermodules (or superclusters), each containing

1,700 crystals, whereas the EB crystals are arranged into two D-shaped segments compris-

ing 3,662 crystals each. The final section of the ECAL is the pre-shower detector system

(ES) placed directly in front of the endcaps at 1.65 < |η| < 2.6 and can be visualised in

Figure 2.9. The ES is composed of 4,288 sensors divided into 137,216 strips, each 1.90×61
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Figure 2.9: Geometric view of one quarter of the ECAL (top). Layout of the CMS elec-

tromagnetic calorimeter presenting the arrangement of crystal modules, supermodules,

endcaps and the preshower in front (bottom) [74].

mm2 with x-y view, and has a total of ∼ 3 radiation lengths. The purpose of the ES is

provide improved separation of photons to π0s.

2.4.3 Photodetectors

The light read-out system for the barrel crystals comes in the form of Hamamatsu avalanche

photodiodes (APD). There are two APDs for each crystal which are read in parallel, each

measuring 5 × 5 mm2 with a quantum efficiency (QE) of 75%. The gain is set at ∼ 50

and they are insensitive to the 4 T magnetic field from the Superconducting Solenoid.

The scintillation light in each endcap crystal is read out by a vacuum photo-triode (VPT),

each with an area of 280 mm2 with a 20% QE and gain of ∼ 10. The barrel APDs are

temperature sensitive (with temperature coefficient 1
E
dE
dT ∼ −2.3%C−1) whereas the VPT

sensitivity to temperature is assumed to be negligible relative to that of the crystals.
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2.4.4 Performance of the ECAL throughout Run I

The energy resolution, σE/E of the ECAL crystals can be parameterised by:

(σE
E

)2
=

(
A√
E

)2

+

(
B

E

)2

+ C2 (2.4)

where A and B are the stochastic term for scintillation showers and noise term due to

read-out electronics and photodetectors, respectively. C is a constant term which is a direct

measure of the performance of the PbWO4 crystals. The performance of the ECAL can

be attributed to inconsistencies in longitudinal light collection, noise due to the read-out

electronics, and dead material within the detector causing energy leakages. The resolution

was measured from test-beam data, using electrons within the energy range of between 20

and 250 GeV. The values of A, B, and C have been measured to be 2.8%, 12%, and 0.3%,

respectively [74]. The results were obtained in the absence of magnetic field, very little

inert material in front of the calorimeter, and where the beam was aligned to the centre of

the ECAL crystals.

For unconverted photons within the energy range of interest for physics analysis (∼ 100

GeV) the energy resolution of the ECAL is dominated by the constant term1 in Equation

2.4. The result signifies that the performance of the ECAL is largely dependent on the

quality of calibration and monitoring during data-taking periods.

Figure 2.10 shows the invariant mass resolution as a function of time for prompt and

re-reconstructed electrons (left), and the relative electron resolution as a function of pseu-

dorapidity, η, (right) both having used a Z → e+e− sample.

The electron energy resolution, σe/E, is derived from the peak width of Z → e+e−

decays and fitting in bins of η using an unbinned maximum likelihood fit to the invariant

mass distribution of e+e− pairs. It is found that the energy resolution is greater than 2%

for |η| < 0.8, and ranges from 2 - 5% in other regions. The effect created by the excess of

material upstream of the ECAL can also be seen in the regions where |η| > 1, also near

the detector cracks (shown as a grey line) between ECAL modules can also be seen. The

difference between data (blue) and Monte Carlo Simulation (MC) (red) is thought to arise
1For photons and electrons converting at small radii within the silicon tracker, the dominant contribution

to the energy resolution arises due to radiation in the silicon tracker material combined with the effect

from the magnetic field.
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Figure 2.10: Left: The mass resolution of the Z peak, reconstructed from its di-electron

decay mode, as a function of time for the barrel. Right: Relative electron (ECAL) energy

resolution unfolded in bins of pseudo-rapidity η for the barrel [82].

due to flaws in simulation, such as a mismodelling of the upstream material.

2.5 Hadron Calorimeter

2.5.1 Overview

The Hadron Calorimeter (HCAL), shown in Figure 2.11, lies directly after the ECAL within

the volume of the superconducting solenoid, and is designed to measure energy deposits

from hadron showers and clusters of collinear high-energy hadronic particles known as jets.

A key role of the HCAL is to measure the MET produced by events containing neutrinos,

and possible events that could be associated with new physics that may be seen at higher

energies. In order to produce such a precision measurement, the HCAL must have an

extremely good jet energy resolution and be completely hermetic in φ.

The HCAL is a sampling calorimeter, composed of alternating layers of absorbing large

brass plates and plastic scintillation tiles. Because the precision of the energy measurement

depends on the total amount of the hadronic shower detected, the material must be thick

enough to absorb the majority of the event. The size restriction for the HCAL is limited

to the distance between the end of the ECAL (r = 1.77 m) to the inner superconducting

solenoid (r = 2.95 m). In order to efficiently measure the full shower, and therefore energy
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Figure 2.11: Longitudinal view of one quarter of the detector in the r− η - plane, showing

the positions of the HCAL parts: hadron barrel (HB), hadron outer (HO), hadron endcap

(HE) and hadron forward (HF) [74].

HB/HO HE |η| ≤ 2.5 HE |η| > 2.5 HF |η| ≤ 2.5 HF |η| > 2.5

∆η ×∆φ 0.087× 0.087 0.087× 0.087 0.175× 0.175 0.175× 0.175s 0.175× 0.35

Table 2.2: Tower segmentation in azimuthal and polar angle for the hadronic barrel, endcap

and forward calorimeter [83].

deposit, an outer section of the HCAL (HO) has been placed just after the solenoid and

between the muon system which can then also be used as an extra layer of absorbing

material with a thickness of 11.4 interaction lengths (λl). There are four segments of the

HCAL in total: the HCAL barrel (HB), endcaps (HE), outer HCAL (HO), and forward

calorimeter (HF). The barrel and endcaps combined cover an area with pseudorapidity up

to |η| < 3.0, and the forward segment covers the region up to |η| < 5.0.

There are approximately 90,000 scintillators installed within the HB and HE combined.

Light that is collected by the plastic scintillating tiles is read out by wavelength-shifting

fibres (WSF) that are embedded within the units, which are then transported through
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transparent fibres to hybrid photo-detectors (HPD) encompassing 19 independent pixels.

Each scintillator has a granularity of ∆η × ∆φ = 0.087 × 0.087 for |η| < 1.6 and ∆η ×

∆φ = 0.17 × 0.17 for |η| ≥ 1.6, whereas the forward segment changes with respect to

pseudorapidity as ∆η × ∆φ = 0.175 × 0.175 at |η| = 3.0 to ∆η × ∆φ = 0.175 × 0.35 at

|η| = 5.0 [83], as seen in Table 2.2. The forward section of the HCAL is placed 11.2 m from

the IP in order to reconstruct particles boosted in the forward direction, and is expected

to experience a much higher flux of particles at higher energy (760 GeV) than the rest of

the HCAL (100 GeV) at
√
s = 14 TeV [84]. It is composed of 5 mm thick steel absorber

plates, each with quartz fibres implemented as an active medium. The quartz fibres detect

Čerenkov light produced from the electromagnetic component of particle showers.

2.6 Superconducting Solenoid

The CMS Superconducting Solenoid, shown in Figure 2.12, is the most powerful hadronic

magnet in the world, 100,000 times stronger than the Earth’s magnetic field and stores

enough energy to melt 16 tonnes of gold, and the most essential feature of the detector.

In order to achieve a good momentum resolution in such a detector, without making tight

cuts on muon chamber resolution and alignment, a powerful magnetic field was chosen.

A large bending power can be achieved by a modestly sized solenoid, as long as it is

a high-field superconducting one, due to the bending beginning at the primary vertex.

The requirement for the bending power of the solenoid is dictated by the narrow states

decaying into muons, and by the unambiguous determination of the sign for muons with a

momentum of around 1 TeV/c. In order to obtain a precision measurement, a momentum

resolution of ∆p/p ≈ 10% at p = 1 TeV/c was required. A suitable length to radius ratio

is required to obtain a good momentum resolution in the forward region.

Approaching 13 m in length, and 6 m in diameter, the solid mass weights approximately

250 t at an operating temperature of −268.5 ◦C – a degree warmer than outer space.

Originally designed to run with a uniform magnetic field of 4 T within the 5.9 m bore, the

eventual operating level was set to 3.8 T in order to increase the lifetime. Such a magnetic

field requires a return yoke, which can be viewed in the CMS schematic in Figure 2.4, of

which the return field is large enough to saturate 1.5 m of iron and weighs 12,500 t. This

allows four muon stations to be integrated within the return yoke, ensuring robustness and
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Superconducting Solenoid Parameters

Parameter Value

Field (T) 4

Length (m) 12.9

Weight (t) 250

Inner bore (m) 5.9

Current (kA) 19.5

Number of turns 2168

Stored energy (GJ) 2.7

Hoop stress (atm) 64

Table 2.3: Parameters of the LHC Superconducting Solenoid [85].

full geometric coverage. The magnet and return yoke use almost twice as much iron as

the Eiffel Tower. The solenoid is composed of four layers of high-purity niobium-titanium

cable coextruded with a aluminium-stabilised conductor as used in previous experiments,

such as ALEPH and DELPHI at LEP, and H1 at HERA. However, the Superconducting

Solenoid has a huge increase in certain parameters, such as magnetic field strength, ampere

turns, and stored energy, which can be seen in the parameters listed in Table 2.3 [86].

2.7 Muon System

The final sub-detector, or rather set of sub-detectors, lying between each wheel of the

iron return yoke, is the muon system (Figure 2.13). The muon system plays a huge role

in detecting signatures of interest, such as processes with extremely large backgrounds,

and which are expected to increase in Run II. Signatures such as a the so called “gold-

plated” decay of a SM Higgs decaying to two Z bosons, both of which decay into two

muons (H → ZZ → µ+µ−µ+µ−), are ideal candidates because the best mass resolution

can be achieved as muons are much less effected than electrons by radiative losses within

the tracker material. Due to the relative ease of detecting muons, this decay channel

(discovered in Run I) highlights the discovery potential for muon final state decay modes

and the demand for such a wide angular coverage within the muon detection system.
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Figure 2.12: General artistic view of the five modules composing the cold mass inside the

cryostat, with details of the supporting system (vertical, radial and longitudinal tie rods)

[74].
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Figure 2.13: Layout of one quadrant of CMS. The figure shows the four DT stations in the

barrel (MB1-MB4, yellow), the four CSC stations in the endcap (ME1-ME4, green), and

the RPC stations (RB1-RB4 and RE1-RE3) [74].

Precise and efficient muon measurements were a central theme in the design of the

CMS experiment, as can be seen from the name. There are three functions which the

muon system serves: identification of muons, momentum measurements, and triggering.

All of these functions are made possible when used in conjunction with the superconducting

solenoid and its flux return yoke. The system was designed to measure the charge and

momentum of muons over the full kinetic range of the LHC. The design of the muon system

was based around the nature of the solenoid magnet, thus it is composed of a cylindrical

barrel section surrounded by two planar endcaps to provide fully hermetic coverage. The

design of the system corresponds to 25,000 m2 of detection planes and thus the muon

chambers must be robust, reliable, and also inexpensive. Therefore, three types of gaseous

particle detectors were implemented: drift tubes (DT), cathode strip chambers (CSC), and

resistive plate chambers (RPC).

Drift tubes with standard rectangular drift cells are implemented in the muon barrel
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section where the neutron-induced background is small, the muon rate is low, and the 4

T magnetic field is uniform and mostly contained within the steel return yoke. Covering

a pseudorapidity region of |η| < 1.2, the barrel drift tube chambers are arranged into four

layers integrated within the return yoke. The first three layers contain eight chambers

which measure the muon coordinates in the r − φ bending plane, and four that measure

z along the beam-line. The fourth station is the same except that it does not measure z.

The arrangement and number of chambers in each station were chosen to provide efficient

rejection of background hits and linking muon hits from different stations into one single

track.

In contrast to the barrel region, the background and muon rates are high and the

magnetic field is non-uniform in the endcaps. For these regions, cathode strip chambers

are used. The CSCs have an extremely fast response time, resistance to radiation, fine

segmentation, and can identify muons within a pseudorapidity range of 0.9 < |η| < 2.4.

Again there are four layers of chambers interspersed between the return yoke plates, how-

ever they are perpendicular to the beam. The strips are positioned radially outward and

provide precise measurements in the r− φ bending plane. Each CSC comprises six layers,

providing robust pattern recognition and rejection of backgrounds, efficiently matching hits

in the CSCs to those in the tracker.

The third sub-detector in the muon system is implemented to serve as a complimentary,

dedicated trigger system composed of resistive plate chambers (RPC) in both the barrel

and endcaps. The decision to include the RPCs was based on the uncertainty in the

eventual background rates and ability to measure the correct beam-crossing time when the

LHC reaches design luminosity. The RPCs are able to operate in high rate environments

by using fast, highly-segmented, and independent trigger, but provide a more accurate

position resolution than the DTs or CSCs. The pT threshold is sharp over a large segment

of the pseudorapidity range, |η| < 1.6.

2.7.1 Performance of the muon system in Run I

During the Run I data taking period, CMS muon reconstruction was performed using the

silicon inner tracker in coincidence with up to four of the available gas-ionisation muon

chambers: DTs, CSCs, and RPCs. Standard CMS muon tracks can be reconstructed
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independently both in the inner tracker and in the muon system, where tracks are labelled

tracker and standalone-muon tracks, respectvely. When reconstructing a global muon,

local reconstruction of objects within each individual muon chamber is relied on. Each

muon chamber uses different techniques in reconstructing charged particles that cross the

chambers, however every case relies on the ionisation of gas within the volume of the

detector.

Basic objects that traverse the gas within the chambers are ionised, read out, and

reconstructed as hits. Hits are defined as spatial points with assigned uncertainties and

segments, which are obtained by fitting straight lines to the reconstructed hits [87]. For

the reconstruction of standalone-muon tracks, a matching tracker track is pinpointed by

comparing the parameters of each and propagating onto a common surface — which is

known as the outside-in method. Global muons are fitted by combining hits from each of

the tracker and standalone-muon tracks and using the Kalman-filter technique.

RPC muons are reconstructed in a similar fashion to tracker muons by requiring only

two reconstructed hits in different layers of the RPC chambers. The matching criteria for

each of these types of reconstructed hits is the distance and pull between their positions in

a local x and y frame, where the pull is defined as the residual between the extrapolated

positions over the combined uncertainty [88]. The pulls and residuals for track segment

matching have been studied previously [87]. By reconstructed tracker muons in this man-

ner the probability of reconstructing punch-through hadrons is drastically reduced. By

combining different algorithms it is possible to increase the efficiency of correctly recon-

structing a muon.

The efficiency of correctly reconstructing a muon track is studied by way of the tag-

and-probe method (see Section 6.1.2) using a sample of Z bosons decaying to muons. The

analysis is conducted in a semi-Tight muon selection regime, whereby the candidate is

required to be identified as a RPC muon with hits matched in at least three RPC layers,

and two matched hits in two muon stations. The semi-Tight muon selection does not

include particle flow (PF), see Section 3.6.4, identification and isolation cuts. The results

yield an increase of around 3% in the efficiency compared to previous measurements [88],

and can be seen in Figure 2.14. The efficiency lies above 99% in for most pT and η regions.
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Figure 2.14: RPC Muon efficiencies on top of the semi-Tight muon selection in pT and |η|

[88].

2.8 Trigger and Data Acquisition

At the LHC design energy of
√
s = 14 TeV, the proton-proton collision frequency reaches

up to 40 MHz when operating with 25 ns bunch spacing. Depending on the luminosity,

a number of collisions will occur at each crossing of the protons, but since every event

produces ∼ 1 MB of raw data, this corresponds to a total of ∼ 40 TB s−1. Also, at the

design luminosity of L = 1034 cm−2 s−1, around 20 inelastic events will be superimposed

onto events of interest, known as pile-up (PU). The amount of resulting data is much too

large to store and process, and thus a filtering system for interesting events is implemented

to reduce the total number of events recorded. This is the trigger system, and begins

the process of event selection in the CMS experiment. The rate reduction capability is

designed to be at least a factor of 106 for the combination of L1 Trigger and HLT.

The trigger is designed as a two-stage system: Level 1 (L1) Trigger, and High-Level

Trigger (HLT), respectively. The L1 trigger is a hardware system consisting mostly of

custom-designed, highly programmable electronics, located partly on the detector and

partly in the underground control room approximately 90 m from the detector itself. The

L1 trigger makes a decision based on information from only the muon system and calorime-

try, and is shown in Figure 2.15. The tracker information is not used in making trigger
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Figure 2.15: Architecture of the Level 1 trigger [74].

decisions due to the length of time needed to reconstruct tracks exceeding that of the L1

trigger. The data used is coarsely segmented, with the high resolution data being held

in pipeline memories in the front-end electronics. Constructed with a design output rate

limit of 100 kHz, this translates in practice to a maximal output rate of ∼ 30 kHz when

taking into account a safety factor of 3. The L1 trigger can be divided into different

components: local, regional, and global components. The first components are the Local

Triggers, also named Trigger Primitive Generators (TPG), and are collections of informa-

tion from deposits in calorimeter trigger towers and track segments, or hit patterns in the

muon chambers, respectively. Next are the Regional Triggers that combine the information

obtained and use pattern logic in order to determine the rank and sort of trigger object,

such as an electron or muon candidates. The rank can then be defined as a function of

energy or momentum and quality of the deposit, reflecting the confidence level assigned to

the L1 parameter measurements. The final components are the Global Calorimeter and

Global Muon Triggers, assigning the highest rank calorimeter and muon objects through-

out the detector. The candidates are then transferred to the Global Trigger, the highest

component of the Level 1 hierarchy, which then makes a decision of whether to accept or

reject the event for evaluation by the HLT.

The HLT is a software system residing in a CPU filter farm containing around 1000

commercial processors. The advantage of the HLT is that it has access to the full event
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information from the entire detector simultaneously, including event information unavail-

able on the timescale of the L1. It can then perform complex calculations, similar to that

performed in the analysis off-line software, by constantly evolving complex algorithms, re-

sulting in a highly flexible trigger system. The event rate at the HLT level is reduced to

∼ 300 Hz and a final data rate of 300 MBs−1 recorded on a large storage disk (the Storage

Manager) at the experimental site. The data is later transferred to the base tier (Tier 0)

of The Grid computing network for further processing and then physics analysis.

2.8.1 Performance of the Trigger in Run 1

The majority of physics analyses in CMS that published findings using Run I data at

a centre-of-mass of
√
s = 8 TeV used complicated triggers, where multiple categories of

objects may be incorporated, such as jets and leptons. This category of trigger looks at

the whole event topology and calculates such quantities as the total scalar energy, HT , or

missing transverse energy (MET).

At the new unprecedented energies recorded by the LHC, gluon fusion is the most

dominant process in proton-proton collisions, and as a result the rate of production for

top-quark pairs increases and the LHC essentially becomes a top factory. As a result, the

production cross section for top pairs is one of the most fundamental measurements to

compute. The measurement is computed using the semi-leptonic channel, such that one of

the top quarks will decay to a b-jet and a lepton (electron or muon) and a neutrino, and

the other will decay to a b-quark and two jets [89, 90].

In order to accommodate the high instantaneous luminosity and pile-up throughout

Run I, various triggers were used: Lepton triggers with very tight identification and

calorimeter isolation requirements, jets and PF jets were limited to the central region.

Similar techniques were implemented at the L1 stage of reconstruction. Muons were de-

fined within the central region (|η| < 2.1), charged hadron subtraction was introduced

to deal with pile-up mitigation, and during the second half of the 2012 running period

online jet energy calibrations were implemented which resulted in higher ET thresholds in

three-jet trigger paths.

The lepton plus jets efficiency is measured as the product of two independent efficiency

measurements, εLep.×εHad. using the tag-and-probe method with simulated Drell-Yan and

68



Chapter 2. The LHC and the CMS Detector

Figure 2.16: Top Triggers: Efficiency of the hadronic leg for the electron plus jets paths in

2012 versus the pT of the 4th jet (left) and the dependence with respect to the number of

vertices (right) [91].

tt̄ samples, as described in Section 6.1.2. To estimate the top acceptance simulated events

were used and are corrected for the trigger efficiency measured in data.

Figure 2.16 shows the turn-on curve for the efficiency for selecting the hadronic leg

(pT of the 4th jet) of the electron plus jets channel, and the dependency of the efficiency

on the number of reconstructed primary vertices. The offline selection of the pT for the

jets was designed to assure a plateau behaviour of the scale factors, such that there is no

variation with respect to MC sample or jet energy calibrations. From the variation of the

scale factors, a systematic uncertainty of 2% (1.5%) for the electron (muon) scale factors

cover the variation around their value of 0.995 (0.987) [91].
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Event Reconstruction & Simulation

Monte Carlo (MC) simulations are an essential part of current particle physics analyses and

are used to mimic physical processes that correspond to those which are observed within

the LHC, and other such experiments. Analysts compare findings in data to simulation

in order to extract signal processes, and also to perform statistical analysis on results

obtained. It is of the utmost importance that the simulated events must be as accurate

as physically possible in order to mimic real life processes and perform a scientifically

accurate analysis. This chapter will discuss methods for generating events, including the

different MC generators and tunes used in the evaluation of theoretical uncertainties, and

interpretation in terms of the CMS detector in the first section of this chapter.

Roughly speaking, the different steps of event reconstruction can be divided into three

separate processes. The first of which records basic information, such as hits within the

pixel detectors of the inner tracking system, and calorimeter energy clusters, for “low level”

objects in each sub-detector. The information is then passed to the particle flow (PF)

algorithm (Section 3.6.4) which uses information from all the sub-detectors in order to

reconstruct events much more accurately. Finally, the events are refined by other complex

statistical and mathematical techniques and used to reconstruct higher level objects, such

as jets and MET. The second part of this chapter will focus on the PF process [92, 93] as

mentioned above.

70



Chapter 3. Event Reconstruction & Simulation

Figure 3.1: Graphic visualisation of a hadron collision process where two partons come in

from the right and the left, represented by the directional arrows. Two gluons (blue) form

the hard scattering interaction (red circle). This section of the process depicts the matrix

element calculation. In the hard scattering interaction prompt decays and parton showers

then take place as represented by the smaller red circles. Finally, the hadronisation process

begins (green circles). Collinear gluon emissions are also observed as well as underlying

event particles stemming from a softer collision with other partons in the hadrons. This is

represented by the purple colouration and subsequent interactions [94].
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3.1 Event Reconstruction and Computing

3.1.1 Event data model

Physically, an event is the result of the hard scattering process created when the LHC

collides two bunches of protons together. The full properties of an interaction cannot be

known without processing the data, and this is where the Event Data Model (EDM) is

derived. The information about the event is measured as energy deposits, clusters, and

tracks in each sub-detector of the CMS experiment that is read out by a series of processing

electronics. When it comes to reconstructing the data and performing statistical analysis,

an event is read in as a C++ object storing the raw data. These objects are presented

to a user stored as ROOT files [95]. There are three different data formats that data are

stored as, each of which contains a different level of precision for describing events. The

three levels are as described below.

RAW file formats contain very primal information about the data, including the L1 and

HLT decisions. At this stage events have a size of roughly 1.5 MB.

RECO is the next step in the formatting of data by reconstructing events obtained from

the RAW format with pattern recognition and compression algorithms. This includes

reconstructed detector hits, calorimeter clusters, and reconstructed physics objects

such as electrons, jets etc. The typical event size at this level is around 250 kB.

AOD (Analysis Oriented Data) is created by filtering (performing quality checks etc.)

the RECO data from the reconstructed detector-level objects, where the higher level

physics objects are calculated. The size of the events is reduced to ∼ 50 kB.

Almost all physics analysis groups use the RECO and AOD data formats. All data used

in the analysis presented in this thesis uses the AOD data format, where event sizes are

reduced by filtering the RECO data, as can be seen in Table 3.1. The objects are delivered

in the data files as C++ objects, which are then transformed into vectors of plain basic

types. By selecting on the physics objects that are central to the analysis, the event size

can be further reduced to ∼3 kB, which is called the “skimming”, thus reducing the run

time of an analysis. The processing of RECO and AOD formats for analysis begins with

taking the data and using a specifically designed framework to process a set of “nTuples”
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for each physics process, and categorising them into classes, such as objects. The benefit

of constructing such “nTuples” lies in the reduction of processing time by allowing the

analysis to be run locally, rather than re-processing the full dataset in AOD, RECO, or

RAW from each time. The datasets used in this analysis can be seen in Table 3.2

3.1.2 Analysis software

Analysis is usually performed within a computing environment specific to an experiment.

CMS provides an extensive software framework, cmssw [96], that provides users with a

large range of algorithms to create, handle, and analyse data. cmssw is fundamental in

regards to MC simulation, detector calibration and alignment, and then for the reconstruc-

tion of data and analysis thereof. The framework is a modular structure that combines a

single configurable executable (cmsRun) with a number of plugin modules containing event

processing algorithms. cmssw is continuously being updated to keep up-to-date with new

analysis techniques and processes. The versions of cmssw used in this analysis are listed

below:

• CMSSW_5_3_9 for the analysis of tt̄+ γ.

• CMSSW_5_2_10_nTuple for the nTuple processing for the tt̄+ γ analysis.

The framework used is of a modular design, similar to cmssw. The code is split into

different modules designed to model the data at various stages of processing. Four modules

are designed to carry out the reading-in of the data, transferring it into a readable C++

format, selecting and implementing cuts on the events, and outputting the information in

the form of a histogram in order to statistically analyse the data, as described below.

• Reader files that translate plain data types stored in ROOT files into C++ objects.

• Reconstruction objects process the output of the readers in the form of real objects,

such as leptons and quarks.

• Selections are written for each decay channel in an analysis to select on objects that

exist in the final state of an event.

• Analysers are used to create histograms of different variables at various stages of

selection, implement scale factors, and add weights to samples.
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Figure 3.2: A radiography of a quarter of the simulated tracker geometry in the (a) fast

and (b) full simulation [99]. The data points are from the vertices of converted photons,

whereby there are a much larger number of simulated events in the FastSim.

3.2 Simulation of the CMS detector

The simulation of the CMS detector is an incredibly complex task and very time consum-

ing to run such a simulation. In order to perform such a procedure Geant4 [97] is used

to simulate the geometry of the whole detector, divided into sub-detectors, and track the

particles as they pass through the different materials. Implemented within the cmssw

framework are two packages that perform detector simulation, Full Simulation (FullSim)

[98] and Fast Simulation (FastSim, previously named FAMOS) [99]. In the FastSim pack-

age physical processes are described in detail, such as the electromagnetic and hadronic

interactions, energy deposits, and electronic detector responses. The FastSim package is

designed with a much lower level of detail incorporated and reduces the computational

time by 3 orders of magnitude. This allows analysts to carry out custom MC productions

within a reasonable time. A comparison between the two packages is shown in Figure 3.2.

3.3 Monte Carlo Simulation

3.3.1 Monte Carlo event generators

MC generators are programs that simulate the properties of particles such that results

can be compared to those obtained from data in order to perform a statistical analysis
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and verify findings. CMS uses many event generators in order to simulate specific physics

processes that are of interest. Hard scattering processes are simulated via matrix element

calculation and then parton showering is subsequently added. In order to convolute the

two procedures a matching is implemented. Finally, hadronisation is then modelled as the

showered partons form colourless bound states with other partons. MC event generators

produce a list of all particles/partons that are created in an event along with their kinematic

properties, such as pT , and include production of underlying events (UE) and additional

primary vertex interactions from pile-up (PU). UE are classified as any source of interaction

produced that does not originate from the initial hard scattering process, such as initial and

final state radiation (ISR and FSR), and remnants from the beam. PU is defined as any

other interaction produced from the same bunch crossing as the hard scattering. Bunch

crossings can contain up to 20 different interactions, that is to say 20 different primary

vertices are observed. Figure 3.1 shows the hard scattering collision process as produced

by MC event generators.

In the analysis presented in this thesis each physical process was simulated by different

MC event generators, such as WHIZARD, MadGraph, pythia, mc@nlo, and powheg.

The MC event generators which are used in this analysis are described in more detail below.

Generators are usually combined by interfacing with another generator in order to optimise

for each simulation step described in Section 3.1. An example of this can be seen within

the main background sample for this analysis, the tt̄ sample, which is generated using both

MadGraph and pythia.

WHIZARD [100] is a leading order (LO) event generator designed to calculate multi-

particle scattering cross sections efficiently and simulated event samples. Tree-level

matrix elements are automatically generated for arbitrary partonic processes, in par-

ticular the Minimal Supersymmetric extension of the Standard Model (MSSM) is

supported including an interface to the SUSY Les Houches Accord (LHA) input for-

mat. It is also possible to interface matrix elements from alternative processes, such

as loop corrections. WHIZARD uses a multi-channel method for phase space integra-

tion, meaning that it involves simultaneous use of multiple phase space parametri-

sations corresponding to dominant Feynman diagrams, and is able to calculate nu-

merically stable signal and background cross sections and also generate unweighted
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event samples with a reasonable efficiency for final state events containing up to 6

or more particles, meaning that it generates uniformly distributed events each con-

tributing the same event weight to the sample. The polarisation of initial and final

states is treated in the same manner, and quark and lepton flavours are automati-

cally summed over where needed. For hadron collider physics studies, the standard

LHAPDF library is incorporated. For fragmentation and hadronisation of the final

states, pythia and herwig interfaces are provided, both of which follow the Les

Houches Accord.

MadGraph [101] is a leading order multi-purpose matrix-element MC generator. Sim-

ilar to the WHIZARD generator, MadGraph automatically generates matrix el-

ements for scattering processes with up to 6 and above final state particles. The

matching of matrix elements to parton showers is performed following the MLM pre-

scription [102] only if a parton-jet pair satisfies a predefined ∆R requirement, and

if none, or more than one jet, is found then the event is rejected. There is also a

certain pT threshold for partons that must be passed in order to be considered for

matching.

pythia [103] is a widely used tool in the particle physics community. It is used for

the generation of events within high-energy collisions, and it does so by utilising

a complex set of physics models to process the evolution of a 2-body (or more)

scattering to a complex multi-particle final state. The generator contains a library of

hard processes, models for parton showers for initial and final states, matching among

hard processes and parton showers, multi-parton interactions, beam remnants, string

fragmentation and particle decays.

mc@nlo [104] provides a method for matching next-to-leading order (NLO) calcula-

tions of QCD processes with a particle shower from simulation in MC. mc@nlo

improves on many aspects with respect to a LO generator, such as pythia. Aspects

such as the total exclusive rates are accurate to NLO, hard emissions are treated as

in NLO computations with soft/collinear emissions handled by MC, and matching

between hard and soft emission regions is smooth. This provides an advantage for

heavy flavour physics, such as top quark production. A small amount of events with
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negative weights are generated, however the process of unweighting is possible with

a reasonable efficiency.

powheg [105] (Positive Weight Hardest Emission Generator) is a NLO event generator

similar to mc@nlo described above. The difference between the two arises in the

basic idea behind powheg, whereby it generates the hardest radiation first before

passing the event to any shower generator to perform subsequent, softer radiation.

Thus, as it does not depend on any parton shower program in particular, the output

of powheg can be easily interfaced with any shower generator capable of handling

the given user process. Another feature of powheg is that events can be created

with positive (constant) weight.

3.4 Simulated Samples for the tt̄+ γ Analysis

As previously mentioned, different MC samples are simulated using different event genera-

tors for various physical processes. Table 3.1 provides all the different MC sample datasets

used in the tt̄+γ analysis along with their respective cross sections and number of processed

events in each sample. This section will focus on background samples where generation of

the signal tt̄+γ sample can be seen in Section 3.5. It can be seen that the main background

to this analysis, TTJets (tt̄), was generated using the MadGraph5 event generator and

interfaced with the tauola generator. tauola is a MC event generator designed specifi-

cally for the modelling of tau lepton decays. The samples are then passed to pythia6 for

parton showering and hadronisation as described in Section 3.3.1. Each tt̄ decay process,

fully-leptonic, semi-leptonic, and fully hadronic is treated individually and generated as

three independent samples. The advantages of treating the decay modes separately are

that no scale factor has to be implemented in order to account for the different branching

ratios of each decay channel and it is also more convenient to observe the tt̄+ γ content in

each channel separately.

Similarly, both Drell-Yan samples, W + Jets, W + γ, Z + γ, and diboson background

samples are also simulated in the same fashion as the TTJets samples. Single top events

are simulated in a slightly different fashion, whereby they are generated by the powheg

generator, also described in Section 3.3.1. Again, the events are then passed to pythia6 to

model parton showering and hadronisation. Single top samples are also split into different
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decay modes: tW, s-channel, t-channel. Top quarks and anti-top quark processes are

treated separately and simulated in different samples.

3.5 Simulation of the tt̄+ γ Signal Sample

Three different techniques were used to define the tt̄+ γ signal process. The concepts are

illustrated in Figure 3.3 which shows the final state of the process using each technique

[52]. The parton distribution function CTEQ6L1 [106] is interfaced to WHIZARD via

LHAPDF [107]. The process utilises variable renormalisation and factorisation scales.

This is such that, event by event, the two are set to 172.5GeV (mt) plus the ET of the

generated photon. Upon varying the scale of each, a systematic uncertainty of +7.0
−8.3% is

found, as shown in Chapter 6. Initial and final state radiation is taken into account, as

well as hadronisation, and is simulated using pythia6 [108], tauola and photos [109]

as preconfigured in CMSSW. The same configuration is used as for the top pair sample.

Restrictions on the final state particles have been set, named “generation” cuts, such

that a proper integral is retained when calculating matrix elements. As a method to

cope with infra-red divergences, soft gluon emissions, a minimum energy or momentum

is required. Collinear divergences (collinear parton splitting) are treated by introducing a

minimum distance in the η − φ plane. These cuts likely will not affect the measurement

due to the cuts within selection being tighter than generator-level cuts. The different

generation cuts are described in brief below:

2 → 3 At this level only quantum mechanical interferences from initial state radiation are

considered. The CPU time required for tree level processes is moderate.

2 → 5 In this case, the decay of the top quark is included and thus photons that have

radiated from a W boson or a b-quark, as well as interference effects between the two,

must be taken into account. This is a significant process, as photons are expected

to stem from a W or b to contribute significantly to the signal. Photons that are

radiated from the W are considered negligible, because the W decay products are

highly boosted in top-quark events giving rise to, mostly, collinear emissions.

2 → 7 In this scenario photon radiation and interference from all decay products is consid-

ered. CPU time is much more intensive in this case due to the many more Feynman
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Figure 3.3: Process generation. The red, blue, and green boxes depict the matrix element

calculation. Background processes with the same final state are included as well [52].

diagrams to be computed.

Originally, this analysis used the 2 → 5 technique with initial generator level cuts of

ET > 20 GeV and ∆R(γ, b/b̄) > 0.1 using WHIZARD [100], which is a leading order

(LO) event generator. The variable factorisation and renormalisation scales were set to

mtop +ET (γ), and a scale variation uncertainty of 8% has been applied to the WHIZARD

tt̄ + γ cross section result, which gives 1.8 ± 0.5 pb as the SM expectation for the signal

process, where the scale variation uncertainty, and uncertainty on the k-factor (the ratio

between the NLO and LO cross sections as a function of some observable) are added in

quadrature.

3.5.1 Official tt̄+ γ 2→ 7 sample production

The final version of the analysis uses the factorised 2→ 7 process for the simulation of the

tt̄+γ signal sample. Instead of computing one single matrix element for the complete tt̄+γ

process, the process is factorised into individual processes and calculate the matrix element

for each sub-process. The major restriction on the calculation of the matrix element lies in
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the computational time, such that using a factorised matrix element method vastly reduces

the computation time to calculate the matrix element. The matrix element is divided in

the following manner:

pp→ tt̄+ γ, t→ bxx′, t̄→ b̄xx′ (3.1)

pp→ tt̄, t→ bxx′γ, t̄→ b̄xx′ (3.2)

pp→ tt̄, t→ bxx′, t̄→ b̄xx′γ (3.3)

where x = u, d, s, c, ū, d̄, s̄, c̄, e±, µ±, τ±, νe,µ,τ , ν̄e,µ,τ .

In order to verify the factorisation method, a sample was generated using WHIZARD

with the full, un-factorised, 2→ 7 matrix element generation process, which is then com-

pared to a sample simulated in WHIZARD using the factorised matrix element method.

The results of this comparison can be seen in Figure 3.4, where a good agreement is seen

in the shapes of observables. Small fluctuations are observed between bins within the full

2 → 7 sample, which can be attributed to the small number of events. Therefore, it can

verified that the method can be used as a good approximation of the full 2→ 7 process.

Upon validation of the factorisation method for the full process, the method is observed

to be a good compromise between accuracy and computational time. A comparison is then

conducted between the MadGraph and WHIZARD event generators using the full 2→ 7

process. Within the WHIZARD framework, the three factorised processes are unable to

be computed at the same time, and therefore the individual processes must be generated

separately and later combine them, whereby scaling is taken into account.

For both generators, the original pp→ tt̄+γ process and the decay of the top quarks are

distinct processes. The MadGraph framework handles both processes internally, however

the two processes must be handled individually in the WHIZARD framework and an extra

set of kinematic cuts must be implemented, as shown below.

• pT (γ) > 1 GeV

• ∆R(γ,X) > 0.1

These cuts are required to be softer than the final generator cuts, due to the dilution

of kinematics by resolution effects at the value of the cuts. This is such that if the value
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of cuts used for decays is too close to the final generator cuts, resolution effects may be

modelled incorrectly. When calculating the cross section, WHIZARD does not take the

final generator cuts into consideration. They are simply used to select events which are then

written to the output file. The cross section must be re-weighted when taking individual

efficiencies into account, leading to the simulation taking more time than it would with

the final generator cuts included, where a vast amount of generated events are rejected by

the tighter cuts.

It must be noted that for simplicity, in the comparison only semi-leptonic events are

selected in the muon channel. However, for the full sample all decay channels for the 2→ 7

process are incorporated in order to be inclusive as possible since the sample will be an

official CMS sample.

The cross sections are calculated to be:

WHIZARD : σtt̄+γ = 1408 fb, MadGraph : σtt̄+γ = 1227.1± 0.4 fb (3.4)

for each event generator, respectively. It is to be noted that there is no associated

error with the WHIZARD cross section, this is due to the cross section calculated with

this event generator not taking the final cuts on the decay products into account. The

final cross section is calculated from the remaining number of events. Additionally, the

branching ratios for the top decays are not included within the cross section calculation,

as additional calculations are required by the user. This is more of a feature in channels

where a photon is required.

The calculation steps, described previously, are estimated individually and the uncer-

tainty on each usually contributes to the overall uncertainty by propagating them onto

the final value. However, this is not calculated in this analysis, because the cross sections

are used to compare the event generators. Thus, an exact calculation of the errors is not

necessary, and a NLO cross section is used in the analysis which renders the differences in-

consequential. The difference of 12.9% observed between the two generators is thus within

the expected range of deviation.

A comparison between the two event generators for the factorised 2 → 7 process, for

three key variables, can be seen in Figure 3.5. A good agreement is observed between

the two event generators except for small discrepancies in the angle between the photon
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Figure 3.4: Comparison between the full and the factorised 2 → 7 process using samples

generated with WHIZARD. All distributions are normalised to unity [110].
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and b quark at low values of ∆R(γ, b). The discrepancy is regarded as irrelevant to the

analysis due to the manner in which jets and isolation is handled in a proton-proton collider

experiment such as CMS. Another explanation could lie within the normalisation process

of the WHIZARD sample, and could affect the shapes of the distributions.

The cuts used in the generation of the MadGraph MC sample are as shown below.

• pT (γ) > 13GeV

• |η(γ)| < 3.0

• ∆R(γ, all) > 0.3, where “all” refers to any other generator level particle

• pT (jet) > 15GeV

• pT (b) > 20GeV

• |η(b)| < 5.0

• |η(jet)| < 5.0

• |η(lepton)| < 3.0

• ∆R(jet, jet) > 0.5

• ∆R(jet, lepton) > 0.5

There is no cut on lepton transverse momentum, but there are cuts on the momenta

of quarks (jets). This makes the ratio of hadronic and leptonic W decays generated with

these cuts differ from the W branching ratio without any cuts.

3.6 Physics Object Reconstruction

The CMS experiment employs a complex algorithmic technique, Particle Flow (PF) [92], as

part of a chain of reconstruction tools to reconstruct the full topology of events produced

by collisions using information from each sub-detector. PF uses the information obtained

from lower-level object reconstruction including tracking and clustering of energy deposits

within each sub-detector. The primary goal of PF is to determine the object type, mo-

mentum, and energy for all objects within a singular event. Such objects include electrons,
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Figure 3.5: Comparison between the MadGraph and WHIZARD generators for the fac-

torized 2→ 7 process. All distributions are normalised to unity [110].
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muons, charged hadrons, neutral hadrons, and photons. This information is then used to

reconstruct higher-level objects, such as jets and MET.

3.6.1 Charged particle tracking

The tracking of charged particles begins with the reconstruction of tracks in the inner

detector system. As the charged particles traverse the detector they deposit energy called

hits, an iterative tracking algorithm then inputs the information from a number of hits

in order to reconstruct tracks of individual particles [111]. By reconstructing the particle

tracks, access to information about the particle is available, such as the momentum before

any effects from the magnet, and the impact parameter, the distance of closest approach

of the projectile to a the centre of a potential field, used in later reconstruction.

Around two thirds of the particles that constitute a jet are charged particles, therefore

by accurately reconstructing the tracks of charged particles in the detector, the accuracy

for correctly reconstructing a jet increases greatly. As all objects are reconstructed using

the PF algorithm, which uses tracker information to fit tracks before reconstructing higher-

level objects (Section 3.7) it is found that information gleaned from tracker hits are vital

for physics analysis. Several properties of tracks from the inner detector system contribute

to its importance in reconstructing tracks, such as the pT resolution which, for charged

hadrons with a pT of O(102)GeV, is significantly better than in the calorimeter systems.

One of the key parameters in object reconstruction is the track efficiency, the number

of real tracks found over the number that incorrectly reconstructed or originate from a

different source (“fake tracks”). Therefore, a high tracking efficiency is required in order

to use the PF algorithm to its full potential, and thus an iterative algorithm for tracking

was designed [111]. The tracking algorithm can be broken down into roughly 5 processes,

which are described below:

Local Reconstruction records signals in the silicon strips and pixels, converts them

into “digis” and then groups them into clusters. Both the position and uncertainty

associated with an individual digi is calculated during this stage of reconstruction.

Track Seeding defines seeds, the basis of full particle reconstruction, by combining into

“pairs” and “triplets” hits from the pixel detector of the inner tracker.
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Pattern Recognition combines hits from the tracker and combines them in order to

reconstruct potential particle trajectories, by starting at the centre of the tracker

system and working outwards through each layer. The tracks are then filtered using

a Combined Kalman Filter [112], which is a combinatorial variation on a Global

Kalman Filter. All hits are taken into account from a single layer of the tracker

and used as input information for a “proto-track”, which is then used to calculate

an estimate of the position and the uncertainty of the position in the next layer

of the tracker. It is important to also take into account the energy loss as the

particle traverses each layer of the detector. If there are several hits found that are

considered as signal, then multiple tracks are defined. The case where a particle is

highly energetic must also be included, such that it only leaves deposits within some

of the tracker layers and not all.

Fitting with a Kalman filter then fits each of the reconstructed hits twice from the dif-

ferent layers defined in the pattern recognition process. The first fitting process is

performed using hits from central layers outwards, whereas the second fitting uses

hits from the outer layers inwards. The two fits are complimentary to one another

and remove any bias obtained during the track clustering stage.

Quality Checking removes tracks that are categorised as low quality, such that recon-

structed hits have low hit multiplicity and a high χ2. Low quality tracks arise from

aspects such as inconsistencies and mis-reconstructed hits in the track finding pro-

cess; a single seed in the tracker layer can give rise to multiple tracks, as well as

multiple seeds originating from the same track, which can be removed by performing

the quality check of tracks.

The algorithm iterates over the process six times in order to filter out as many fakes/mis-

reconstructed tracks as possible. For each iteration in the algorithm, cuts are loosened,

such as the pT , so that the tracking efficiency (ε) is increased while minimising the number

of fakes. At the end of each iteration, after passing the track quality testing, high quality

tracks are removed and the iterative process restarts. For the first four iterations only the

seeds from the pixel detector are incorporated into the algorithm, where the last two use

information of hits from the silicon strip detector. By performing track reconstruction in
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this manner tracks that decay outside the pixel volume are includes, such as long-lived

particles, heavy flavour hadrons and τ leptons, and photon conversions. At the end of the

process, it is possible to reconstruct tracks for particles with at least 3 hits in the tracking

system with a pT as low as 150 GeV, a primary vertex originating at least 50 cm from the

beam axis, and all with a fake-rate of approximately 1% [111].

3.6.2 Primary vertex reconstruction

The ability to identify and reconstruct vertices of particles in events has a large impact on

the reconstruction of whole event topologies and kinematics. In order to correctly assign

tracks to collisions, the coordinates of the primary vertex must be efficiently reconstructed.

The same can also be said for secondary vertex reconstruction, used for the identification

of heavy-flavour hadrons and τ leptons, as well as photon conversions. The main challenges

encountered in vertex reconstruction stem from multiple overlapping events from a high

track density and particle interactions within the tracker volume.

Once all charged particle tracks have been reconstructed to a sufficient degree of effi-

ciency, the information is used to reconstruct the primary vertices (PV) for interactions

within an event. Similar to the reconstruction of particle tracks, tracks must pass a se-

lection criteria in order to be defined as originating from a primary vertex. A primary

vertex must be defined as having a small impact parameter with respect to the beam line,

a minimum number of hits in each layer of the pixel and silicon strips, and a small χ2

significance (χ2/Nd.o.f ). For the tracks that meet the imposed requirements, they are then

clustered along the z-axis at their point of closest approach to the beam. These are then

defined as the primary vertex candidates and the fitting process is initiated.

An Adaptive Vertex Fitter (AVF) [113] is then implemented and uses a 3D fit, re-

constructing the tracks using (x,y,z)-values such that the track is three-dimensional, to

reconstruct the PV candidates, whereby each track is assigned a weight that is a function

of its χ2 contribution to the vertex. After each iteration of the fitting process, the given

weights are translated to the new vertex position.

In order to discern the primary vertex from the hard-scattering form the event of

interest, vertices are listed in descending order of pT . As is expected events from pile-up

to have a lower sum of pT to the hard process, the primary vertex with the highest pT is
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taken and the rest are assumed to be from pile-up.

3.6.3 Calorimeter clustering algorithm

The granularity of the CMS HCAL is 25 times coarser than ECAL in order to separate

spatially charged and neutral hadrons in jets with a transverse momentum above 100GeV/c.

Therefore, a different algorithm for the identification and reconstruction of tracks within

the different calorimeter systems must be employed. The calorimeter clustering algorithm

is implemented to perform this task [92]. The calorimeter clustering algorithm works

independently of the PF algorithm, however energy deposits from charged hadrons are

matched using the PF algorithm in order to provide a more accurate measurement of the

energy. The two algorithms working in tandem are able to resolve high-pT and collinear

tracks and thus reconstruct energy deposits from neutral hadrons and photons. Clusters

of energy are formed by taking information from energy deposits within each calorimeter

system, excluding the forward HCAL where each cell is large enough that it is considered

a cluster.

3.6.4 The Particle Flow event reconstruction algorithm

The particle flow (PF) algorithm [92] uses information from each sub-detector to recon-

struct and identify all stable particles produced in proton-proton collisions at the LHC,

such as electrons, muons, photons, charged hadrons, and neutral hadrons, and determine

their direction, energy, and type. The information is then used in a similar manner to

events from MC generators in order to reconstruct higher-order objects, such as jets (from

which the directions and energies of the quarks and gluons are inferred), MET (giving a

rough measurement of the direction and energy of invisible particles, such as neutrinos),

and tau leptons, and to tag b-jets.

The design of the CMS detector is ideal for this type of reconstruction, due to it being

completely hermetic around the interaction point with a 3.8 T magnetic field, thus the

reconstruction of charged particle tracks (which make up around 2/3 of the total objects)

is extremely efficient with a small fake-rate down to a low pT of around 150MeV/c and

pseudorapidities as large as |η| < 2.6. Energy deposits are recorded as “blocks” in the

detector, which are then interpreted as particles within a particular sub-detector. The PF
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algorithm feeds the information obtained by each sub-detector into the “link” step, where

it then groups together combinations of blocks that are likely to originate from particles.

The combinations are then categorised as individual objects and stored as a list of particles

of each type.

Particles are composed of several PF elements from a number of CMS sub-detectors:

one charged particle track, and/or various clusters in the calorimeters, and/or one muon

track in the muon system. The link algorithm is then used to connect the tracks and

energy clusters to reconstruct the particle, whilst removing possible double counting from

any of the sub-detectors. Pairs of elements are found and “linked”, such that the link

is extrapolated to the end of a shower for a typical electron in the ECAL or the typical

interaction length of a hadron shower in the HCAL, where a distance parameter defines the

quality of a “link”. Blocks of elements in each sub-detector are produced by the algorithm

which are classed as directly or indirectly linked. The PF reconstruction process is made

easier by its high granularity, such that each block contains a maximum of three elements,

and thus the performance of the algorithm is independent of the event complexity. However,

the size of a block may be increased by up to a cell to account for the non-uniformity of

the calorimetry system.

Once blocks are processed by the link algorithm, they are then passed to the PF

algorithm, where the objects are reconstructed and identified on an event-by-event basis.

When an object is fully reconstructed, the tracks and clusters from the block are then

removed from the collection and the next object is reconstructed. The first object type

to be reconstructed is the muon, due to the efficiency of identifying muons. Muons are

measured from their associated Global and Tracker tracks, such that if they are within

3 standard deviations from each other the object is called a PF muon. The tracks and

clusters associated with the blocks are then removed from the collection.

Secondly, electrons are identified and reconstructed from the, now much smaller, collec-

tion of tracks. The Gaussian Sum Filter (GSF) method of associating clusters (described

in Section 3.6.5) is used to differentiate between charged hadrons and electrons, and the

electromagnetic shower must be narrow in η. Charged pions give rise to a source of fake

electrons and are vetoed by other such parameters as the number of hits and χ2. Many

other variables are then input into a multivariate analysis (MVA) tool which then provides

a discriminant on whether or not the particle is an electron. If the particle passes the MVA
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(Table 3.3) it is then labelled as a particle flow electron.

By process of elimination, all that remains are charged hadron, neutral hadron, and

photon candidates. By matching any charged tracks with an associated HCAL cluster,

these particles are defined as PF charged hadrons. By implementing a distance parameter

no double counting is ensured. Tracks associated with charged hadrons are then removed.

Any remaining energy deposits in the HCAL are then known to originate from photons or

neutral hadrons, differentiating between the two by the shower shape of the candidate. One

can differentiate by using the energy profiles of electromagnetic showers, which are well

predicted by Monte Carlo. Thus, PF neutral hadrons and PF photons are then defined. A

graphical representation of this can be seen in Figure 3.6

3.6.5 Electron reconstruction

For the tt̄ + γ analysis it is imperative that the identification and energy-momentum re-

quirements are measured extremely accurately as final state electrons, which are required

in two of the three decay modes in the dilepton channel, can imitate a photon by passing

the same selection, and therefore contaminating signal events. In order for electrons to be

reconstructed with these strict requirements they are processed in a specific way.

The CMS ECAL and tracker systems are extremely accurate detectors, however recon-

struction of energy deposits within the ECAL is still a complex task due to the density of

material. As a charged particle traverses the detector volume, the energy lost due to inter-

action with the material is not negligible. Most charged particles are heavy enough such

that the energy lost manifests in the form of multiple Coulomb scattering as the particle

passes between material. However, in the case of electrons, the dominant process by which

the energy is lost is due to bremsstrahlung, the process by which photons are emitted upon

passing through the electric and magnetic fields of a nucleus, such as the material in the

detectors.

Kalman fitters are a key tool used for the fitting of tracks in CMS due to their ability

to incorporate noise amongst other inconsistencies, such as multiple scattering in track

fitting, as Gaussian fluctuations. However, bremsstrahlung radiation is non-Gaussian, and

as a result electron tracks are poorly reconstructed with the standard Kalman filter fitting.

To account for this, CMS provides a dedicated tool for the reconstruction of electrons
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Figure 3.6: An event display of a simple hadronic jet in the (x, y) view (top) and in the

(η, φ) view, where η stands for pseudo-rapidity and φ for the azimuthal angle, on the

ECAL surface (bottom left) and the HCAL surface (bottom right). (These two surfaces

are represented as two circles centred around the interaction point in the first view.) The

K0
L, the π

− and the two photons from the π0 decay are detected as four well separated

ECAL clusters (bottom left). The π+ leaves no energy in the ECAL. The two charged

pions are reconstructed as charged-particle tracks, appearing as vertical solid lines in the

(η, φ) views and circular arcs in the (x, y) view. These tracks point towards two HCAL

clusters (bottom right). In all three views, the cluster positions are represented by dots,

the simulated particles by dashed lines, and the position of their impact on the calorimeter

surfaces by various open markers [92].
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using a Gaussian Sum filter (GSF) [114]. This method is implemented by calculating the

trajectory of electrons using a “relaxed” Kalman filter, then re-fitted using a GSF. The

GSF method differs from the standard Kalman fitting method by computing uncertainties

as the sum of multiple Gaussians rather than individual Gaussians. The downside to this

method lies in the additional CPU time needed to process the events.

The PF algorithm uses two different techniques of electron identification that are used

as seeds when reconstructing an electron [115]. The first makes use of ECAL superclusters,

extended clustering in φ due to bremsstrahlung and photon conversions in the ECAL, as

seeds and projects back from the centre of the supercluster to the innermost layer of

the pixel detector, and is thus known as “ECAL-seeding”. It makes use of ECAL track

properties, such as a narrow width in η and a wide spread in the azimuthal angle, φ. The

energy deposits of the object and its associated bremsstrahlung form a single supercluster,

where the performance of this method lies in the ability to correctly identify this. The

method performs much more accurately in the high pT region of the electrons, such that

there are much fewer potential track seeds and energy clusters in the ECAL which are

less likely to overlap with deposits from other objects, such as jets. This is especially true

if the electron is part of a jet structure, and thus not isolated. Moreover, a high track

multiplicity can complicate the backwards propagation from a supercluster and mimic the

signal of another object.

The second, tracker-driven, method is much more suited for the efficient reconstruction

of non-isolated and low pT electrons as they will most likely emit negligible amounts of

bremsstrahlung, and thus be fully reconstructed by extrapolating the tracks to superclus-

ters. The cluster energy is then measured along with the track momentum, and if the ratio

E/p is close enough to unity then the track is selected. However, Bremsstrahlung is not

always negligible and other track properties are used in the calculation. For example, the

number of hits recorded in the inner tracker and the χ2
KF of the Kalman filter fit are taken

into account before refitting using a GSF, before being characterised by a multivariate

estimation tool [116].

After both procedures have been performed the two collections of electron candidates

are merged into one where a GSF is run in order to determine the final properties of the

object. It is important for the GSF to be run at this stage in the process such that more

hits can be included in the reconstruction, thus providing a more accurate description of
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the electron’s energy and momentum lost by interacting with the detector material. Upon

completion of the process, the GSF electrons are passed to the PF algorithm.

3.6.6 Electron identification

Electrons are identified in the ECAL and can be recognised by their distinct shower shape

deposited within the calorimeter crystals. However, other objects, such as charged hadrons,

jets, and converted photons can have a very similar signature to an electron deposit and

may be wrongly reconstructed as such. Therefore, in order to correctly reconstruct an

electron candidate, further selection criteria must be implemented.

Individual physics analyses in CMS require different identification requirements tailored

to personal needs, thus identification working points are initially required to be much looser

than final cuts while still retaining a high efficiency of detecting electrons. When a further

tight working point is implemented the efficiency for correctly selecting an electron in-

creases. CMS uses various identification algorithms in order to correctly identify electrons:

simple cut-based ID, cuts in categories ID, particle flow ID, and MVA ID. Each of which

are used in the analysis described in this thesis, and are described below.

Simple cut-based ID techniques, while not providing the greatest performance com-

pared with other techniques, can be a useful tool in the understanding of the data

and for making comparisons with MC. Fewer variables from Table 3.3 are used with

this method, such as H/E, ∆ηin and ∆φin between supercluster position and track

direction at the vertex extrapolated to ECAL assuming no radiation, σiηiη cluster

and shape variables. [117]

Cuts in categories ID is a more complex version of the simple cut-based identification

techniques. It makes use of electrons originating from different sources, such as Z

and W decays, while reducing the likelihood of wrongly selecting “fake” electrons

originating from photon conversions or jet mis-identifications. However, the method

has also been used to select electrons from alternative sources, such as the J/ψ. The

problem of identifying electrons in CMS differs to that of other experiments due to the

detector topology — the large amount of material from the tracker directly in front

of the ECAL and the high magnetic field make it difficult to efficiently reconstruct

electrons. It has been found that many of the problems faced in the identification of
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electrons can be overcome by dividing the problem into categories. The most basic

category sees the ECAL split into barrel and endcap regions due to the differences

in topology in the two regions for both the inner tracker and ECAL. The second

comes from the large amount of bremsstrahlung radiation in the tracker material,

then using the measurement for E/p to account for the poor reconstruction of the

track. The final category divides electrons into high- and low-ET groups to correct

for effects from the high magnetic field at high ET .

The cuts in categories method uses the same variables as the simple cut-based method

with the addition of track conversion rejection (number of missing hits near beginning

of track), and track isolations with tracker isolation (∆R = 0.3), ECAL isolation

(∆R = 0.4), HCAL isolation (∆R = 0.4). The cuts are applied such that the

signal to background ratio is optimised, where there are several levels of cut severity:

VeryLoose, Loose, Medium, Tight, SuperTight, HyperTight (1-4). Each step of cut

severity decreases the electron fake rate by roughly a factor of two for ET > 20 GeV

[118].

Particle Flow ID is the loosest of all the electron identification techniques as it is a

universal particle collection for all physics analyses. The method takes information

from all subdetectors and combines it in order to create new observables to aid in

the identification of electrons. These variables are shown in Table 3.3 and are input

into a multivariate analysis tool which then results in a discriminating value. The

MVA is trained with respect to signal and background MC samples [119].

MVA ID is a multivariate analysis identification technique, and the most robust and

common technique in physics analysis. It is used to identify electrons originating

from W and Z bosons. The variables, show in Table 3.3, are used to produce a single

discriminating value. The value is optimised by so called “training” of the MVA in

different selection categories.

Variable Description

Track quality variables

pT Transverse momentum of the GSF track.

η Pseudorapidity of the GSF track.
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GSF σpT /pT Transverse momentum resolution of the GSF track.

#hitsKF Number of reconstructed KF track hits.

χ2
GSF and χ2

KF GSF and KF goodness-of-fits.

ECAL shower variables

σiηiη Cluster shape variable that gives a measure of the width of the

cluster in η, using the distribution of energy in a 5 block of crystals

around the seed crystal (the one with the highest energy) [120]:

σ2
iηiη = Σ5×5crystals(ηiηseedcluster)

2Ei/Eseedcluster

σ2
iφiφ Cluster shape in φ.

ηSC(φSC) Width of the supercluster in η(φ).

1− E1×5/E5×5 E1×5 is the energy in the central 1 × 5 strip of the 5 × 5 electron

cluster, and E5×5 is its total energy.

E3×3/ESC,raw Ratio of the energy in the preshower detector to the raw super-

cluster energy (only in the endcap region).

Longitudinal shower shape variables

H/E Ratio of the hadronic energy associated with the electron candi-

date to the supercluster energy. The hadronic energy is found by

summing the HCAL towers in a cone of radius ∆R = 0.15, centred

at the supercluster position.

H/(H + Ee) Hadron fraction of the shower, where H is the energy of the hadron

cluster linked to the GSF track.

Track/supercluster matching variables

∆ηin∆φin Distance in η(φ) between the supercluster position and the extrap-

olated track position.

∆ηvtx∆φvtx Distance in η(φ) between the supercluster position and the position

of the GSF track at vertex.

(Ee +
∑
Eγ) /pin Ratio of the supercluster energy to the inner track momentum.

Ee/pout Ratio of the electron cluster energy to the outer track momentum.

1/ESC − 1/pT Difference between inverse supercluster energy and inverse track

momentum.

Bremsstrahlung variables
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fbrem Measured bremsstrahlung fraction, defined as: fbrem = (pin −

pout)/pin, where pin is the initial track momentum at the vertex

and pout is the track momentum at the last hit.∑
Eγ/(pin−pout) Ratio between the Bremsstrahlung photon energy as measured by

ECAL and by the tracker.

EarlyBrem Flag of (Ee + ΣEγ) > pin inequality, corresponding to an elec-

tron emitting an “early” Bremsstrahlung photon, i.e. before it has

crossed at least three tracker layers.

LateBrem Flag of Ee > pout inequality, corresponding to an electron emitting

a “late” Bremsstrahlung electron, when the ECAL clustering is not

able to disentangle the overlapping electron and photon showers.

Table 3.3: Variables used in electron identification algorithms [37].

3.6.7 Muon reconstruction

Reconstructing muons efficiently was one of the major focuses in the design of the CMS

experiment, as can be seen from the name. A muon has a lifetime of around τ ∼ 2.2µs,

thus allowing them to travel a relatively large distance through the detector. Higher

transverse momentum muons, pT > 20GeV, are energetic enough to traverse the entire

detector without feeling any effects from Coulomb scattering, while muons with a transverse

momentum of pT < 5GeV are generally stopped within the detector volume and decay to

an electron and two neutrinos via the electroweak force. Muons are also reconstructed

using the PF algorithm (Section 3.6.4), however, there are subtle differences between the

standard usage of the PF algorithm and PF for muon identification, as will be described

in this section. In relation to a top quark analysis, muons are produced from the W boson

produced from the decay of the top. As a result, the muon will be produced at a close

proximity to the primary vertex, and will also be well isolated.

In order to reconstruct muons, two types of tracks are used: tracks reconstructed from

hits in the inner tracker (tracker hits), and in the muon system known as “standalone-

muon” tracks. Reconstruction in the muon system begins with hits in either the DT or
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CSC which have been merged to create short track segments. The Kalman Filter technique

is then used to combine the segments into full tracks, as described in Section 3.6.1. Muons

are then defined in two ways [121]:

Tracker Muons are reconstructed such that every track found in the inner tracker with

pT > 0.5GeV and |p| > 2.5 GeV is regarded as a muon candidate. The standalone-

muon candidate is then extrapolated to the muon system, while taking into account

factors such as the magnetic field, energy losses from traversing the detector volume,

and uncertainties from multiple scattering. If the muon candidate satisfies both

conditions of being in the tracker and extrapolated to the muon system, the object

is then defined as a muon. This method is also known as the ‘inside-out’ method.

Global Muons use the “outside-in” method to reconstruct muons, conversely to tracker

muons. This method works by taking a standalone-muon reconstructed in the muon

system and matching it with a tracker muon by propagating onto a common surface.

A global fit is then performed with the properties of both muon candidates, thus

giving a global muon.

The two techniques for muon reconstruction are used in conjunction with one another

due to the efficiency for tagging muons at different pT thresholds. For the case of global

muons, a muon with a higher transverse momentum (pT > 20GeV) is more efficiently

reconstructed due to the tracking depositing energy in each of the muon chambers. Con-

versely, muons with a lower pT (pT < 5GeV) are more efficiently reconstructed in the

tracking system, requiring a single muon segment. For the tt̄+γ analysis, the requirement

of one or two reasonably high pT muons means that it benefits from the use of both types

of reconstruction method.

Once reconstructed, muons must undergo a series of quality checks in order to suppress

punch through hadrons (hadrons that have a high enough energy to penetrate into the

muon system from the HCAL). The following properties are used to select good muons for

the tt̄+ γ analysis:

• The number of hits in the muon chamber in the global muon fit.

• The number of muon stations with muon segments.
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• Normalised chi-squared (χ2/Nd.o.f ) of the global muon fit.

• The number of pixel detector hits.

• The number of hits in the tracker layers.

• Transverse impact parameter dxy (closest approach of the track to the primary vertex

with respect to direction).

• Longitudinal distance dz of the tracker track with respect to the primary vertex.

Muons can also be produced within jets. The PF algorithm reconstructs such particles

and identifies them in order to reduce the fake rate of charged hadrons being misidentified.

This technique is essential for the measurement of MET.

3.7 Higher-level Object Reconstruction

This section describes different techniques to reconstruct higher-level objects, such as jets

and missing transverse energy, a process which happens post identification and reconstruc-

tion of objects. Higher-level objects must also be corrected for detector defects and other

inconsistencies, and this process is also described.

3.7.1 Jet reconstruction

A jet is defined to be when a quark or gluon hadronises in an event, producing a narrow cone

of collinear objects moving in the same direction. As described in Section 1, particles can

not exist in an unbounded state as they carry a property known as colour and are confined

within a hadron, and as a result they must fragment and form a hadron to be observed

directly. Essentially, by reconstructing the sub-structures of jets, the quantum-mechanical

process of fragmentation and hadronisation is being reverse-engineered. Therefore, in order

to measure the initial energy and momentum, the combined properties of the reconstructed

jet must be measured.

Jets play an integral part in the identification of top quark events where, at the very

least, there are two jets in the final state due to the hadronisation of b quarks. In the

dilepton channels the case is as described previously, however, in the semi-leptonic and

fully hadronic top decay channels, at least four jets are present in the final state. The jets
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originate from the hadronisation of the b quark, and W boson decaying to quarks, which

in turn hadronise to create jets.

In order to reconstruct jets, the PF algorithm is first implemented in order to recon-

struct single objects (muons, electrons, charged hadrons, neutral hadrons, and photons)

before using clustering techniques to combine collinear particles to form jets. Various al-

gorithms have been developed to compute the clustering of objects to form jets, such as

the kt [122], Cambridge/Aachen [123], and SISCone [124] jet clustering algorithms. How-

ever, the most widely used jet clustering algorithm is the anti-kt [125] algorithm, which

is used by the majority of the CMS collaboration. There are two main requirements that

reconstructed jets must comply with:

• Collinear safe: should not be affected by collinear parton splitting.

• Infra-red safe: should not be affected by soft gluon emissions.

A low sensitivity to pile-up and underlying events is also preferred in a jet clustering

algorithm.

The anti-kt algorithm is particularly insensitive to pile-up and underlying events. Start-

ing by defining a distance parameter, di,j , between entities (particles, pseudojets), and dis-

tance parameter diB between entity i and the beam, B. The clustering method then begins

by identifying the smallest of the distances, and if the smallest is di,j then it recombines

objects i and j, otherwise if the smallest distance is diB then i is defined as a jet and is

removed from the list of objects. The procedure is then repeated in an iterative fashion

until there are no more objects to run over. The distances di,j and diB are defined as:

dij = min

(
1

k2
t,i

,
1

k2
t,j

)
·

∆2
i,j

R2
(3.5)

diB =
1

k2
t,i

(3.6)

where ∆2
i,j = (yi−yj)2 + (φi−φj)2, kt,i/j , yi/j , and φi/j are the transverse momentum,

rapidity, and azimuthal angle of each particle i and j, respectively. R is defined as the cone

radius parameter. The anti-kt algorithm outputs conical jets such that their boundaries

are less susceptible to soft radiation.
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3.7.2 Jet identification

PF jet identification is used in order to reduce the amount of noise and the rate of electrons

mis-reconstructed as jets. In order to correctly reconstruct jets, a number of observables

are used as listed below:

• Number of particles in jet.

• Neutral hadron energy fraction (NHF).

• Neutral electromagnetic energy fraction (NEF).

• Charged EM energy fraction (CEF).

• Charged hadron energy fraction (CHF).

• Charged hadron multiplicity (NCH).

3.7.3 Jet energy corrections

Upon reconstruction of jets, it is found that the jet energy is not the same when comparing

MC generator and detector-level jets, even when reconstructed using the same algorithm.

This is found to be due to the non-linear and non-uniformity of the CMS calorimetry,

and a mis-modelling between MC simulation and performance of the detector including

areas where a large amount of electronic noise and pile-up is observed. In order to correct

for such discrepancies, corrections must be applied to the reconstructed jet energy - Jet

Energy Corrections (JEC). The overall goal is to achieve a detector response that is linear

and uniform in η, where the detector response is defined as the average amount of signal

per unit energy deposited.

CMS has developed a factorised three tier system in order to apply jet energy corrections

[126], such that each level corrects for a different effect. The corrections are then applied

to the four-momentum of the jet. The three levels are described below:

• L1 Pile-up corrects for any energy that does not originate from the hard-scattering

event, including detector noise from electronics, and pile-up events.

• L2 Relative Jet Correction derives an η-dependent scale factor in order to flatten

the detector response in order to account for the non-uniformity of the detector. MC
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and data-driven methods are used to calculate the relative correction scale factors

using the dijet balance method. The corrections are measured using only the barrel

region (|η| < 1.3) and in bins of pT , such that they are completely uncorrelated with

the L3 absolute correction described below.

• L3 Absolute Jet Correction is a pT -dependent correction used to correct back

to particle level by applying absolute pT correction. This is derived using MC truth

information, or data-driven dileptonic decays from Z/γ∗ + Jets samples, with the

aim of flattening the jet response in pT .

There is also an extra component in the correction factor calculation that arises from

discrepancies between MC modelling and data. This step is defined as L2L3 Residual

and is only applied to data [127]. Higher order jet corrections, due to flavour-dependency,

are also computed, however these are not included in this analysis. Uncertainties from

each of the stages of correction are then convoluted into a single Jet Energy Correction

(JEC) systematic uncertainty included in the final result.

3.7.4 B-tagged jets

B-tagged jets are defined to be jets that manifest from the hadronisation of a b-quark.

The process of identification of b-jets, b-tagging, is an extremely important and vital part

of physics analysis, and top quark physics in particular. As the top quark decays to a W

boson and a b quark almost 100% of the time, efficiently identifying b-jets significantly

decreases the background contamination of the top quark signal process, and thus there is

a strong need for b-tagging. Similar to non b-tagged jets, there are various algorithms that

have been developed by CMS that measure b-tagged jets [128], with the most successful

being the Combined Secondary Vertex (CSV) algorithm [129]. This method is derived from

the prolonged life-time of the b-quark (10−12s), and the fact that they decay to up and

charm quarks, transitions which are Cabibbo suppressed by the Standard Model and can

be seen in the CKM matrix. A highly-relativistic b-quark will travel through the detector

around 450 µm, as a product of its long life-time, which is an observable length that can

be measured by the pixel detector. This allows for a displaced secondary vertex to be used

as a tool for the identification of b-jets, as seen in Figure 3.7.
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Figure 3.7: Schematic showing a displaced secondary vertex due to a b-quark decay from

the primary vertex forming a b-jet. The impact parameter, d0, measures the displacement

with respect to the primary vertex along the z-axis, and Lxy measures the displacement

from the primary vertex in the transverse plane.
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B-tagged jets are particularly prominent due to their large mass, 4.18GeV/c2, and thus

a large multiplicity of charged particles are produced during hadronisation carrying the

majority of the jet energy. The most commonly used b-tagging algorithm is the CSV [129]

algorithm, which takes the following input parameters:

• Track multiplicity in jet.

• Track multiplicity at secondary vertex.

• Secondary vertex category.

• The invariant mass of charged particles from the secondary vertex must not exceed

6.6GeV/c2 which would surpass the mass of the bottom quark when convoluted with

its uncertainties.

• The ratio of the sum of the track energy at the secondary vertex to the sum of track

energy of all tracks in jet.

• η of the secondary vertex tracks with respect to the jet axis.

• The distance, Lxy, in the transverse plane between the primary and secondary vertex

must be greater than 100µm and be less than 2.5 cm.

• Impact parameter significance (Lxy/σLxy) of the highest pT track, increasing the

invariant mass above the threshold for charm production of 1.5GeV.

The algorithm begins by looking for a secondary vertex with the properties listed above.

Using all particles in the jet, the algorithm uses a similar Kalman Filter [130] as for the

reconstruction of primary vertices in order to reconstruct secondary vertices. If a secondary

vertex is not found with this information, then a “pseudo-secondary vertex” is computed

using information from the tracks that are were found to not be compatible with a primary

vertex. The algorithm combines all of the information from the observables and calculates

a discriminating value which is used to designate whether a jet is a “light jet” (a jet that

manifests from a u, d, or s quark), a charmed jet (from a c quark), or a b-tagged jet. The

CSV discriminator output can be seen in Figure 3.8, showing the efficiency of correctly

identifying a b-jet.
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Figure 3.8: Logarithmic distribution of the partons as a function of the CSV b-tagging

discriminant [131].

3.7.5 Reconstruction of Missing Transverse Energy

The conservation of momentum dictates that in an event, the sum of the pT of all final

state particles (partons) must be equal to 0, as would be the case in a perfect detector.

However, this is not the case within the CMS detector as particles, such as underlying

events and proton remnants, are able to traverse the detector without being reconstructed.

This introduces an imbalance in the measured transverse energy deposited in the detector,

the MET. The MET in an event is defined to be:

EmissT = −
∑
i

(p2
x + p2

y)
1/2 (3.7)

where px and py are the transverse momenta of reconstructed particles (partons) in the

x and y axes.

The reconstruction of MET is of particular importance when dealing with a measure-

ment where the presence of weakly-interacting Standard Model particles are measured in

the final state, such as neutrinos. With respect to the tt̄ + γ analysis, a large amount of

MET is expected due to the presence of two neutrinos in the final state for each decay
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mode (excluding the eµ channel) of the dilepton channel, as the W from the top quark

will decay to a lepton-neutrino pair 1/9th of the time. These channels, and other similar

analyses, rely on the efficient reconstruction of MET in order to accurately measure certain

processes, and any misidentification or poorly reconstructed particles add to the MET sum

further reducing the accuracy of a measurement.

Various methods for the reconstruction of MET in events have been conducted and are

available [132]. The current most accurate method for the measurement of the MET is by

using the PF algorithm, and is used throughout this analysis. The PF algorithm calculates

the value of the MET from the list of PF particles, thus producing a “raw” MET output

which is systematically different from the final MET calculation. The “raw” MET value

is calculated without taking into account the non-linearity of the calorimeters, noise from

electronics, PU, along with any other effects. Therefore, a set of corrections is implemented

as described below:

Type-0 corrects for the effects of pile-up on the MET.

Type-1 propagates the jet energy corrections into the MET (see Section 3.7.3).

xy-shift corrects for φ modulation in the MET.

The source of the φ modulation arises from misalignment of the detector relative to the

beam, beam-spot displacement, an anisotropic detector response, and also broken or inac-

tive cells within the calorimetry system. The correction for the shift in x-y is implemented

in order to restore the spherical symmetry of events, and flatten the distribution in φ, thus

correcting the measured distribution to the true distribution. This analysis makes use of

all correction types using PF calculated MET.

107



Chapter 4

Event Selection

A point has now been reached where all the physics objects have been identified and

reconstructed in the data, as described in Chapter 3, a set of kinematic and topological

selection requirements are imposed on each of the objects in order to provide a subset of the

data enriched in signal events. The signal sample still contains background contamination

that must be corrected for. Simulated MC samples are produced and used to optimise the

number of signal events within this sample, thus rejecting as much background as possible.

The selection process, including kinematic, topological, and fiducial selection requirements

on the final state objects is described in detail in the first part of this chapter.

Even though the data is modelled using simulated MC samples, which are an essential

tool for modelling distributions in particle physics, this is not always enough to provide

a robust and accurate estimate of the yield associated with any given process. In this

case, additional methods for the estimation of background processes are used to purify the

signal sample by removing events that are not, in fact, the final state signal event. These

methods can be MC-driven and data-driven, and are described in the second part of this

chapter.

4.1 Event Selection

For the tt̄+γ analysis the selection of physics objects is computed in three stages: A skim

is implemented when processing signal and background MC samples in order to reduce the

number of events at analysis level to become much more manageable, a pre-selection of
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tt̄ events is then computed for each final state, respectively, following the recommended

top event selection group reference [133], and finally the full selection, which includes

an isolated photon radiated from a top quark or its decay products. The full analysis

work-flow can be seen in Figure 4.1

It is important to reconstruct the number of tt̄ events before including a radiated photon

such that the sample is much cleaner. The pre-selection events have been constructed by

following the CMS recommendation for cut-based selection of top-quark pair events with

the requirement of the presence of at least two jets, of which at least one is a b-tagged jet.

Individual objects are reconstructed based on specific criteria, such as electrons, muons,

jets, and photons. Then an additional set of selection requirements is applied based on the

relative positions of the objects (∆R selection requirements). After that, the final decision

is made as to whether the event is to be retained for further analysis.

4.2 Pre-selection: Selection of tt̄ Events

The pre-selection steps define a sample of tt̄ events before requiring the presence of a

radiated photon. The selection follows the recommended selection from the TOP Reference

Selections and Recommendations (Run 1) [133] designed to select dilepton final states with

two isolated oppositely charged leptons, at least two jets where at least one is a b-tagged

jet, and MET to account for the two neutrinos produced in W boson decay alongside the

leptons. All objects in the selection are reconstructed using the PF algorithm as described

in Section 3.6.4.

The steps for selecting di-muon and di-electron events are as follows:

• Skim

• Event cleaning and trigger

• dilepton selection

• Z-mass veto

• ≥ 1 jet

• ≥ 2 jets
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Figure 4.1: Flow chart showing each stage of the analysis. The box numbers represent the

outlined analysis steps.
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• Missing transverse energy selection

• ≥ 1 CSV b-jet

For the mixed channel, events are selected with two oppositely signed leptons, where

one is an electron and the other a muon. Due to the final state containing different flavour

leptons, the number of events stemming from the Drell-Yan process is significantly reduced,

and therefore there is no need for a Z-mass veto such that is used for the same flavour

lepton channels. For the same reason, there is no requirement for a cut on the MET. The

event selection for mixed final state event topologies are as shown below:

• Skim

• Event cleaning and trigger

• dilepton selection

• ≥ 1 jet

• ≥ 2 jets

• ≥ 1 CSV b-jet

Each step will be discussed in greater detail within the following sections.

4.3 Skim

As mentioned above, a “skim” is introduced in order to reduce the number of events, and

thus size of nTuples, for offline analysis. Implementing a skim reduces computing time

considerably. For the skim, the following set of nominal selection cuts are required:

• The requirement of at least two leptons, excluding τ leptons.

• Electrons are defined as loose electrons and are required to have a transverse mo-

mentum of pT (e) > 20 GeV and lie in the pseudorapidity range |η(e)| < 2.5.

• Muons are defined as loose muons and are required to have a transverse momentum

of pT (µ) > 20 GeV and lie in the pseudorapidity range |η(µ)| < 2.4.

• Jets are required to have a transverse momentum of pT (jet) > 30 GeV and lie within

a pseudorapitiy range of |η(jet)| < 2.6.
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Final State High Level Trigger Path

µ+µ− HLT_Mu17_Mu8_v*

e+e− HLT_Ele17_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL

_Ele8_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_v*

eµ HLT_Mu17_Ele8_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_v*,

HLT_Mu8_Ele17_CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL_v*

Table 4.1: Triggers for each dilepton channel.

4.4 Trigger and Event Cleaning

4.4.1 Trigger selection

As the tt̄ + γ analysis is studied as a dilepton final state, the requirement of at least

two oppositely charged leptons (electrons or muons only) is essential. These datasets

are identified by the trigger system (as described in Section 2.8) to contain two leptons.

Triggers are generally divided into two categories: single object triggers that fire on one

or more objects of the same flavour passing certain pre-selection requirements, such as pT

and η, and cross-triggers that select two objects of different flavour as predetermined by

the user. For this analysis, both types of triggers are implemented in order to select the

three final states in question. The list of trigger paths can be seen in Table 4.1.

Each trigger path name explains the selection requirements on the objects that it

triggers on. The first term in the trigger path, in this case HLT, refers to the Higher

Level Trigger which is described in Section 2.8. The term Mu refers to a reconstructed

muon and Ele refers to a reconstructed electron, where the succeeding number represents

an associated energy threshold for the particle. For example, the di-muon channel uses a

single flavour object trigger to select two muons and is used with the requirements that

one of the muons has a pT greater than 8 GeV and the second greater than 17 GeV. The

version of the trigger is denoted in the trigger path as v*, as the trigger path changes

with the trigger table used. It should be noted that a different trigger version does not in

fact require a change in trigger path. At this level the number of energy deposits within

the calorimetry is still too large for the trigger rate to be usable, and thus extra selection

requirements on top of those required by the trigger system must be imposed.
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One way to reduce the trigger rate is to impose a selection requirement on the trans-

verse momentum threshold of the particles in question greater than that required by the

trigger; however, this holds drawbacks for analyses that then wish to implement more

stringent selection requirements within offline analysis. Another method, and one that

is used primarily in electron trigger studies, is to reduce trigger rates to a more feasible

level by introducing isolation and identification requirements; these are indicated by the

“Iso” and “Id” terms that can be seen in the di-electron and eµ trigger path names. The

objects must then also pass simple isolation and identification criteria, thus reducing the

trigger rate. The information for each is obtained from both the calorimeter (e.g. CaloIso)

and tracker (e.g. TrkId) by placing requirements on such parameters as the shape of the

energy cluster in the ECAL, the total number of energy depositions in the ECAL, and the

angular separation between the ECAL and tracker-energy deposits. Three categories of

selection are implemented for each inematic selection requirement, and are listed as Tight

(T), Loose (L), and Very Loose (VL) as can be seen in the trigger paths. These signify

the harshness of the cuts when applied. This can be visualised, for example, in the di-

electron channel where the HLT calls for two electrons, where one must pass a transverse

momentum threshold of 8 GeV with a tight requirement on calorimeter identification, and

very loose requirements on calorimeter isolation and tracker identification and isolation.

The other electron must pass a transverse momentum threshold of 17 GeV with the same

calorimeter and tracker isolation and identification requirements.

HLT paths are used for the tt̄ + γ analysis such that if the event does not pass the

requirement of the trigger, then it is not included in the result. Single object triggers are

used for both the di-muon and di-electron channels, and two cross-triggers were used for the

eµ channel as the final state selection requires two oppositely charged leptons (electrons or

muons) where one is an electron and the other a muon. The triggers were processed specif-

ically for the
√
s = 8TeV data-taking period that corresponds to an integrated luminosity

of 19.6 fb−1.

4.4.2 Filtering

Known anomalies derived from detector and accelerator effects have to be accounted for in

the processing of data. To counter these effects, several ‘cleaning’ filters are incorporated
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after trigger selection, but before any further selection cuts are applied. The first of these

replicates beam scraping by including a tight CSC Beam Halo Filter. It is found

that, even with the accuracy and precision that the LHC provides on accelerating bunches

of protons, protons have a tendency to diverge radially from the bunch and form what

is known as the beam halo that circulates the accelerator with each bunch. In early

analyses it was found that the beam halo particles can be picked up in the detectors and

be reconstructed as part of an event. Due to sensitivity to beam halo particles in the

muon detectors, a filter is introduced based on muon tracking kinematics that allows these

events to be vetoed. Beam halo particles can also be removed from the beam within the

LHC by introducing collimating blocks around the beam line at various points around

the accelerator. This, however, presents another problem in the form of showering as the

particles interact with the collimator blocks, and are then detected by the experiments.

This is known as beam scraping. These events are accounted for and removed from analyses

by introducing the requirement that at least 25% of reconstructed tracks within the inner

detector pass the high purity threshold (see Section 3.6.1).

Similarly, a HCAL noise filter is employed in order to remove events with anoma-

lous noise within the HCAL. CMS expects a certain degree of noise, stemming from the

electronics of the detector, to be present when recording data, however, the majority of

anomalous noise in the HCAL is found to originate in the Hybrid Photo-Triodes (HPT)

and their corresponding read-out boxes. At the current energy scale this is not a problem

as the noise appears as large, isolated energy deposits. Anomalous events have easily-

identifiable signatures such as the isolation of the noise within HCAL, and the multiplicity

in the individual read-out boxes. So, if a signal demonstrates very little change in pulse

shape over time, and the read-out boxes display a high multiplicity, then an event is re-

jected. The next filter comes in the form of the HCAL laser filter, such that the laser

is used to excite the scintillators in order to synchronise channels. The need for the laser

filter first manifested during the 2011 data taking period when a much greater number of

hits per event was observed than was expected: approximately 5000 per event. The HCAL

laser filter was then designed and introduced for the 2012 data taking period.
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4.5 Dilepton Selection and Vetoes

For the tt̄ + γ analysis, leptons form a key part of the signature in the final state. The

leptons are taken from the list of PF-reconstructed objects and then required to pass

additional selection requirements to refine the events further after the trigger selection

described in Section 4.4 has been applied. Along with the signal leptons, a set of “looser”

PF objects are selected as veto objects, such that the signal leptons are a subset of these

objects. If an event has multiple loose selection leptons then the event is removed from

the list of possible signal candidates.

The number of selected leptons differs for each decay mode, and thus three separate

sets of selection criteria must be created for the di-muon, di-electron, and mixed channels,

respectively. Selection requirements on the leptons vary depending on the channel, but are

taken from the recommended values produced by the central “Top Event Selection” group

[133].

4.5.1 Electrons

PF electron candidates are selected for the di-electron and eµ channel if they have been

identified using the GSF method, as described in Section 3.6.6, and pass the HLT for each

channel, respectively. The purity of top pair events is then improved by imposing a further

set of selection requirements taken from the recommended top reference selection [134].

The selection requirements for a “tight” electron are as follows:

• Electrons must satisfy a pT threshold of > 20 GeV.

• Electrons must lie within the pseudorapidity region |η| < 2.5, excluding the EB-EE

transition region 1.4442 < |η| < 1.5660.

• The transverse IP of the electron (GSF) track with respect to the first offline primary

vertex must be less than 0.04 cm.

• The combined relative Particle Flow (PF) ρ-corrected isolation in a cone of radius

0.3 must be less than 0.15.

• The trigger version of the electron multivariate discriminator Trigger MVAID must

be greater than 0.5.
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• Conversion rejection: there should be no extra tracks pointing in the same direction.

• The ratio of energy deposited in the HCAL over the energy deposited in the ECAL

to be less than 0.05.

For electrons, an additional identification process is included, which uses a multivariate

analysis to combine the information from several variables to produce a discriminator value

between -1 and 1, such that the greater the number the more likely the object is to be

an electron (as described in Section 3.6.6). Depending on whether the HLT requires an

electron or not, a different version of the discriminant is used.

One of the main criteria for lepton selection is the requirement of isolation. Generally,

the isolation is defined to be the sum of the pT of the reconstructed objects within a cone

by which the radius is defined, and then dividing by the pT of the object. If it is found that

this produced a small number, then it is said that the object is isolated. It is necessary

to include the effect of event PU into the calculation of isolation, and thus introduce a

correction factor. It is then possible to remove charged hadron tracks from the isolation

sum if they do not originate from the event’s primary vertex. For the case of neutral

hadrons and photons that originate from PU, an effective area is defined for the electron

and then an average energy is subtracted over this area. For electrons, the isolation is

defined as follows:

Iρ =
IChargedHadron +max (INeutralHadron + Iγ − ρ · Eff.Areaelectron, 0)

pT
(4.1)

such that IChargedHadron, INeutralHadron, and Iγ are the isolation cones with a fixed

radius of ∆R = 0.3 containing the energy deposits for each category of particle: charged

hadron, neutral hadron, and photon. The ρ and Eff.Areaelectron parameters are the

energy density of the event and the effective area for the electron which is calculated by

taking the supercluster pseudorapidity ηSC and electron pT .

When a photon produced in collisions interacts with the detector material of the inner

tracker it can pair-produce two electrons, thus mimicking the signature of an electron:

this is known as a conversion. This has been found to represent a large source of fake

electrons. The CMS EGamma working group have developed two methods in order to
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mitigate this effect: measuring missing hits within the tracker system and measuring as-

sociated secondary tracks. The first technique measures the number of hits in the layers

of the tracker and looks for any missing hits in the electron’s associated track. If there are

any missing hits, then the electron is considered to be a conversion, and is discarded. The

second method requires a secondary electron/positron track such that it reconstructs the

pair under a certain criteria: if that second track is not found to be within 0.02 cm in the

r−φ plane and the cot θ between the two tracks differs by less than 0.02 then the electron

is considered a conversion.

A set of loose electron candidates is defined by applying the recommended cuts as for

signal electrons but with less stringent requirements, such that the signal electrons are a

subset of the loose electrons. Loose electrons are defined to have the following cuts:

• Transverse momentum pT greater than 10 GeV.

• Absolute value of pseudorapidity less than 2.5.

• Combined relative Particle Flow (PF) ρ corrected isolation in cone 0.3 less than 0.15.

• Trigger version of electron multivariate discriminator: Non-Trigger MVAID greater

than 0.

4.5.2 Muons

For the signal muons, once they have passed the PF selection described in Section 3.6.7,

additional requirements taken from the recommended Muon Physics Object Group (POG)

[135] are imposed as follows:

• Transverse momentum pT greater than 20 GeV.

• Muons must lie within the pseudorapidity region |η| < 2.4, excluding the EB-EE

transition region 1.4442 < |η| < 1.5660.

• The combined relative Particle Flow (PF) ρ-corrected isolation in a cone of radius

0.4 must be less than 0.2.

• Identified as a particle flow muon.

• Identified as both a tracker and global muon.
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The relative isolation for the signal muon candidates is PU correction, which is much

less complicated to compute than electron relative isolation. The technique for computing

muon relative isolation by way of PU correction is known as ∆β correction and removes the

neutral hadron and photon isolation from the isolation sum within a fixed cone of radius

∆R = 0.4. The relative isolation for muons can be computed as follows:

I∆β =
IChargedHadron +max (INeutralHadron + Iγ − 0.5 · IPileup, 0)

pT
(4.2)

where the IPileup parameter is the neutral hadron energy within the cone, and the

factor of 0.5 is a rough estimate of the ratio of neutral hadron to charged hadron in pile-up

events. Muons are categorised as being isolated if it satisfies I∆β < 0.2 within an isolation

cone of ∆R = 0.4.

The production of muons from in-flight decays is found to be much more prominent in

data than in simulation. This results in a number of fake muons being recorded. In order

to account for the number of fakes, the implementation of further selection requirements

is needed, such that at least one hit is required in each of the pixel detector and muon

detector, and that at least six hits are recorded in the inner tracking system, with two

corresponding hits in the outer muon system (the drift tubes).

Loose Muons are selected from PF muons failing the muon selection that have, and

are selected to have, less severe requirements as listed below:

• Transverse momentum pT greater than 10 GeV.

• Absolute value of pseudorapidity less than 2.5.

• Combined relative Particle Flow (PF) ρ corrected isolation in a cone of radius 0.4

less than 0.2.

• Identified as a particle flow muon.

• Identified as both a tracker and global muon.

The lead and second lepton transverse momentum distributions, along with the invari-

ant mass of the two selected leptons, are shown in Figure 4.2. All other dilepton kinematic

and mass distributions can be seen in Figure A.3.1, and a good agreement is seen between

the data and simulation.
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Figure 4.2: Lead lepton pT (top left), second lepton pT (top right), and dilepton mass

(bottom) for the µ+µ− channel only after tt̄ selection. The upper plots show the distri-

bution of the variable, where the black markers represent the data and the solid colours

represent the signal and background MC samples. The lower plots show the ratio of data

to MC. The hashed markings represent the error on the MC.
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4.6 Jet Selection and b-tag Requirements

Jets are reconstructed with the AK5 PF algorithm, which is the anti-kT algorithm with

jet size parameter (R) of 5 in the jet reconstruction model. Before applying any selection

the following corrections are made to account for imperfect jet energy measurement: Jet

Energy Scale correction and Jet Energy Resolution smearing, as described in Section 3.7.1.

After jets are identified and reconstructed, the following set of selection requirements are

applied:

• Transverse momentum greater than 30 GeV.

• Absolute value of pseudorapidity less than 2.4.

• Number of constituents greater than 1.

• Charge multiplicity greater than 0.

• Neutral hadron fraction of energy less than 0.99.

• Neutral electromagnetic energy fraction less than 0.99.

• Charged EM energy fraction less than 0.99.

• Charged hadron energy fraction greater than 0.

These selection requirements help to avoid picking up detector noise and ECAL spikes

as jets. A selection criterion is also imposed such that if a lepton lies within a cone of

∆R = 0.3 then the lepton is included within the jet calculation. CMS improves the quality

of reconstructed jets by the requirement that the energy deposits from a jet are recorded

in both the ECAL and HCAL, where jets that manifest from anomalous deposits of energy

in just one of the sub-detectors are able to be removed from the sample [136]. The jet

transverse momentum, pseudorapidity, and number of jets in the di-muon channel can be

seen in Figure 4.3. All other variables for each decay channel can be seen in Section A.3.2

B-tagged jets are identified with the Combined Secondary Vertex b-tagging algorithm

using the loose working point (CSVL). Event re-weighting is applied to correct for the

difference in b-tagging efficiency between data and simulation as explained in Section 4.11.

The loose working point refers to a b-tagging misidentification probability of 24.4%.
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In each decay channel is the requirement of at least 2 good jets, where a good jet

passes all the aforementioned selection requirements, where at least one of the jets is a

b-tagged jet. By applying these requirements the contribution from the most prominent

backgrounds, tt̄ and events with additional loose jets, are removed.

4.7 Missing Transverse Energy

The missing transverse energy (MET) selection requirement is implemented only within

the di-muon and di-electron channels as the mixed channel is better defined such that

different flavour quarks in the final state reduce the contribution from Drell-Yann process

considerably, and therefore less likely to be misreconstructed in the detector. Due to

the small cross section for the tt̄ + γ process, and the much smaller branching ratio of

the dilepton channel relative to the semileptonic channel, the requirement of > 20 GeV,

compared to the nominal 40 GeV, is imposed in order to increase statistics. Figure 4.4

shows the MET, the azimuthal angle φ of the MET, and the MET significance, where the

MET significance assesses on an event-by-event basis the likelihood that an observed MET

is consistent with a fluctuation from zero due to detector-related limitations, such as finite

measurement resolution. The distributions for the other variables can be seen in Figure

A.3.3.

4.8 Comparison of Data and Simulation for tt̄ Selection

After implementing all of the aforementioned selection requirements for tt̄ events, a com-

parison of the events from data and from simulation can be conducted in order to test the

agreement between the two. Figure 4.5 shows the photon transverse energy and absolute

pseudorapidity for each of the decay channels, and it can be seen that, after all selection

requirements have been introduced in both data and simulation, there is good agreement

between data and simulation.

4.9 Selection of tt̄+ γ Events

From the set of tt̄ preselected events in Section 4.2, only events with a photon candidate

present are selected. Fiducial requirements are implemented in both |η| and ET . CMS
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Figure 4.3: Comparison of the sum of the transverse momentum and η in all reconstructed

jets (top), and number of jets (bottom) per event for the µ+µ− channel only after tt̄

selection.
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Figure 4.4: The missing transverse energy distributions in terms of missing energy, az-

imuthal angle φ, and MET significance for the µ+µ− channel only after tt̄ selection.
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Figure 4.5: Comparison of the photon ET and |η| distributions in data and simulation in

the µ+µ−, e+e−, and eµ channels after tt̄ selection.
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recommended selection requirements are implemented along with photon selection (loose

cut-based photon ID 2012 with particle flow-based isolation, [137]). In order to suppress

Final State Radiation (FSR), a ∆R requirement for photons between jets and leptons is

applied.

The fiducial cuts on the photon are given as follows:

Transverse energy A transverse energy cut of ET > 25 GeV is implemented in order to

suppress the numerous low energy fake photons and photons from vertices other than

the primary vertex. The transverse energy distribution for each decay channel can

be seen in Figure 4.6, where a good agreement is observed between data and MC.

Pseudorapidity An acceptance cut on the fiducial region of just the CMS ECAL barrel

(EB), |η| < 1.4442, is applied to ensure that the electromagnetic shower of the photon

will be fully reconstructed. The ECAL Endcap (EE) is not included in this analysis

due to the difficulty in identifying a photon in this region.

The fiducial variable distributions are shown in Figure 4.6.

4.9.1 Cut based photon identification

The cut-based photon isolation requirements are taken from the recommended values [137],

with the inclusion of supercluster footprint-removed isolation (see Section 4.9.3). They are

described below:

Electron Conversion Veto A boolean to help distinguish an electron from a photon. A

track seed should not be seen in the pixel detector when identifying a photon.

Tower Based H/E The ratio of energy deposited in the HCAL divided by the fraction

of energy deposited in the ECAL. The ratio is required to be less than 5%.

Shower Width σiηiη The shower shape weighted by energy, is defined as:

σiηiη =

(∑
(ηi − η̄)ωi∑

ωi

)1/2

; η̄ =

∑
ηiω∑
ωi

; ωi = max
(

0, 4.7 + log
Ei
E5×5

)
(4.3)

This is a key variable in this analysis and will be discussed in greater detail in Section

5.2.2.
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Figure 4.6: Comparison of photon ET and |η| distributions in data and simulation in the

µ+µ−, e+e−, and eµ channels after photon selection.
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Charged Hadron Isolation The isolation of charged hadrons with energy density cor-

rection, ρ, applied. The requirement is given as IChar.had < 1.5 + 0.04 × ET (γ)

GeV.

Neutral Hadron Isolation The isolation of neutral hadrons with energy density cor-

rection , ρ, applied. The requirement is given as INeut.had < 1.0 + 0.005 × ET (γ)

GeV.

Photon Isolation The isolation of the photon, Iγ , with energy density correction applied.

The requirement is given as Iγ < 1.0 + 0.005× ET (γ) GeV.

Supercluster footprint-removed Charged Hadron Isolation The supercluster footprint-

removed isolation of charged hadrons with energy density correction, ρ, applied. Cut

given as Ichar.had < 5 GeV.

Supercluster footprint-removed Neutral Hadron Isolation The supercluster footprint-

removed isolation of neutral hadrons with energy density correction , ρ, applied. Cut

given as Ineut.had < 1.0 + 0.005× ET (γ) GeV.

Supercluster footprint-removed Photon Isolation The supercluster footprint-removed

isolation of the photon Iγ , with energy density correction applied. Cut given as

Iγ < 1.0 + 0.005× ET (γ) GeV.

It must be noted that only supercluster footprint-removed charged hadron isolation is

used in this analysis, whereas PF isolation is used for neutral hadron and photon isolation

as described above. This is because it is used in the modelling of background events.

4.9.2 Final state radiation suppression

It is crucial that initial and final state radiation (ISR/FSR) is modelled correctly for this

analysis as photons from initial and final state radiation are not considered as signal and

therefore ∆R constraints are applied to remove these events. The definition of isolation

has been modified from the recommended values in order to make the data-driven estimate

of the selection purity more robust. The requirements are as follows:

∆R(γ, leptons) In order to reduce FSR in final state leptons, e.g. photons radiated off
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high pT muons, a minimum distance criterion in the η−φ plane is implemented. The

requirement is given as ∆R(γ, leptons) > 0.3.

∆R(γ, jets) In order to reduce FSR from final state partons. A requirement of ∆R(γ, jets) >

0.3 is applied, where ∆R(γ, jets) is the angular separation between the photon and

the nearest jet.

∆R(leptons, jets) In order to reduce FSR from final state partons. A requirement of

∆R(leptons, jets) > 0.3 is applied, where ∆R(leptons, jets) is the angular separation

between the leptons and the nearest jet.

A significance test was performed in an attempt to optimise the ∆R cut between final

state leptons and jets, however this proved inconclusive due to an initial cut of ∆R > 0.1

at generator level. Figure 4.7 shows the ∆R distributions after photon selection.

The distributions for the other photon variables can be seen in Figure A.3.5.

4.9.3 Supercluster footprint-removal for photon isolation

The tt̄ + γ analysis uses a method of removing the photon energy deposit, or “footprint”,

from the isolation cone in order to remove the energy deposits of the selected photon from

the isolation sum, and thus minimise correlation the between shower shape and isolation

components in the signal process — supercluster footprint removal (SCFR). With this

method the footprint is, effectively, cleaned so that the isolation sum is not biased from

the presence of the photon at the centre of the cone. Shower-shape variables, defined within

the supercluster, are then decoupled from the isolation computation, defined outside of the

supercluster. When the footprint of the photon has finally been removed, the isolation

sum for prompt photons is due only to PU and underlying events. The process calculates

each isolation component individually, however only the charged hadron component of

the isolation sum is considered using this technique, which is then used to model the

background and signal processes. This method was first used in the measurement of the

diphoton cross section with 7 TeV data [138]. Usage of this results in an improvement in the

agreement between data and MC for ECAL detector-based isolation, better discriminating

power against the misidentification of photons, and it allows the use of a fully data-driven

method for constructing the template fit.
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Figure 4.7: Comparison of the ∆R(γ, jets) distributions in data and simulation in the

µ+µ−, e+e−, and eµ channels after photon selection.

129



Chapter 4. Event Selection

The photon isolation is defined as the sum of the transverse momenta of all particles

falling within the isolation cone surrounding the photon candidate. The isolation cone

is defined to be within a ∆R < 0.3. The momentum of the prompt photon should not

contribute to the isolation sum, and thus particles found close to the photon footprint are

not included within the sum.

SCFR is a purely geometrical procedure that is computed as follows:

Step 1 : Propagate the PF candidate trajectory from the primary vertex to the surface of

the ECAL, taking into account the magnetic field when considering charged hadron

candidates. The impact parameter, dz, is calculated in the z-axis direction with

respect to the primary vertex, neglecting the transverse distance, dxy.

Step 2 : If the propagated PF candidate is found to hit the surface of a crystal lying within

the supercluster, then the candidate is removed from the isolation sum, as shown in

Figure 4.8. The PF candidate is allowed to fall within a volume of 25% of the crystal

size around the crystal, in order to account for the fact that the PF candidate’s

energy deposit has a finite extension in the ECAL, and thus has a reasonably large

effect at the edges of the supercluster.

This ensures that such that the supercluster shape defines the region that is excluded

from the isolation cone in each event.

In the standard particle flow algorithm, isolation is calculated on an individual basis

for PF candidates can be divided into three groups: Charged hadrons, neutral hadrons,

and photons. This procedure carries potential pit-falls, as described below:

• When computing the isolation sum, any energy deposit that is not associated with a

reconstructed particle is not included within the sum.

• When reconstructing a photon, its energy may be dispersed over a large radius within

the detector, and thus reconstructed as several particles. This will greatly affect the

isolation of the photon.

This does not have too much of an impact when using the standard cut-based particle

identification methods, such as those used in this analysis. However, as only the isolation

profile shape is of interest, some improvements must be made.
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Measurement of the isolated diphoton production cross section at √s = 7 TeV with the CMS experimentM.Peruzzi

Footprint removal method

8

Purely geometric procedure:

· propagate the reconstructed PFCandidate 
until the surface of ECAL

· check if it hits the surface of a crystal
inside the photon SuperCluster

· if it does, remove it from isolation sum

keep

remove Goal:
remove from the isolation sum the energy 

deposits due to the selected photon 

Figure 4.8: Graphical representation of the PF candidate footprint (red) from the primary

interaction vertex, within the isolation cone (green) [139].

Supercluster footprint-removed isolation is applied to PF candidates, whereas PF iso-

lation is applied to identified particles. This reduces the probability for the first of these

issues to occur. The second pit-fall is a result of the leakage of energy from the photon into

the isolation cone around the supercluster. Therefore, a different method for defining the

isolation cone must be implemented to overcome this problem: Summing the transverse

momentum of particle flow candidates that fall within the isolation cone, but which are

not close to the supercluster in the ECAL. The η and φ coordinates of the supercluster are

calculated by checking the position of hits recorded in the tracker, and if a PF candidate

that has been propagated to the surface of the calorimeter lies within the supercluster,

enlarged by 25%, then the photon is not considered isolated and thus the candidate is

not added to the isolation sum. The standard CMS implementation for energy density

correction, ρ, is applied to the isolation to account for pile-up.

4.10 Phase Space Overlap Removal

Events of the tt̄+γ process lie within a small region of tt̄ phase space (see Figure 4.9), and

thus the signal sample events are expected to overlap with TTJets events in the case where

a hard photon is radiated by initial state quarks, top quarks, b quarks, W and its decay

131



Chapter 4. Event Selection

products: electrons, muons, and their corresponding neutrino. In order to prevent the

double counting of events, an overlap removal procedure is applied to remove such events

from the TTJets samples. In order for an event to be considered as overlapping with

TTGamma, an event has to have at least one generator-level photon with the following

properties:

• pT (γ) > 13 GeV

• |η| < 3.0

• Only gluons, bosons, or leptons are in the parents list. This ensures that photons

from π0 decays are not considered as signal.

• ∆R(γ, other) > 0.2 where other particles include leptons, b quarks and final state

particles (hadrons, charged leptons, photons) with transverse momenta above 5GeV.

The last cut is implemented in order to suppress photons from showers. In such cases

the information from the parent particle will show that a photon is radiated by an elec-

tron, however, the photon may be collinear with it, in particular, in TTJets dilepton

events, where a considerable fraction of the reconstructed photons originate from electrons

radiating photons.

Similarly, an overlap between Z+Jets and Z+γ processes is also observed, and between

W+Jets and WGamma samples, for the same reasons as described above. The phase space

overlap removal procedure is applied on Z + Jets and W+Jets samples to remove events

containing generator-level photons. Events containing generated photons are removed in

the case in which they are from initial state radiation (emitted from the colliding partons)

or final state radiation (emitted from W or Z bosons or their decay products), since these

are already included in the WGamma and ZGamma simulations. The overlap removal

procedure removes approximately one percent of the events in the W+Jets sample, and

approximately three to four percent of the events from the TTJets and Z+Jets samples.

4.11 Corrections to Simulated Events

Although simulation is relied upon heavily to model the processes of interest, there are

various processes that arise as a product of hadron-hadron collisions which the model
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Figure 4.9: Graphic representation of the tt̄+ γ phase space relative to the tt̄ phase space.

does not always perfectly describe. In order to model a process accurately, a model is

required to lie as close to the observed data as possible without introducing any form of

bias. Therefore, a Scale Factor (SF) is calculated to account for the mismatch of data

against simulation for each process. A weighting for individual MC samples must also be

calculated in order to reweight the total number of generated events as follows:

SFMC =
L × σ
Nevents

(4.4)

where L is the integrated luminosity of the data, σ the theoretical cross section of the

simulated process, and Nevents the number of processed events for a particular process.

The scale factors are calculated on an event-by-event basis and are defined as the product

of individual scale factors for each correction type, as shown below:

SF = SFMC × SFTrig × SFLep × SFPU × SFBtag (4.5)

A reweighting of the pT distribution of top pairs is also incorporated and described in

Section 6. The different event correction types are described below:

133



Chapter 4. Event Selection

Pile-up Reweighting The number of pile-up interactions per event varies depending on

many factors, such as the luminosity of collisions. Generated events are produced

with a nominal number of pile-up interactions and this must be corrected in order to

match with that observed in data. To correct the number of pile-up interactions per

event, knowledge of the number of pile-up interactions in simulation, the luminosity

of the dataset to be corrected, and the total inelastic cross section of proton-proton

collisions, must be obtained such that NPU = L × σpp.

B-tagging Reweighting It is observed that the efficiency of correctly tagging a b-jet

varies in simulation compared to that observed in data. The efficiency is calculated

as the number of b-tagged jets over the total number of jets, given as:

εf =
N b−tagged
f

NTotal
f

(4.6)

where f is the flavour of jet. A pT -dependent scale factor is applied to simulated

events to account for this discrepancy [140] following the B-taging and Vertexing

(BTV) group prescription. To calculate the weight for each event containing one or

more b-tags, the probability of having exactly zero b-tags (Πi = (1− SFi)) must be

calculated, and iterating over the events found to contain one b-jet in simulation.

The probability of an additional b-jet si then calculated to be 1−Πi (1− SFi).

Lepton Efficiencies Lepton efficiencies manifest in three forms: lepton trigger, isolation,

and identification scale factors. Lepton triggers are used in simulation to replicate

the triggers used in data, however this strategy does not always mirror the process

accurately enough, and thus a trigger scale factor must be implemented to account

for this difference. The trigger scale factor is computed using the tag-and-probe

method [141] described in Section 6.1.2. The efficiency is calculated as a function of

pT and η, and is given by the ratio:

SFTrig. =
εdata
εMC

(4.7)

The trigger scale factors used in this analysis were centrally produced by the CMS

EGamma and Muon Physics Object Groups for the 2012 data set and are defined

in A1. The same technique can be applied when computing scale factors for lepton

isolation and identification.
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4.12 Event Selection Cut Flow

After all selection and identification requirements are applied, it is useful to see which

selection requirements have the most impact. This is called the cut flow. Figure 4.10

shows the number of events after each step of the selection process for each decay channel,

along with the ratio of number of events in data to that in the MC. It is quite clear that

QCD is the dominant process before any selection requirements. After the implementation

of tt̄ selection requirements the most dominant process becomes tt̄, which then becomes

the signal tt̄+ γ upon the inclusion of photon-specific selection requirements.

An excellent agreement is observed between the data and simulation, disregarding the

first bin of Figure 4.10. This discrepancy between the data and MC can be attributed

to the trigger not being applied to MC until the “Cleaning & HLT” step of the selection

process, whereas it is initially applied to the data. A large reduction of QCD can be seen

upon selecting two oppositely signed isolated leptons as multi-jet events seldom produce

isolated leptons. The largest remaining backgrounds, other than tt̄, are vector boson events

(W + jets, Z + jets) and vector bosons with a radiated photon (W + γ, Z + γ). This

is largely reduced in the eµ decay channel due to the selection of two oppositely-signed

and different flavour leptons. The event yields after each selection step, and for each MC

sample, are shown in Tables 4.2, 4.3,and 4.4, for each decay channel, respectively.
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Figure 4.10: Cutflow plots showing the number of events remaining after individual cuts

are introduced, comparing distributions in data and simulation in the µ+µ−, e+e−, and

eµ channels.
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Chapter 5

Measurement of the Inclusive tt̄ + γ

Cross Section

After the reconstruction of physics objects and associated kinematic variables, the signal

and background processes have been defined. It is then possible to use the variables

constructed in Chapter 4 to calculate the cross section and ratio of cross sections for the

signal process.

5.1 Measurement of the Cross Section Ratio R = σtt̄+γ/σtt̄

A common form of cross section calculation for a “counting” analysis can be written as:

σ =
Nsignal

LεA
(5.1)

whereNsignal is the number of signal events found in data passing the full event selection

requirements, L is the integrated luminosity of the data, A is the signal acceptance, defined

as the fraction of signal events that fall into the region of phase-space that is chosen for

event selection, and ε is the efficiency of correctly selecting a signal event (the fraction of

signal events passing event selection after acceptance cuts are implemented). The number

of signal events, Nsignal, must be modified to account for the presence of background

events in the data, and thus becomes the number of observed events minus the number

of background events, Nobserved − Nbackground, where the number of background events is

estimated in a different manner.
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Due to the nature of the analysis, event selection is performed in two separate steps

(see Section 4); dileptonic top pair selection and photon selection. This feature changes

the way in which the cross section is computed in Equation 5.1. The changed cross section

is written as:

σtt̄+γ =
Nsignal

LεtopAtopεγAγ
(5.2)

where εtop and Atop are the efficiency and acceptance of top selection for signal top

pair events. Thus, εγ and Aγ are the efficiency and acceptance of the photon selection,

introduced after the top quark pair event selection. Here the signal is considered as a top

quark pair, decaying to leptons and b-jets, plus a prompt radiatied photon. The number

of observed, Nsignal, is taken as the number of events counted from data after top pair and

photon selections have been applied.

Within this analysis, the fiducial cross section is measured by calculating the cross

section of all events that fall within the chosen kinematic selection requirements introduced

by the top and photon selection parameters. In reality, the fiducial cross section, tt̄+ γ, is

calculated by diving by the acceptance as such:

σfid.
tt̄+γ

=
Ntt̄+γ

ε · L
, σtt̄+γ =

Ntt̄+γ

A · ε · L
=
σfid.
tt̄+γ

A
(5.3)

In order to simplify the calculation, it is possible to take the ratio of the fiducial

tt̄ + γ cross section to the inclusive tt̄ cross section, as previously measured by the CMS

experiment [142]. In doing this, the treatment of systematic uncertainties is simplified and

shared terms from each measurement are canceled out, such as luminosity. The new ratio

is calculated using the following equation:

R =
σfid.
tt̄+γ

σincl.
tt̄

=
σfid.
tt̄+γ

1
· 1

σincl.
tt̄

=
N signal
tt̄+γ

εtt̄+γ
·

(ε ·A)top
tt̄

Ntt̄
(5.4)

A second term is now introduced into the cross section calculation which includes three

new variables that stem from the tt̄ inclusive cross section: where εtop
tt̄

and Atop
tt̄

are the

efficiency and acceptance of the tt̄ process, Ntt̄ is the number of top pair events passing

the full top selection prior to the photon selection, and εtt̄+γ the efficiency of finding tt̄+ γ

events after top and photon selection. The efficiency for tt̄ + γ with top pair and photon
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selection is defined as:

εtt̄+γ =
Npho.
tt̄+γ

Ngen.fid.
tt̄+γ

(5.5)

where Npho.
tt̄+γ

is the number of tt̄+γ events passing photon selection, including migration

into the fiducial region, andNgen.fid.
tt̄+γ

is the number of tt̄+γ events at generator level passing

fiducial cuts, where fiducial cuts include both top and photon selection requirements. The

efficiencies for both top pair selection and top pair with a photon selection is very similar

due to the ordering of the event selection – the selection of leptons, jets, b-jets, and MET

are the same in each scenario. As the acceptance calculation depends on individual samples

generator cuts and even selection, this variable must be calculated separately for each stage

of the selection process. By taking the ratio of each cross section the luminosity parameter

is canceled out.

The prominent feature of this analysis is the addition of a radiated photon from one of

the decay products of a dileptonic tt̄ decay. In order to correctly measure the number of

signal tt̄+γ events, it must be checked that the signal events have been correctly identified.

Even though an object may pass the full photon ID selection requirements, it may not be

a signal photon. Electrons and jets are likely to pass photon ID selection and be recorded

as real signal photons, thus these “fakes” must be removed from the signal events.

For jets that pass the photon ID requirements, and are thus misidentified, it is noted

that they do not contain a genuine photon. Electrons that have been misidentified as

photons are more difficult to remove as they hold the same properties as a photon, including

isolated electromagnetic shower etc. Electrons differ from signal photons because of the

addition of a charged track pointing in the direction of the energy deposit. As a result,

each source of “fakes” are treated in a different manner, described in Section 5.2.

5.2 Photon Purity Estimation

The photon purity, π, is defined as the number of photons that are prompt and pass the

photon ID selection over the total number of photon candidates. Prompt photons are

created in the hard-scattering process and are emitted from the high-pT hard-scattering

particles. The main sources of non-prompt photons come from charged particles interacting
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Figure 5.1: Graphic representation of the signal and background definitions [143].

with the detector material and from quark hadronisation, and are generally not isolated

and have a low pT . A source of photons is also obtained from π0 decays, whereby two very

collinear photons are produced. A graphical representation of the definitions of signal and

background for the tt̄+ γ process can be seen in Figure 5.1.

One method to find the photon purity is through simulation, whereby access to infor-

mation of all the particles simulated by the MC event generator is available. Reconstructed

photons are matched to generator photons by using information of their mother particles

in order to determine the origin of the photons. The events are then divided into three

categories based on the event generator matching to a reconstructed photon:

• Signal: reconstructed photon is matched to a generated photon.

• Misidentified electron: reconstructed photon is matched to a generated electron.

• Misidentified jet: photon is not matched to either a generated photon or electron.

In order to find if a photon is prompt (signal), the matching process is used to find a

generator-level photon that matches its properties. The transverse momentum is used along

with the η and φ coordinates of the reconstructed and generator-level photon to implement

a pT and ∆R requirement on the matching process. Events are iterated over in the order

142



Chapter 5. Measurement of the Inclusive tt̄+ γ Cross Section

in which they were created by the generator, and if the ∆R between the reconstructed

photon and generated photon is found to be less than 0.2 and |precoT − pgenT |/p
gen
T is less

than 1.0 then it is considered to be a match and stop the iteration process. The parentage

of the matched photon is then inspected to verify its origin, such that if it descends from a

quark, gluon, charged lepton, or boson then it is determined to be prompt. It is important

that the photon is verified to be isolated. A photon maybe produced in the hard-scattering

process, however hadronisation and showering may be observed close by, such that a signal

photon will not be isolated. In order to ensure that these photons are not lost to the nearby

non-signal activity, additional selection cuts are introduced to differentiate between prompt

signal photons and non-isolated photons:

•
(
precoT − pgenT

)
/pgenT < 0.1

• ∆R(γgen, other) > 0.2 where other particles include leptons, photons and final state

particles (hadrons, leptons, photons) with transverse momenta above 5 GeV.

• |∆η(γreco, γgen)| < 0.005

• ∆R(γreco, γgen) < 0.01

The listed additional cuts help to select photons that are well isolated and do not have

any undesired activity nearby.

As described above, electrons leave a very similar trace to photons as they shower within

the electromagnetic calorimeter, except for an additional charged track pointing towards

the energy deposit. Specific selection criteria are implemented in order to minimise the

fake-rate of electrons misidentified as photons within the event selection. However, it is

observed that a large number of electrons still pass photon selection requirements and

are recorded as signal. Thus, criteria to find well isolated generator-level electrons is

incorporated in the same manner as for photons, however in this scenario electrons from

W and Z decays are considered only. The cuts are shown below:

•
(
precoT − pgenT

)
/pgenT < 0.1

• ∆R(e, other) > 0.2 where other particles include leptons, photons and final state

particles (hadrons, leptons, photons) with transverse momenta above 5 GeV.
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• ∆η(γreco, e)| < 0.005

• ∆R(γreco, e) < 0.04

The cuts have been cross-checked with the dileptonic tt̄ sample as it contains a signifi-

cant number of electrons identified as photons.

Any reconstructed photon that passes the cuts described previously, and is matched

with a generator-level photon, is then defined as a real photon. If a photon is instead

matched to a generator-level electron it is then defined as a misidentified electron. Any

other event that is not matched to a generator-level electron or photon is then classified

as a misidentified jet.

As the photon purity directly affects the cross section ratio measurement, it is not

optimal to rely explicitly on simulation, and therefore it would be preferable to compute

the photon purity via a data-driven method. Use is made of the fact that signal photons,

whether signal photons or misidentified electrons, are isolated objects, while misidentified

jets are non-prompt photons close to or within a jet. The supercluster footprint-removed

charged hadron isolation, described above, is used as the discriminating variable in the

fit. The template shapes for the signal process of a prompt isolated photon is computed

(including those originating from a misidentified electron), and non-isolated hadronic pho-

tons as the background template. The template fit provides an estimate for the yields of

photons originating from real photons or misidentified electrons.

5.2.1 Signal template construction using the random cone method

The prompt signal photon template is constructing using the “random cone” method, sim-

ilar to that found in [138]. The events that pass the full photon event selection are used

as the method relies on the assumption that a prompt photon is isolated, such that the

activity recorded within the detector around the prompt photon, not regarding the area

affected by the energy deposit from the photon, arises only from PU, underlying events,

and electronic noise in the ECAL.

Contributions from these effects, generally, do not vary for an isolation sum which is

calculated in a region which is separate from the photon candidate, but using the same

pseudorapidity range, φ. A suitable orientation of the isolation cone is chosen by using the

proceeding steps:
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• A direction is defined, which is obtained from the photon candidate direction and

then rotating by a random angle, φRand.Cone between 0.8 and 2π−0.8 radians, around

the z-axis of the detector system (or rotating in φ with a fixed η) as shown in Figure

5.2. This is designed such that an isolation cone with ∆R = 0.4 centred on the

random cone axis would not overlap with an isolation cone which is centred on the

photon candidate, or an object that is produced back-to-back with respect to it.

• A check for objects lying within the region is then performed, such that there is no

energy originating from anything other than pile-up, underlying events, or electrical

noise in the ECAL. Such that there are no AK51 PF jets with a pT of at least 20

GeV at ∆R < 0.8, photons with pT less than 10 GeV at ∆R < 0.8, or muons at

∆R < 0.4 with respect to the random cone axis. If such an object is found to fulfill the

requirements, then the same search is performed again to generate another random

angle, φRand.Cone, until a suitable direction is found. In practice, the procedure is

not repeated more than twice in order to find a suitable direction.

The isolation sum within a cone centred on the chosen direction is then computed.

The difference when performing footprint removal now is that there is no supercluster

lying along the cone axis, and therefore it must be performed in a different way: the area

corresponding to that in which the photon supercluster lies, which is rotated in φRand.Cone

in order to align with the random cone axis, is not included within the calculation process.

In this manner, both the area considered for the isolation sum, and the area throughout

the centre of the cone replacing the photon candidate footprint, have exactly the same

shape and extension in the photon and random cone directions.

Figure 5.3 shows the comparison of templates from the random cone isolation method

and the isolation in MC events which encompass genuine prompt photons and misidentified

electrons for each decay channel. A good agreement between data-driven and expected MC

templates is observed.

5.2.2 Background estimation using the σiηiη side-band method

Background events in the template fit are identified as non-prompt photons. A template

to model the background is defined by selecting photon candidates that fail one selection
1Anti-kT jet clustering algorithm with cone size of ∆R = 0.5 (see Section 3.7.1).
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Figure 5.2: Illustration of the random cone technique. Under the assumption that the

footprint of the photon (red) is completely removed from the isolation sum, the energy

deposited in the random-cone area (green in right image) predicts the energy deposited in

the isolation cone (green area in left image). Left shows the composition of the random

cone before rotation, and right shows after [139].
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Figure 5.3: Comparison of the shape from random cone isolation and isolated photons

identified from generator particle matching in the µ+µ−, e+e−, and eµ channels.
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requirement, which are called the “side-band” region. The logic behind this method is

such that by inverting a particular cut on the photon selection, a sample remains that is

rich in “photon-like” jets (whereby the hadronisation process resolves to a neutral boosted

meson with very little activity around it). In order to model the background correctly, the

requirements on the side-band region must be selected such that they do not differ too

greatly from the full selection, and thus a genuine jet is not rejected incorrectly.

For the tt̄ + γ analysis, a side-band region is created by inverting the photon shower-

shape (σiηiη) selection cut, thus giving a cut of 0.12 < σiηiη < 0.20 where all other photon

ID selection requirements still remain the same. When considering a side-band variable, a

variable must be chosen with little to no correlation with the template variable in order to

optimise the performance of the method. The shape of the side-band template will then

closely resemble the isolation distribution for photons that are not prompt but pass the

photon ID requirements.

The shower shape of the photon is calculated by measuring energy deposits from within

a 5 × 5 matrix of crystals, centred around the crystal with the largest energy in the

supercluster. As the supercluster footprint-removal technique removes the supercluster

from the isolation sum, then there is no shared input between the two variables (shower

shape and isolation) effectively removing any correlation between the two. However, no

two variables are ever truly uncorrelated, and any residual correlation can be attributed

to the properties of hadronisation of jets. As the main source of fake photons arises in the

form of jets misidentified as photons, the supercluster footprint-removed charged hadron

isolation is used (as described in Section 4.9.3) as the background template variable to

discriminate against fake photons.

In Figure 5.4 a comparison of the photon shower shape side-band distributions from

the data-driven and MC templates is shown. A good agreement between the distributions

is observed.

5.2.3 Fit to charged hadron isolation

The fit is performed in the SCFR charged hadron isolation less than 20 GeV in order

to ensure a good description of background. Loose photon candidates are used for the

fit to increase statistics as the dilepton channels are statistically limited. After the fit is
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Figure 5.4: Comparison of the isolation profiles from the side band region and isolation of

hadronic photons identified from generator particle matching in the µ+µ−, e+e−, and eµ

channels.

149



Chapter 5. Measurement of the Inclusive tt̄+ γ Cross Section

Charged Hadron Isolation (GeV)
0 5 10 15 20

N
or

m
al

is
ed

 E
ve

nt
s

0

0.1

0.2

0.3

0.4

0.5

0.6

γ 1 ≥ 1 btag, ≥ 2 jets, ≥, -µ+µ -1
Ldt = 19.7 fb∫ = 8 TeV,      s

CMS Preliminary
Signal

Background

Charged Hadron Isolation (GeV)
0 5 10 15 20

N
or

m
al

is
ed

 E
ve

nt
s

0

0.1

0.2

0.3

0.4

0.5

0.6

γ 1 ≥ 1 btag ≥ 2 jets, ≥, -e+e
-1

Ldt = 19.7 fb∫ = 8 TeV,      s

CMS Preliminary
Signal

Background

Charged Hadron Isolation (GeV)
0 5 10 15 20

N
or

m
al

is
ed

 E
ve

nt
s

0

0.1

0.2

0.3

0.4

0.5

0.6

γ 1 ≥ 1 btag, ≥ 2 jets, ≥, µe
-1

Ldt = 19.7 fb∫ = 8 TeV,      s

CMS Preliminary
Signal

Background

Figure 5.5: Fit to charged hadron isolation templates with pseudo-data in the µ+µ−, e+e−,

and eµ channels.

computed, the result is corrected by applying the nominal isolation cut on the templates,

then computing the true number of genuine photons, misidentified electrons, and jets

identified as photons.

It is important to cross-check the fitting method, and this is done by applying it to the

collection of simulated samples weighted by their theoretical cross section and integrated

luminosity of the data used in the analysis, whereby creating a pseudo-set of data. By

performing the fit on a pseudo-set of data, it is possible to cross-reference the results of

the fit, photon purity calculation, and cross-reference if the photon purity measurement is

in agreement with generator information. The fit templates and fit can be seen in Figures

5.5 and 5.6, respectively.

In an attempt to verify that the fit works well across a range of potential photon

purity values, and thus not having a bias towards predicted values, the fit is performed
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Figure 5.6: Fit to charged hadron isolation with pseudo-data in the µ+µ−, e+e−, and eµ

channels.
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Figure 5.7: Fit to charged hadron isolation templates in the µ+µ−, e+e−, and eµ channels.

while varying the photon purity value. Due to the tt̄ + γ simulated sample comprising

predominantly prompt photon events, by scaling the tt̄+ γ contribution the photon purity

value is varied. The template fit to the charged hadron isolation for the full data set can

be seen in Figure 5.7 for each decay channel, respectively.

5.3 Number of Signal Events in Data

Tables 5.1, 5.2, and 5.3 show the number of photons after full selection broken down into

categories of origin for individual MC samples, shown for each tt̄+ γ decay channel. This

method is used in order to extract the true number of signal tt̄+ γ events to be used as a

variable in the cross section calculation.

The resultant photons are then divided into three categories: genuine prompt and

isolated photons, isolated misidentified electrons, and jets reconstructed as photons. In-
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Figure 5.8: Fit to charged hadron isolation in the µ+µ−, e+e−, and eµ channels.
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Sample Genuine Photon MisID Electron Hadronic Total

tt̄+ γ 11.56 ± 0.68 0 ± 0 6.41 ± 0.51 17.97 ± 0.85

tt̄+ jets 1.84 ± 0.3 0 ± 0 4.04 ± 0.45 5.88 ± 0.54

W + γ 0 ± 0 0 ± 0 0 ± 0 0 ± 0

W + jets 0 ± 0 0 ± 0 0 ± 0 0 ± 0

Z + γ 4.98 ± 1.90 0 ± 0 0.64 ± 0.64 5.62 ± 2.00

Z + jets 3.97 ± 3.06 0 ± 0 0 ± 0 3.97 ± 3.06

Single Top 0 ± 0 0 ± 0 0 ± 0 0 ± 0

Diboson 0.30 ± 0.11 0 ± 0 0 ± 0 0.30 ± 0.11

Total 22.95 ± 3.68 0 ± 0 11.09 ± 0.94 34.04 ± 3.80

Data — — — 36 ± 6

Table 5.1: Simulated samples categorised by origin of reconstructed origin after nominal

selection in the µ+µ− channel. Events are normalised by process theoretical cross sections.

Data-driven QCD sample is not expected to have signal photons or electrons. All errors

are statistical.

dividual simulated samples contribute to each category differently, therefore scale factors

are introduced to correct for mismodelling of the three categories.

The behaviour of the TTJets, WJets, ZJets, and DiBoson samples is well understood

and has been cross-checked, and corrected, by different template fits to data. Thus leaving

the contribution from the TTGamma and VGamma (the combination of WGamma and

ZGamma) samples that are not as well understood, both being the largest contributors to

the signal process. The VGamma sample is normalised to its NLO theoretical cross section,

and known to potentially be mismodelled to the order of 20% [144]. The VGamma sample

has the second largest contribution to signal events out of all MC samples, and therefore

it is critical that the normalisation is cross-checked before including it. Single top events

are also well modelled, however they do not contribute significantly to the signal process.

Thus, there remains three unknowns:

• TTGamma scale factor (or normalisation, the main unknown).

• VGamma scale factor.
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Sample Genuine Photon MisID Electron Hadronic Total

tt̄+ γ 11.56 ± 0.68 0 ± 0 6.41 ± 0.51 17.97 ± 0.85

tt̄+ jets 1.84 ± 0.30 0 ± 0 4.04 ± 0.45 5.88 ± 0.54

W + γ 0 ± 0 0 ± 0 0 ± 0 0 ± 0

W + jets 0 ± 0 0 ± 0 0 ± 0 0 ± 0

Z + γ 4.98 ± 1.90 0 ± 0 0.64 ± 0.64 5.62 ± 2.00

Z + jets 3.97 ± 3.06 0 ± 0 0 ± 0 3.97 ± 3.06

Single Top 0 ± 0 0 ± 0 0 ± 0 0 ± 0

Diboson 0.30 ± 0.11 0 ± 0 0 ± 0 0.30 ± 0.11

Total 18.26 ± 1.90 0.06 ± 0.06 13.43 ± 2.98 31.75 ± 3.53

Data — — — 26 ± 5.10

Table 5.2: Simulated samples categorised by origin of reconstructed origin after nominal

selection in the e+e− channel. Events are normalised by process theoretical cross sections.

Data-driven QCD sample is not expected to have signal photons or electrons. All errors

are statistical.
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Sample Genuine Photon MisID Electron Hadronic Total

tt̄+ γ 29.35 ± 1.10 0 ± 0 13.35 ± 0.73 42.70 ± 1.32

tt̄+ jets 3.23 ± 0.40 0.064 ± 0.064 8.44 ± 0.63 11.74 ± 0.75

W + γ 0 ± 0 0 ± 0 0 ± 0 0 ± 0

W + jets 0 ± 0 0 ± 0 0 ± 0 0 ± 0

Z + γ 0 ± 0 0 ± 0 0 ± 0 0 ± 0

Z + jets 0 ± 0 0 ± 0 0 ± 0 0 ± 0

Single Top 0.27 ± 0.27 0 ± 0 0.71 ± 0.71 0.98 ± 0.76

Diboson 0.18 ± 0.18 0 ± 0 0 ± 0 0.18 ± 0.18

Total 33.20 ± 1.23 0.06 ± 0.06 22.50 ± 1.20 55.76 ± 1.72

Data — — — 28 ± 5.29

Table 5.3: Simulated samples categorised by origin of reconstructed origin after nominal

selection in the eµ channel. Events are normalised by process theoretical cross sections.

Data-driven QCD sample is not expected to have signal photons or electrons. All errors

are statistical.

156



Chapter 5. Measurement of the Inclusive tt̄+ γ Cross Section

• Jet to photon misidentification scale factor.

From events derived from data the photon purity, πeγ , can be defined from the charged

hadron isolation data-driven template fit, which also includes electrons misidentified as

photons. The tt̄ purity, πtt̄, can also be computed, and the total number of selected events

in data. For every measured quantity an associated uncertainty is attached and propagate

through to the unknown quantities described above. By relating the known quantities to

the unknowns it is possible to construct a likelihood function L(SFtt̄+γ , SFV+γ , SFjet→γ) =

e−χ
2/2, where χ2 is the sum of the three chi-squared terms for each scale factor, given as:

χ2(SFtt̄+γ , SFV+γ , SFjet→γ) =

(
πdataeγ − πMC

eγ

)2
σ2
πeγ

+

(
πdatatt̄ − πMC

tt̄

)2
σ2
πtt̄

+

(
Ndata
events −NMC

events

)2
σ2
Nevents

(5.6)

The three unknown quantities are used in order to correct event counts from relevant

contributions in simulation. These quantities are: πMC
eγ , the ratio of events with a recon-

structed photon matched to an isolated electron or photon and all events in simulation,

πMC
tt̄ the ratio of top pair events and all events from simulation, and πMC

events the total

number of selected events in MC. The values of these parameters for both data and MC

can be seen in Table 5.4

As the aim is to find the combination of parameters with the best likelihood, a scan

over possible values of the parameters is performed. The negative log-likelihood ratio is

then computed by maximising the likelihood where one parameter is fixed to a specific

value, and then taking the ratio of the maximum likelihood value at this point to the

global maximum likelihood. The 68% confidence interval is taken to be the range of values

for which the negative log-likelihood ratio is less than 0.5.

The values of the parameters giving the best agreement, with errors from the width

of the likelihood, are shown in Table 5.5. Therefore, an excellent agreement between the

photon purity, fraction of top events, and number of events in simulation and in data is

observed.
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µ+µ− e+e− eµ

Data MC Data MC Data MC

Photon purity 0.68 ±0.054 0.66 ±0.10 0.62 ±0.031 0.56 ±0.21 0.57 ±0.034 0.51 ±0.06

Top purity 0.72 ±0.08 0.68 ±0.05 0.73 ±0.02 0.73 ±0.09 0.66 ±0.03 0.77 ±0.10

Nevents data 41.0 ±6.4 23.6 ±4.3 34.0 ±5.8 19.7 ±3.2 38.0 ±6.2 28.5 ±1.1

Table 5.4: Measured quantities used in the likelihood fit for the µ+µ−, e+e−, and eµ

channels.

Scale factor µ+µ− e+e− eµ

SFtt̄+γ 1.16 ±0.26 0.89 ±0.21 1.14 ±0.32

SFV+γ 0.95 ±0.85 1.13 ±0.45 1.02 ±0.54

SFjet→γ 1.17 ±0.19 1.22 ±0.20 1.15 ±0.22

Table 5.5: Scale factors found to maximise the likelihood function in the µ+µ−, e+e−, and

the eµ channels, respectively. The uncertainties are statistical.

5.4 Signal Acceptance Calculation

The acceptance calculation for this analysis differs from usual inclusive cross section mea-

surements because a ratio of cross sections is measured. Both the efficiency and acceptance

are calculated from simulation, where the acceptance is determined at generator level by

requiring events to lie within the kinematic phase space chosen for the analysis. Signal

events are defined to contain exactly two oppositely-signed leptons (excluding τ leptons)

in the visible phase space. For muons, a transverse momentum greater than 20 GeV and

to lie within a pseudorapidity region of |η| < 2.4 is required, excluding the region of

1.4442 < η < 1.5660 between the barrel and endcaps. Similarly, the visible phase space

for electrons lies in the requirement of a transverse momentum greater than 20 GeV and

|η| < 2.4. Siganl events are required to contain at least 2 jets with a pT > 30 GeV and

lie within the pseudorapidity range |η| < 2.4. The MET is required to be greater than 20

GeV. Finally, a generated photon with transverse energy greater than 25 GeV and lying in

the pseudorapidity region |η| < 1.4442 (the barrel region) is required.

The event selection is chosen to make use of this fact: two steps (top selection and pho-
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ton selection) are done sequentially. For the inclusive tt̄ process, the number of generated

events (within some fiducial phase space) are counted before top event selection, and then

compared with the number events that are left after top event selection. The acceptance

times efficiency is defined for the tt̄ top selection as:

(ε ·A)top
tt̄

=
Ntt̄.preselection

Ntt̄.generated
(5.7)

It is to be noted that the branching fraction for the tt̄+ γ signal is different to normal

tt̄ production, and is due to the way in which the signal is defined. There are tighter

requirements on jets than leptons at generator level, resulting in the relative contribution

from the semileptonic and dileptonic final states being increased within the tt̄ + γ MC

sample, compared to the contribution from the all hadronic final states. The branching

fraction of tt̄ + γ production from simulation is calculated as the total number of events

generated with exactly two oppositely-signed leptons (excluding τ leptons) divided by the

total number of generated events, for each final state, respectively:

BRtt̄+γ =
N tt̄+γ

2.lep.

N tt̄+γ
Tot.gen.

(5.8)

The kinematic acceptance is defined to be the number of events passing the phase

space requirements, as described above, divided by the number of events generated in the

dilepton final state:

Akin.tt̄+γ =
Ngen.fid.
tt̄+γ

Ngen2l
tt̄+γ

(5.9)

The efficiency for selecting tt̄ + γ events is defined as the fraction of reconstructed

events passing the event selection, and which fall into the acceptance window at generator

level. It is calculated as the fraction of events that pass the generator level acceptance

cuts and also the full top and photon event selections. The efficiency can be divided

into two parts: top selection efficiency, and photon selection efficiency. The top selection

efficiency is calculated as the fraction of simulated events within the acceptance cuts that

pass top quark selection, divided by the total number of generated events passing the

acceptance cuts at generator level. The photon efficiency is calculated in a similar manner

to the kinematic acceptance, and is defined as the number of events that fall into the
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µ+µ− e+e− eµ

Branching Ratio 0.01048 ±0.00008 0.010817 ±0.00008 0.01807 ±0.00004

Kinematic Acceptance 0.3102 ±0.0018 0.2810 ±0.0014 0.2661 ±0.0014

Efficiency εtt̄+γ 0.354 ±0.004 0.320 ±0.003 0.355 ±0.005

Table 5.6: Efficiency and acceptance of the tt̄ + γ selection in the µ+µ−, e+e−, and eµ

final states. Uncertainties are statistical.

acceptance region and pass the top and photon selection divided by the total number of

generated events passing the acceptance cuts at generator level. The calculated values for

the acceptance and efficiency of the tt̄ + γ selection, along with the branching ratio, for

each dilepton final state are shown in Table 5.6.
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Systematic Uncertainties

Upon studying such a decay, large statistical uncertainties, comparable to the systematic

uncertainties on the measurement, arise due to the small cross section of the tt̄+γ process

and small branching fraction of the decay channel. In order to perform a scientifically solid

measurement, all systematic uncertainties associated with the analysis must be taken into

account and fully understood. To begin with, errors can be categorised into two broad

categories:

Flat Rate Uncertainties These uncertainties manifest in the form of detector perfor-

mance factors, event reconstruction algorithms, and other such aspects as theoretical

cross sections which affect the overall rate of a particular process. Each uncertainty

is almost universal in that it affects nearly all analyses within the collaboration, and

are thus studied within their own dedicated performance group. A more detailed

description can be found in Section 6.1

Shape Uncertainties In analyses there are often scale factors applied to scale Monte

Carlo to data in order to correct for inconsistencies between the two. These can arise

due to such aspects as the theoretical input parameters of the MC generators, which

are used to model signal and background processes, not taking the true shape of the

data. These types of scale factors affect all distribution shapes in an analysis and

therefore must be accounted, and thus an uncertainty on the scale factor is applied

by varying the value up and down by one standard deviation, ±σ, and measuring the

impact that this variation has on the final result. An in-depth description of each of
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these types of systematic uncertainties is given in Section 6.2.

Once computed, the systematic uncertainties are introduced as nuisance parameters

within the fitting process. The final uncertainty to be considered in the fit is the statistical

uncertainty that dominates this particular decay mode. This is discussed in greater detail

in Chapter 7.

6.1 Flat Rate Uncertainties

6.1.1 Luminosity

The CMS collaboration measures instantaneous and integrated luminosity in two ways; one

way is by means of a coincidence trigger in the forward hadron calorimeter sub-detector,

and also by counting the number of clusters measured by the pixel detectors. The former

method was used at the beginning of runs in the LHC, but then ran into difficulties when

the number of PU events increased and caused shifts in calibration. This lead to the

development and implementation of the pixel-based calculation in 2011 – the Pixel Cluster

Counting (PCC) method [145].

The PCC method evaluates the number of pixel clusters that occur on average for a

zero-bias event (an event triggered by the requirement of only two bunches crossing at the

CMS IP). It assumes that there is a small probability that each pixel within the silicon inner

detector is part of more than one track per bunch crossing, and thus it is assumed that the

number of pixel clusters scales linearly with the number of interactions in any given bunch

crossing. This gives an excellent measure of the luminosity within the detector. Measured

rates are calibrated by the method of a Van de Meer scan [146]. The total calculated

integrated luminosity for the entire 2012 dataset was measured to be 23.27 fb−1.

Although the total integrated luminosity is measured to be the value described above,

the true value that was measured is less due to a number of technical reasons. Quite often a

sub-detector may encounter problems at the start of the run and may require rebooting or

re-calibration, thus a period of “dead time” is induced such that data is unable to be used

for physics analysis, and therefore given the title of “bad” data. The remaining measured

luminosity entitled “good” is provided to analysts by the Run Coordination team, and is

measured to be 19.7 fb−1 for the CMS experiment with the full 2012 dataset, where a
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flat rate associated uncertainty of 2.6% is assigned [147]. Each simulated sample used in

analysis is scaled to the luminosity of the dataset used, and thus the associated uncertainty

affects the normalisation of every physics process.

6.1.2 Lepton efficiencies

Lepton efficiencies and associated uncertainties are calculated in order to correct for the

number of leptons observed in data and those in simulation. In order to calculate lepton

efficiencies, the tag-and-probe method is used [141]. The method analyses events from a

Drell-Yan Z → l+l− sample as it contains a large number of unbiased lepton-pair events

with a high purity. Using this sample, the tag-and-probe technique selects lepton-pair

events such that one of the leptons is defined as the “tag” lepton, which is selected with

under much tighter requirements, and the second “probe” lepton is selected under much

looser constraints relative to the “tag”. The “tag” lepton candidate satisfies the trigger

criteria, tight identification, and isolation requirements. The “probe” lepton candidate is

required to pass specific criteria depending on the efficiency under study. Thus, two subsets

of the data are created, such that one contains events that pass the probe selection, and one

collection that contains events that failed probe selection. The efficiency of the selection

is then taken to be the fraction of events that pass the probe selection criteria, defined as:

εall = εreco.εtightεtrig. (6.1)

The tag-and-probe method is applied to electrons and muons separately, where it is

applied to electrons in the barrel and endcap regions individually. The purity of the

dilepton sample for the tag-and-probe is held by requiring the invariant mass of the lepton

pair to fall within the mass window of the Z boson, 70 < Mll < 130 GeV/c2. The total

lepton efficiency is then divided into three sub-divisions: the trigger efficiency of identifying

a lepton candidate, the efficiency for the reconstruction algorithms to reconstruct leptons,

and the efficiency for the identification and isolation selection requirements to correctly

select leptons.

In order to measure the trigger efficiencies for both electrons and muons, selected

probes are required to pass normal kinematic cuts such that it must pass the HLT to

be considered. It is found that the trigger efficiency for muons is greater than 99% and
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for electrons is greater than 95%, with an associated uncertainty of the order of 4% and

varies depending on the used trigger. The reconstruction efficiency, εreco., is defined as

the efficiency that an ECAL supercluster seeds an ECAL-driven electron candidate that

passes the probe selection requirement, and is relative to ECAL clusters within the ECAL

acceptance. The probe is defined to have a reconstructed energy greater than 10 GeV,

such that the supercluster lies within range of the tracker system. At this energy, the

reconstruction efficiency is found to be greater than 85%, and more than 99% with an

energy threshold of 20 GeV [148].

For the case of muons, an initial “preselection” of Z events for the tag-and-probe method

is obtained by selecting two oppositely charged tracks measured in the central tracker that

each have a pT > 25 GeV, |η| < 2.1, and that when combined lie within the mass window

of 60 < mµ+µ− < 120 GeV. A “tag” muon is required to be matched to a preselected track,

is a global and tracker muon, passes the selection described in Section 4, and corresponds

to a HLT muon. All other preselected tracks are considered as probes and are used in

order to measure the efficiency. An efficiency of approximately 95-99% is observed in data

for all muon systems [149].

The tag-and-probe method is applied to both data and simulated samples, and thus the

efficiency is computed for MC simulation (εsim.) and data (εdata). The ratio of efficiencies

is then calculated along with the associated statistical and systematic uncertainties, given

as:

ρ =
εdata
εsim.

(6.2)

where the efficiencies and the ratios of the efficiencies are estimated in bins of ET and

η of the electron. The efficiencies and associated statistical and systematic uncertainties

are derived by the EGamma and Muon Physics Object Groups (POGs) for electrons and

muons, respectively.
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6.2 Shape Uncertainties

6.2.1 Parton distribution function

Parton Distribution Functions (PDFs), denoted as fi(x,Q2), give the probability of finding

a parton of flavour i (quark or gluon) carrying momentum fraction x of the proton momen-

tum where Q is the resolution scale of the hard interaction. cross sections are calculated

by convoluting parton level cross sections with PDFs. Due to the non-perturbative nature

of partons, and thus not being observed as free particles, it is not possible to fully obtain

PDFs by perturbative QCD alone. The shapes of PDFs are determined from global fits to

data from experimental observables in various processes, such as deep inelastic scattering

(DIS), Drell-Yan, and jet data using the DGLAP evolution equation [150].

Event generators assign momentum fraction and energy to a parton based on PDFs

which are calculated by taking data from various experiments, where each experiment has

an associated uncertainty. The uncertainties must be propagated throughout the PDFs,

therefore it is important to further propagate into the final physics analysis. PDFs are

updated by the collaborations who perform the fits, such as CTEQ [151], each time new

data or theoretical predictions become available. The set of PDFs used in this analysis

are taken from the CT10 [152] set. CT10 provides the nominal PDF weight along with

25 free parameters to describe the parton distributions, and thus 25 eigenvalues, providing

50 alternative weights per event. In order to access the weights, the Les Houches Accord

Parton Distribution Function (LHAPDF) library is used [107].

The difference between each of the weights and the nominal is taken and added in

quadrature, where the final result is then used to calculate the systematic uncertainty

associated with the PDFs.

6.2.2 Pile-up reweighting

Another example of a process that is not described well in simulation compared to data

is PU. Additional pile-up interactions are included within the simulated samples, however

the true number of primary vertices in simulation does not match the number observed

in data correctly. This discrepancy between simulation and data gives rise to an incorrect

estimation of signal and/or background events in an analysis. In order to correct for this ef-

fect, additional corrections must be applied to all simulated samples. The PU re-weighting
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comes into fruition when dealing with the ever changing instantaneous luminosity of the

beams, and thus the change in number of primary vertices in a single data-taking period.

In order to implement the PU re-weighting, the number of primary vertices is re-weighted

to match the current running conditions in the LHC, for example the number of primary

vertices changes with the energy and luminosity of the beams. The obtained uncertainty

is then included in the systematic uncertainty on the final results of the analysis.

The number of primary vertices is taken directly from the minimum bias data obtained

over the running period in question. The minimum bias cross section is varied by ±5%,

which then recalculates the primary vertex distributions, which is then use to measure the

total impact of the pile-up on the analysis when more, or less, pile-up is observed within

the data.

6.2.3 Jet energy correc‘tions

As described in Section 3.7.3, it is necessary to apply corrections to reconstructed jet

energies in order to counteract the discrepancies between generator level and detector level

jets. These jet energy corrections are a set of tools included to account for non-linearities

in the calorimeter, and to give a flat jet response in η and ET as it is not trivial to translate

the measured jet energy to the true particle or parton energy. The resulting jet energy

corrections and associated uncertainties are measured by the JEC group who then provide

the results to the collaboration to be used in analysis [127, 153].

When the jet energy scale (JES) is changed in analysis, the kinematics of each jet

within an event are also modified. As a result, the number of jets that pass, or fail, the

event selection requirements is likely to change, whereby altering the final topology of an

event. This will have a significant impact on the final result. In order to measure the JES

significance, the correction factors are varied up and down by one standard deviation, σ,

and the effects are propagated through to the MET.

The jet energy resolution (JER) is measured as the standard deviation of a Gaussian

that is fitted to the jet response of the detector. The JER in data has been found to be

worse than the JER in simulation, ∼ 10% broader, and has an associated uncertainty of

a similar size [154]. This effect is corrected for by smearing the 4-momentum of jets in

MC as a function of the true and reconstructed pT and η. To obtain the up and down
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systematic samples for the jet energy resolution, which are then included within the analysis

as nuisance parameters, the smearing is applied twice for up and not at all for down.

6.2.4 Missing transverse energy

Events that contain neutrinos in the final state are affected mostly by uncertainties from

modelling of MET from simulation. The way that the MET is calculated is by taking

the sum of the pT of all PF-reconstructed objects, including ‘unclustered’ energy deposits,

and thus uncertainties from these propagate into the calculation of the MET. Unclustered

energy is defined as recorded energy deposits that have a low pT and/or not included in a

calorimeter energy deposit cluster due to isolation requirements. PF-reconstructed objects

are already corrected for during the reconstruction process (ρ-correction, etc.), however,

this is not the case for unclustered energy deposits. As the unclustered energy is not

corrected for during reconstruction, this is where the largest, most prominent source of

uncertainty arises. In order to measure the uncertainty on the MET, the pT of all PF-

reconstructed objects are removed from the MET calculation, and the residual energy is

scaled up and down by 10%. Other uncertainties that affect the MET, such as JES and

JER, are propagated on calculation and are thus included in their respective uncertainties.

6.2.5 B-tagging efficiency

Studies of b-tagging efficiencies and misidentification rates are conducted by the b-tag and

vertexing group (BTV) and scale factors are produced to correct for discrepancies between

data and MC simulation. For the Run I data-taking period at 8 TeV, the BTV group

performed studies using tt̄ and multi-jet samples [155]. The given samples were chosen

such that studies could be performed using events with at least two jets, and a choice of

the number of leptons.

6.3 Modelling Uncertainties

As well as uncertainties that affect the shape and normalisation of simulated distributions,

an uncertainty on the generator production of simulated samples is included. This arises

due to the, possibly, limited understanding of fundamental physical principles of particle

interactions in the Standard Model. It is possible that a relatively small shift in parameter
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value upon generation could produce significantly different events, both kinematically and

topologically. This uncertanty is accounted for by producing alternative datasets where the

values of certain parameters are increased and decreased, then by applying the standard

event selection it is possible to measure the shift in distribution shape from the nominal

values.

6.3.1 Renormalisation and factorisation scales

Upon generation of simulated events, Parton Distribution Functions (PDFs) are used as

functions of the factorisation and normalisation scales. In simulated events they are pa-

rameterised as as one variable, known as Q2. For a hard-scattering event involving a top

quark, Q2 is defined to be Q2 = m2
top +

∑
p2
T . In order to calculate the uncertainty due to

the renormalisation and factorisation scale, dedicated samples are produced where the Q2

is “scaled up” and “scaled down” by a factor of 0.5 and 2.0, respectively. It is to be noted

that, as the scaled samples are produced centrally, they also include variations in ISR and

FSR which is central to the result in this analysis.

6.3.2 Parton-level matching thresholds

As previously mentioned, simulated events are produced using a hard-scattering generated

by using the MadGraph matrix-element (ME) generator. However, the parton showering

(PS) and hadronisation of decay products within a generated hard-scattering event is

produced using the pythia event generator. In order to ensure a smooth transition between

the two event generators, the parton showering must be matched to the matrix element.

The matching process relies on the so called k-factor MLM parton matching scale, whereby

the threshold is usually set to 20 GeV [156]. In order to calculate the uncertainty of the

matching, dedicated samples are produced where the threshold is set to 10 and 40 GeV,

respectively, which are then used to calculate the impact varying the threshold has on the

final result.

It is to be noted that this systematic only applies to samples that use matrix element to

parton shower matching, and therefore does not apply to all samples used in this analysis.

The samples that this applies to in this analysis are: tt̄.
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6.4 Impact of Uncertainties

When a systematic uncertainty is applied, the photon purity, top quark purity, and likeli-

hood fit are recalculated and the new value of the cross section ratio is measured against

the nominal value. Tables 6.1, 6.2, and 6.3 list the calculated systematic uncertainties in

decreasing order of their impact on the measured cross section ratio for each decay channel,

respectively.

The statistical uncertainty for the number of signal events, found by maximising the

likelihood fit, is the most dominant uncertainty on the cross section calculation of the tt̄+γ

process, as is expected. The measurement includes the uncertainties on the measurement of

the photon purity, top purity after photon selection, and the statistical uncertainty from the

number of events in the data. The contribution from each process is measured individually,

where the likelihood is calculated such that the uncertainty from each parameter is set to

zero each time. In essence, this fixes the value to the measured value, and therefore the

change in SFtt̄+γ uncertainty (around 14% in the standard likelihood fit) can be attributed

to the fixed value. The uncertainty is dominated by the uncertainties obtained from the

photon and top purity, contributing 10% and 9%, respectively. Therefore, the statistical

uncertainty calculated from the number of events in the data is approximately 4.8%. Table

6.4 shows the simulated tt̄ samples used to calculate the systematic uncertainties.
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Source Ratio Change (%)

Statistical likelihood fit +30.4 / -30.4

Top Quark Mass +10.0 / -12.0

Fact. and Renorm. Scale +4.2 / -5.7

ME/PS Threshold +3.0 / -2.7

Jet Energy Scale (JES) +2.4 / -1.4

Photon Energy Scale +1.8 / -1.7

Jet Energy Resolution (JER) +1.2 / -1.7

Top PT Reweighting +1.0 / -1.0

B-tagging Scale Factor +1.4 / -0.9

Pile-up +1.0 / -0.5

Muon Energy Scale +1.0 / -0.2

Total +32.7 / -33.4

Table 6.1: Systematic uncertainties listed in descending order of their contribution to the

cross section ratio in the µ+µ− channel.

Source Ratio Change (%)

Statistical likelihood fit +37.2 / -37.2

ME/PS Threshold +14.6 / -6.4

Jet Energy Scale (JES) 7.4 / -4.4

Fact. and Renorm. Scale +6.7 / -4.3

Jet Energy Resolution (JER) +6.2 / -4.4

Top Quark Mass +4.7 / -5.0

B-tagging Scale Factor +1.2 / -0.8

Photon Energy Scale +1.2 / -2.0

Electron Energy Scale Factor +1.2 / -0.4

Pile-up +1.0 / -0.7

Top PT Reweighting +0.2 / -0.2

Total +42.0 / -38.9

Table 6.2: Systematic uncertainties listed in descending order of their contribution to the

cross section ratio in the e+e− channel.
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Source Ratio Change (%)

Statistical likelihood fit +36.4 / -36.4

ME/PS Threshold +10.2 / -5.0

Top Quark Mass +7.7 / -7.9

Fact. and Renorm. Scale +6.0 / -5.5

Jet Energy Scale (JES) +5.5 / -6.0

Jet Energy Resolution (JER) +4.2 / -5.0

Photon Energy Scale +1.5 / -2.0

B-tagging Scale Factor +1.4 / -1.0

Electron Energy Scale Factor +1.2 / -0.5

Pile-up +1.0 / -0.7

Top PT Reweighting +1.0 / -0.4

Muon Energy Scale Factor +1.0 / -0.3

Total +39.8 / -38.9

Table 6.3: Systematic uncertainties listed in descending order of their contribution to the

cross section ratio in the eµ channel.
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Chapter 7

Results

7.1 Cross Section Calculation for Individual Channels

Now that the interesting observables have been computed successfully, it is possible to

calculate the cross section and ratio of tt̄+γ and inclusive tt̄ cross sections, R = σtt̄+γ/σ
incl.
tt̄ ,

including systematic uncertainties. The values of the variables used in calculating the cross

section ratio can be found in Table 7.1.

Value µ+µ− e+e− eµ

Number of signal events, Nsignal 33.0 ±6.2 30.0 ±6.9 32.0 ±6.7

tt̄+ γ Photon Selection Efficiency εtt̄+γ 0.354 ±0.0043 0.320 ±0.0034 0.355 ±0.0045

Number of tt̄ events N tt̄ 18272.0 ±135.174 23610.0 ±153.655 37257.0 ±193.021

tt̄ Top Selection εtt̄top ·Att̄top 0.322 ±0.0038 0.330 ±0.0045 0.302 ±0.0040

Table 7.1: Values used in calculating the cross section ratios in the µ+µ−, e+e−, and eµ

channels.

The variables to calculate the cross section ratios for each of the dilepton channels are

thus defined as:

Rµ+µ− =
σtt̄+γ
σtt̄

=
Nsignal

εtt̄+γ
·
εtt̄topA

tt̄
top

Ntt̄
= 0.0016± 0.00021(stat.+ syst.) (7.1)

Re+e− =
σtt̄+γ
σtt̄

=
Nsignal

εtt̄+γ
·
εtt̄topA

tt̄
top

Ntt̄
= 0.0013± 0.00032(stat.+ syst.) (7.2)
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Reµ =
σtt̄+γ
σtt̄

=
Nsignal

εtt̄+γ
·
εtt̄topA

tt̄
top

Ntt̄
= 0.00047± 0.00028(stat.+ syst.) (7.3)

The fiducial cross sections for individual decay channels can now be calculated. This

is done by extrapolating from the cross section ratio and multiplying the computed ratio

value by the inclusive tt̄ cross section of 245.6 ± 1.3(stat.) ±+6.6
−5.5 (syst.) ± 6.5(lumi.) pb

[40]. The results of multiplying the ratio by the inclusive tt̄ cross section for individual

decay channels are given as:

σµ
+µ−

tt̄+γ
= 393± 52(stat.+ syst.)fb (7.4)

σe
+e−

tt̄+γ = 319± 59(stat.+ syst.)fb (7.5)

σeµ
tt̄+γ

= 115± 28(stat.+ syst.)fb (7.6)

The cross section multiplied by the dilepton branching fraction, Btt̄→2l, is then com-

puted by dividing through by the kinematic acceptance. The kinematic acceptances are

given in Section 5.4 as 0.3102± 0.0018, 0.2810± 0.0014, and 0.2661± 0.0014 in the µ+µ−,

e+e−, and eµ final states, respectively. The cross section multiplied by branching fraction

is defined as follows:

σµ
+µ−

tt̄+γ
× Btt̄→2l = 1.267± 168(stat.+ syst.)pb (7.7)

σe
+e−

tt̄+γ × Btt̄→2l = 1.135± 210(stat.+ syst.)pb (7.8)

σeµ
tt̄+γ
× Btt̄→2l = 0.432± 105(stat.+ syst.)pb (7.9)

7.2 Combination of Channels

In order to improve the measurement, a combination of each decay channel to produce

a single result for the cross section ratio is performed. This is done by using a single

likelihood fit, similar to that seen previously in Section 5.3. The fit incorporates nine
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input parameters: the top purity, photon purity, and number of data events for each

dilepton decay channel while fitting to the same three scale factors. A modified chi-squared

calculation is defined to be the sum of the nine terms, given as:

χ2 =

(
πdata,µ

+µ−
eγ − πMC,µ+µ−

eγ

)2

σ2
πeγ ,µ+µ−

+

(
πdata,µ

+µ−

tt̄
− πMC,µ+µ−

tt̄

)2

σ2
πtt̄,µ

+µ−
+

(
Ndata,µ+µ−

events −NMC,µ+µ−

events

)2

σ2
Nevents,µ+µ−

+

(
πdata,e

+e−
eγ − πMC,e+e−

eγ

)2

σ2
πeγ ,e+e−

+

(
πdata,e

+e−

tt̄
− πMC,e+e−

tt̄

)2

σ2
πtt̄,e

+e−
+

(
Ndata,e+e−

events −NMC,e+e−

events

)2

σ2
Nevents,e+e−

+

(
πdata,eµeγ − πMC,eµ

eγ

)2

σ2
πeγ ,eµ

+

(
πdata,eµ
tt̄

− πMC,eµ
tt̄

)2

σ2
πtt̄,eµ

+

(
Ndata,eµ
events −N

MC,eµ
events

)2

σ2
Nevents,eµ

(7.10)

The values of the top purity, photon purity, and number of events in the data are the

same as used previously from individual channels. The values are listed in Table 5.4.

The likelihood fit is scanned over three scale factor parameters, such that the maximum

likelihood returns values of SFtt̄+γ = 1.05 ± 0.18 , SFV+γ = 0.98 ± 0.44, and SFjet→γ =

1.18± 0.32 for the three scale factors, respectively.

After the fit has been performed, the combined number of tt̄+γ signal events is 114±12.

The values of the combined efficiencies for selection, and number of tt̄ events is measured

to to be:

• tt̄+ γ Top and Photon Selection Efficiency = 0.2321± 0.0042.

• Top selection efficiency = 0.122± 0.000034.

• Number of tt̄ events = 64398± 233.

Using these values, the cross section ratio for the combination of channels is calculated

to be:

Rcomb. =
σtt̄+γ
σtt̄

=
Nsignal

εtt̄+γ
·
εtt̄topA

tt̄
top

Ntt̄
= 0.00115± 0.00023(stat.) (7.11)

In the same manner as before, the computed ratio is multiplied by the tt̄ inclusive cross

section to find the fiducial cross section to get:

σcomb.tt̄+γ = 282± 46(stat.)fb (7.12)
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then the cross section multiplied by the branching fraction, with a kinematic acceptance

of 0.2981± 0.0014, for the dilepton channel is:

σcomb.tt̄+γ × Btt̄→2l = 944± 154(stat.)fb (7.13)
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Conclusions

In this thesis the observation and cross section measurement of top quark pairs in as-

sociation with a radiated photon decaying to a dilepton final state is presented. The

measurement was made using data from proton-proton collisions recorded by the CMS

detector at the Large Hadron Collider, running with a centre-of-mass energy of
√
s = 8

TeV over the 2012 data-taking period.

A cut-based analysis measuring the production cross section of top quark pair events

in association of a radiated photon, as well as the ratio of the production cross section

to the inclusive top quark pair cross section, was carried out using the full 2012 dataset

corresponding to an integrated luminosity of 19.7 fb−1. The ratio of cross sections is

calculated in order to cancel out global variables, such as luminosity. The estimation of the

photon identification efficiency is calculated by studying the photon isolation profile using

the supercluster footprint removal technique and random cone isolation. This method

allows for the extraction of signal and background templates directly from data. The

technique is cross-checked with simulated events for completeness.

The main sources of uncertainty for the measurement manifest in the form of the

purity of top pair events passing selection, and the number of photon events passing full

selection. The precision of the cross section calculation is limited due to the very small

number of events passing selection. A cross section of σtt̄+γ = 944± 154 fb and ratio R =

σtt̄+γ/σtt̄ = 0.00115± 0.00023 was measured in comparison to the theoretical prediction of

σtheoreticaltt̄+γ = 861± 71(scale)± 30(PDF) fb, using the latest measurement of the inclusive

tt̄ cross section. Therefore, a good agreement is observed with the Standard Model and

do not observe any evidence for physics beyond that of the Standard Model. This is the

most accurate measurement of the tt̄+ γ process to date and the only measurement in the

dilepton final state ever performed.
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Future Outlook

Overall, the outlook for a measurement of the tt̄+γ process at higher energies is an exciting

prospect. It will be possible to measure the cross section of the process to a much higher

degree of accuracy due to the increase in the production of top quark pairs compared to

a much lower production rate of background processes. For an LHC running at centre-

of-mass energy of
√
s = 14 TeV, the cross section for top quark pairs is expected to have

increased by ∼ 3.5 times the cross section at
√
s = 8 TeV at 920 pb [42], compared to an

increase of ∼ 1.5 times that at
√
s = 8 TeV for background processes. This can be seen in

Figure 1.9. This increase in top quark pair production would remove the main inhibitor of

the measurement – it is statistically limited.

Ultimately, a measurement of the electromagnetic vertex of the top quark and radiated

photon is desired, however, it could also be used in conjunction with other measurements.

For example, a future tt̄+γ measurement could also be used in a way that is complementary

to the search for top quark pair plus a radiated Higgs boson, whereby the Higgs decays to

two photons in the final state. Understanding this process will be of huge importance as it

will be a background to the tt̄+γ process, and a combination of semileptonic and dileptonic

channels would be more beneficial at higher energies due to increased statistics. Similarly,

understanding the tt̄+ γ process is greatly important as it is a background to many SUSY

processes. At higher energies it will be possible to glean a greater understanding of the

process by measuring the differential cross section with respect to global variables.
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A.1 Operator Contributions to γtt̄

Below are the contributions to the effective γtt̄ vertices of the operators in Equation 1.2.5.

The shorthand αx = Cx/Λ
2 is used, where the indices are dropped from the α constants.

αO33
uW + α∗(O33

uW )† ⊃ v√
2
sW [Reαt̄λagµνt+ iImαt̄λagµνγ5t]GaνZµ (14)

αO33
uBφ + α∗(O33

uBφ)† ⊃ v√
2
cW [Reαt̄λagµνt+ iImαt̄λagµνγ5t]GaνZµ (15)

αO33
qW + α∗(O33

qW )† ⊃ sW [Reα∂ν(t̄Lγ
µtL) + iImαt̄Lγµ∂νtL]Aµν (16)

αO33
qB + α∗(O33

qB)† ⊃ cW [Reα∂ν(t̄Lγ
µtL) + iImαt̄Lγµ∂νtL]Aµν (17)

αO33
uB + α∗(O33

uB)† ⊃ cW [Reα∂ν(t̄Lγ
µtL) + iImαt̄Rγµ∂νtR]Aµν (18)
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A.2 Electron and Muon Efficiencies

A.2.1 Dilepton trigger scale factors

Trigger SF

µ+µ− 0.9984 ± 0.0002

e+e− 0.9990 ± 0.0002

eµ 0.9986 ± 0.0001

Table A1: Dilepton trigger scale factors [157].

A.2.2 Electron ID and isolation efficiencies

All ID and Isolation (MVA > 0.5) 20 < pT < 30 30 < pT < 40 40 < pT < 50 50 < pT

|η| < 0.8 0.969 ± 0.007 0.926 ± 0.003 0.969 ± 0.002 0.975 ± 0.000

0.8 < |η| < 1.4442 0.935 ± 0.017 0.945 ± 0.004 0.964 ± 0.002 0.974 ± 0.002

1.4442 < |η| < 1.5660 1.032 ± 0.039 0.907 ± 0.015 0.957 ± 0.022 0.877 ± 0.020

1.5660 < |η| < 2.5 0.919 ± 0.014 0.926 ± 0.005 0.952 ± 0.003 0.950 ± 0.005

Table A2: Electron ID and isolation efficiencies [158].

A.2.3 Muon ID and efficiencies

All ID and Isolation pT > 20 GeV/c

0 < |η| < 0.9 0.9984 ± 0.0002

0.9 < |η| < 1.2 0.9990 ± 0.0002

1.2 < |η| < 2.1 0.9986 ± 0.0001

2.1 < |η| < 2.5 1.0000 ± 0.0003

Table A3: Muon ID and isolation efficiencies [157].
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A.3 Variable Distributions
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A.3.1 Lepton variables
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Figure A.3.1a: Lead lepton pT , second lepton pT , and dilepton mass distributions for the

e+e− and eµ channels after tt̄ selection.
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Figure A.3.1b: Lead lepton η and second lepton η distributions for the µ+µ−, e+e−, and

eµ channels after tt̄ selection.
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Figure A.3.1c: Lead lepton φ and second lepton φ distributions for the µ+µ−, e+e−, and

eµ channels after tt̄ selection.
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A.3.2 Jet variables
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Figure A.3.2a: Comparison of the sum of the transverse momentum and η in all recon-

structed jets, and number of jets per event for the µ+µ−, e+e−, and eµ channels after tt̄

selection.
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Figure A.3.2b: Comparison of the transverse momentum (left) and η (right) in leading jet

of reconstructed jets for the µ+µ−, e+e−, and eµ channels after tt̄ selection.
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Figure A.3.2c: Comparison of the φ distributions in all jets (left) and leading jet (right)

reconstructed jets for the µ+µ−, e+e−, and eµ channels after tt̄ selection.
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A.3.3 MET variables
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Figure A.3.3: The missing transverse energy distributions in terms of missing energy,

the azimuthal angle φ, and MET significance for the e+e− and eµ channels only after tt̄

selection.
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A.3.4 tt̄ photon variables
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Figure A.3.4a: Comparison of the η and H/E distributions in data and simulation in the

µ+µ−, e+e−, and eµ channels after tt̄ selection.
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Figure A.3.4b: Comparison of the ρ-corrected neutral hadron isolation and photon isolation

distributions in data and simulation in the µ+µ−, e+e−, and eµ channels after tt̄ selection.
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Figure A.3.4c: Comparison of the shower shape (σiηiη) and ∆R(γ, jets) distributions in

data and simulation in the µ+µ−, e+e−, and eµ channels after tt̄ selection.
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Figure A.3.4d: Comparison of the ∆R(γ, µ) and ∆R(γ, e) distributions in data and simu-

lation in the µ+µ−, e+e−, and eµ channels after tt̄ selection.
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A.3.5 tt̄+ γ photon variables
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Figure A.3.5a: Comparison of the η and H/E distributions in data and simulation in the

µ+µ−, e+e−, and eµ channels after photon selection.
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Figure A.3.5b: Comparison of the η and H/E distributions in data and simulation in the

µ+µ−, e+e−, and eµ channels after photon selection.
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Figure A.3.5c: Comparison of the ρ-corrected neutral hadron isolation and photon isolation

distributions in data and simulation in the µ+µ−, e+e−, and eµ channels after photon

selection.

196



Appendices

(barrel)ηiηiσ

N
um

be
r 

of
 E

ve
nt

s

0

5

10

15

20

25

30

35

40 2012 data
γ+tt

 0ltt
 1ltt
 2ltt

Single Top
Z+Jets

γZ+
WW/ZZ/WZ
W+Jets

γW+
QCD

γ 1 ≥ 1 btag, ≥ 2 jets, ≥, -µ+µ -1
Ldt = 19.7 fb∫ = 8 TeV,      s

CMS Preliminary

(barrel)ηiηiσ
0 0.005 0.01 0.015 0.02 0.025 0.03

da
ta

/M
C

0

0.5

1

1.5

2 (barrel)ηiηiσ

N
um

be
r 

of
 E

ve
nt

s

0

5

10

15

20

25

30

35

40

45 2012 data
γ+tt

 0ltt
 1ltt
 2ltt

Single Top
Z+Jets

γZ+
WW/ZZ/WZ
W+Jets

γW+
QCD

γ 1 ≥ 1 btag ≥ 2 jets, ≥, -e+e
-1

Ldt = 19.7 fb∫ = 8 TeV,      s

CMS Preliminary

(barrel)ηiηiσ
0 0.005 0.01 0.015 0.02 0.025 0.03

da
ta

/M
C

0

0.5

1

1.5

2

(barrel)ηiηiσ

N
um

be
r 

of
 E

ve
nt

s

0

10

20

30

40

50

2012 data
γ+tt

 0ltt
 1ltt
 2ltt

Single Top
Z+Jets

γZ+
WW/ZZ/WZ
W+Jets

γW+
QCD

γ 1 ≥ 1 btag, ≥ 2 jets, ≥, µe
-1

Ldt = 19.7 fb∫ = 8 TeV,      s

CMS Preliminary

(barrel)ηiηiσ
0 0.005 0.01 0.015 0.02 0.025 0.03

da
ta

/M
C

0

0.5

1

1.5

2

Figure A.3.5d: Comparison of the shower shape (σiηiη) distributions in data and simulation

in the µ+µ−, e+e−, and eµ channels after photon selection.
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Figure A.3.5e: Comparison of the ∆R(γ, µ) and ∆R(γ, e) distributions in data and simu-

lation in the µ+µ−, e+e−, and eµ channels after photon selection.
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A.4 List of Acronyms

LHC Large Hadron Collider

DM dark matter

ISR initial state radiation

PSB Proton Synchrotron Booster

PS Proton Synchrotron

SPS Super Proton Synchrotron

PU pile-up

SM standard model

SCFR super cluster footprint removal

BSM beyond the SM

QFT quantum field theory

ECAL electromagnetic calorimeter

HCAL hadron calorimeter

EB ECAL barrel

EE ECAL endcaps

HB hadron barrel

HE hadron endcaps

HF hadron forward

HO hadron outer L1 Level-1

HLT high-level trigger

CSC cathode strip chamber

DT drift tube

RPC resistive plate chamber

PV Primary vertex

PF Particle flow

POG physics object group

GSF Gaussian sum filter

BDT boosted decision tree

MC Monte Carlo

MET missing transverse energy
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HPS hadron plus strips

JES jet energy scale

EM electromagnetic

CJV central jet veto

MVA multi-variate analysis

JER jet energy resolution

UES unclustered energy scale

CSV combined secondary vertex

NLO next-to-leading order

NNLO next-to-next-to-leading order

PDF parton distribution function

QCD Quantum Chromodynamics

QED Quantum Electrodynamics
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