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#### Abstract

In the distributed test architecture, the system under test interacts with its environment at multiple physically distributed ports and the local testers at these ports do not synchronise their actions. This presents many challenges and, in particular, apparently incorrect behaviours can be the consequence of an erroneous assumption about the exact order in which actions were performed at different ports. In previous work, we defined a conformance relation for the distributed test architecture. Essentially, the system under test is faulty if we observe a trace $\sigma$ such that no admissible reordering of the actions in $\sigma$ could have been produced by the specification. However, this notion can be weak if the compared traces might be too different. This paper introduces conformance relations where, for a given metric, a reordering is only considered if the distance between the two traces is at most a certain bound $k$. We introduce two different metrics and provide algorithms to construct finite automata accepting these close, with respect to each metric, sequences. We also study the computational complexity of the two main problems associated with the new framework: deciding whether a trace is accepted by the new automaton and deciding whether one system conforms to a specification with respect to the new conformance relation.


## I. Introduction

Software testing [2], [37] is the de facto standard technique to validate the correctness of software systems. Testing consists of providing inputs to a system, observing its reactions and deciding whether the resultant behaviour is valid. Traditionally, testing activities have mainly been manual and, as a result, costly and error prone. This situation is changing; it has been shown that it is possible to formalise the classically informal testing techniques [15] and that the combination of formal methods and testing facilitates test automation.

Normally, testing is seen as a process where a single tester interacts with the system under test (SUT). However, sometimes a system interacts with its environment at physically distributed locations (ports) and one places a separate tester at each port. As a result, a local tester only observes the events at its port and it might not be possible to reconstruct the global sequence of events that occurred. For example, if the tester at port 1 observes output $!o_{1}$ and the tester at port 2 observes $!o_{2}$ then the global trace might have been $!o_{1}!o_{2}$ or $!o_{2}!o_{1}$. This complicates testing and leads to the following results when there is a finite model $M$ that acts as the specification: the

[^0]problem of deciding whether an observation is allowed by $M$ is NP-complete [19] and the problem of deciding whether a finite model $N$ conforms to $M$ (all observations that can be made of $N$ are allowed by $M$ ) is undecidable [18]. In contrast, when testing is not distributed the first problem can be decided in low-order polynomial time and the second problem is decidable and can be solved in polynomial time if $N$ and $M$ are deterministic finite automata (or an observable finite state machine or input-output transition system).

As noted above, in distributed testing the separate testers cannot synchronise and so we cannot know the relative order of events at different ports. This leads to a notion of observational equivalence in which traces $\sigma_{1}$ and $\sigma_{2}$ are equivalent if and only if, for every port $p$ we have that $\sigma_{1}$ and $\sigma_{2}$ have the same projections at $p$. Under this, $!o_{1}!o_{2}$ and $!o_{2}!o_{1}$ are observationally equivalent as noted above. Indeed, for every natural number $m$ we have that $!o_{1}^{m}!o_{2}$ and $!o_{2}!o_{1}^{m}$ are observationally equivalent. This seems sensible for small values of $m$ but, assuming that processes are non-Zeno, it will cease to make sense if $m$ becomes sufficiently large. For example, if each event takes at least one second and $m=100,000$ then in the trace $!o_{1}^{m}!o_{2}$ we have that the occurrence of $!o_{2}$ and the first occurrence of $!o_{1}$ are separated by more than one day; one might then expect to be able to distinguish between $!o_{1}^{m}!o_{2}$ and $!o_{2}!o_{1}^{m}$. We might therefore want to strengthen our notion of observational equivalence, or similarity, in a way that leads to these traces not being equivalent. This paper explores a method that achieves this based on defining the distance between two traces. As usual, for two traces $\sigma_{1}$ and $\sigma_{2}$ to be observationally equivalent we require them to have the same set of projections at the ports. However, we will also require that the distance between $\sigma_{1}$ and $\sigma_{2}$ is at most $k$ for a notion of distance. We consider two ways of defining the distance between traces $\sigma_{1}$ and $\sigma_{2}$ that have the same sets of projections.

1) The distance between $\sigma_{1}$ and $\sigma_{2}$ is the length of the shortest sequence of swaps of adjacent events, that occur at different ports, that can transform $\sigma_{1}$ into $\sigma_{2}$.
2) For every event $a$, we measure the difference between the location (index) of $a$ in $\sigma_{1}$ and $\sigma_{2}$ and the distance between $\sigma_{1}$ and $\sigma_{2}$ is the maximum such value (over events in $\sigma_{1}$ and $\sigma_{2}$ ).

We explore these approaches and define the corresponding conformance relations. We also consider two decision problems for these new conformance relations: the problem of deciding whether an observation is allowed by specification $M$ (for finite $M$ ) and the problem of deciding whether $N$ is
a correct implementation of $M$ (finite $N$ and $M$ ). We restrict attention to finite models since non-trivial decision problems with infinite models are undecidable.

Finally, we have included a glossary (see Figures 1 and 2) where, in particular, all the conformance relations presented in the paper are informally described.

The rest of the paper is organised as follows. In Section II we present related work. In Section III we provide preliminary material. Section IV describes our first approach, in which we bound the number of swaps of adjacent events (at different ports) that can occur. Section V then describes our second approach, in which we bound the distance between corresponding events. Both of these sections provide algorithms and complexity results. Finally, we draw conclusions in Section VI.

## II. RELATED WORK

In this section we briefly review related work. First, let us remark that formal approaches to testing is an active research area [3], [8], [23]. In addition to having well established theories and methodologies, there are many tools that allow potential users to apply techniques developed in this area [35], [44].

There has been significant recent interest in distributed testing when testing from a formal model written as a finite state machine [20], [21], [29], input-output transition system [25], [26], partial-order automaton [4], [16], or Petri Net [39], [41]. Previous work on distributed testing has considered a notion of observational equivalence in which $\sigma_{1} \sim \sigma_{2}$, for traces $\sigma_{1}$ and $\sigma_{2}$, if $\sigma_{1}$ and $\sigma_{2}$ have the same projections at the ports [4], [7], [12], [13], [16], [20], [21], [25], [26], [29], [31], [32], [34], [38], [39], [40], [41], [42], [43], [45], [46]. An alternative way of describing this is to say that events $x$ and $y$ commute (are independent) if they occur at different ports. As a result, previous conformance relations for distributed testing relate strongly to the notion of a partial-commutation in which certain events commute (see, for example, [36]). However, the conformance relation given in this paper is based on both observational equivalence and a distance metric and cannot be expressed in terms of a partial commutation.

A second line of work aims to use standard conformance relations, devised for the case where testing is not distributed, and to do so by ensuring that the local testers are sufficiently synchronised. Synchronisation is typically achieved through the exchange of messages, called coordination messages. Researchers have explored architectures that can be used to synchronise local testers (see, for example, [7], [42]), approaches that enrich a test generation technique with synchronisation messages (see, for example, [9], [28]), and approaches that minimise the number of synchronisation messages added to a test sequence (see, for example, [5]).

Interestingly, the notion of observational equivalence ( $\sigma_{1} \sim$ $\sigma_{2}$ ) is very similar to sequential consistency, a correctness condition for concurrent objects [33]. A number of other correctness conditions have been defined for concurrent objects and there is a small amount of work that looks at the complexity of decision problems related to those we consider in this paper [1], [11]. There has also been some work that
describes quantitative notions of correctness for concurrent objects and this uses a notion of the distance between two traces. In fact, the approach we describe in this paper could be seen as being similar to the notion of $k$-relaxation [17]. However, there are some important differences between our work and this one. First, we are concerned with testing and so there is a need to differentiate between input and output (they play very different roles in testing). Second, this approach [17] did not explore the complexity of associated decision problems.

## III. Preliminaries

In this section we first introduce the main notions that we use throughout this paper. Next, we present the concepts that we use to define the conformance relations that we will study.

## A. Basic notation

Given a set $A$, we let $A^{*}$ denote the set of finite sequences of elements of $A ; \epsilon \in A^{*}$ denotes the empty sequence. $A^{k}$ denotes the set of sequences with length $k \geq 1$. Given a sequence $\sigma \in A^{*}$, we have that $|\sigma|$ denotes its length. Given a sequence $\sigma \in A^{*}$ and $a \in A$, we have that $\sigma a$ denotes the sequence $\sigma$ followed by $a$ and $a \sigma$ denotes the sequence $\sigma$ preceded by $a$.

Throughout this paper we let $I$ be the set of inputs and $O$ the set of outputs. We assume that the SUT, and its specification, has a set of ports $\mathcal{P}$ orts $=\{1, \ldots, m\}$. A port is typically a location at which the SUT interacts with its environment and in distributed testing we will place a separate local tester at each port. We assume that the sets $I$ and $O$ are partitioned into sets $I_{1}, \ldots, I_{m}$ and $O_{1}, \ldots, O_{m}$ such that for all $p \in \mathcal{P o r t s}, I_{p}$ and $O_{p}$ are the sets of inputs and outputs at port $p$, respectively. We assume that $I_{1}, \ldots I_{m}, O_{1}, \ldots, O_{m}$ are pairwise disjoint. In order to distinguish between input and output we usually precede the name of an input by ? and precede the name of an output by !. If we label an action with a subindex, then the value indicates the port where the action is performed. For example, we might use $!o_{1}$ for an output at port 1 and so we have that $!o_{1} \in O_{1}$. Note that although we will typically use $!o_{i}$ to denote an output at port $i$, a set of inputs and outputs (an $I_{i}$ or $O_{i}$ ) can contain more than one element. If we label an action with a superindex, then the value indicates the position of that action in a sequence of actions.

Since the sets $I_{1}, \ldots I_{m}, O_{1}, \ldots, O_{m}$ are pairwise disjoint, it might appear that we cannot, for example, model a system that can produce the same output at two or more ports. However, these sets can be seen as sets of events, such as the output of $!a$ at port $p$. Thus, for example, we can model a system that can produce a particular output $!a$ at ports $p$ and $q$ by introducing two associated events: an event $!a_{p} \in O_{p}$ in which $!a$ is output at port $p$ and an event $!a_{q} \in O_{q}$ in which $a$ is output at port $q$.

As is usual in work on testing from an input output transition system, we will allow the observation of quiescence: the situation in which the SUT or specification cannot produce output without first receiving input. Typically, quiescence is observed through a sufficiently long timeout. In practice, the time used

| Processes, actions and traces |  |
| :--- | :--- |
| Concept | Explanation |
| IOTS | Input Output Transition System. Labelled transition systems with a distinction between input actions <br> Def. 1 <br> (preceded by ? and grouped in a set $I$ ), output actions (preceded by! and grouped in a set $O$ ) and an <br> action to denote quiescence (denoted by $\delta$ ). The set of actions, denoted by $\mathcal{A c t}$, is equal to $I \cup O \cup\{\delta\}$. <br> Inputs and outputs are usually labelled with a number denoting the port where they are performed. |
| Trace <br> Def. 3 | Sequence of actions that a process can perform. |


| Relations and distances between traces |  |
| :--- | :--- |
| Concept | Explanation |
| $\sim$ | Original relation to compare traces. Two traces are related if all their local projections are equal. For example, |
| Def. 4 | $!o_{1}!o_{2} ? i_{1} ? i_{2} \sim!o_{2} ? i_{2}!o_{1} ? i_{1}$. |

Fig. 1: Glossary of concepts (1/2)
in the timeout depends on properties of the SUT and is decided by the tester. We will assume that it is possible for the testers at all ports to observe quiescence; the observation of quiescence is global. In practice the global observation of quiescence might require the use of a longer timeout period, with that period potentially depending on properties of the SUT and also properties of the test case being used. For example, if we have a bound on the time between events (inputs and outputs) for the SUT (similar to the bound normally required to observe quiescence) then the timeout period used might depend on this bound and how many consecutive events can occur without a local tester making an observation (in the current test case). As has previously been noted, there is potential to use different timeouts for the different ports [6].

## B. Input output transition systems

An input output transition system is a labelled transition system in which we distinguish between input and output. We use this formalism to define processes. Unusually, we will use the notion of a final state; usually all the states are final and all states of a specification will be final. We will see, in Sections IV and V, how we will take advantage of the distinction between a state that is final and one that is not in defining algorithms since this will allow us to define processes in which the set of corresponding traces is not prefix closed.

Definition $1 A n$ input output transition system (IOTS) is defined by a tuple $M=\left(Q, Q_{F}, I, O, T, q_{i n}\right)$ in which $Q$ is a countable set of states, $Q_{F} \subseteq Q$ is the set of final states, $q_{i n} \in Q$ is the initial state (we assume $q_{i n} \in Q_{F}$ ), I is a countable set of inputs, $O$ is a countable set of outputs, and $T \subseteq Q \times(I \cup O) \times Q$ is the transition relation. A transition $\left(q, a, q^{\prime}\right) \in T$ means that from state $q$ it is possible to move to state $q^{\prime}$ with action $a \in I \cup O$.

We say that a state $q \in Q$ is quiescent if from $q$ it is not possible to take a transition whose action is an output without first receiving an input. We extend $T$ to $T_{\delta}$ by adding transition $(q, \delta, q)$ for each quiescent state $q$. We say that $M$ is inputenabled if for all $q \in Q_{F}$ and $? i \in I$ there is some $q^{\prime} \in Q$ such that $\left(q, ? i, q^{\prime}\right) \in T$.

We let IOTS(I, O, Ports) denote the set of IOTSS with input set $I$, output set $O$ and port set Ports.

We also define some supporting notation that will be used throughout the paper.

Definition 2 Given sets of inputs and outputs, $I$ and $O$ respectively, we let Act denote the set of actions, that is, $\mathcal{A} c t=I \cup O \cup\{\delta\}$. Given port $p \in$ Ports, $\mathcal{A c t}_{p}$ denotes the set of observations that can be made at $p$, that is, $\mathcal{A c t}_{p}=$ $I_{p} \cup O_{p} \cup\{\delta\}$. We define the function port : $I \cup O \longrightarrow$ Ports such that port $(a)=p$ if $a \in \mathcal{A c t}_{p}$; this is a function since the $I_{i}$ and $O_{i}$ are pairwise disjoint. Abusing the notation, we will assume that port $(\delta)=p$ holds for all $p \in \mathcal{P}$ orts.

We will not require the notion of a final state when we consider the SUT or the specification; here, all states will be final states. However, later we will construct IOTSs in which it makes no sense to observe a particular trace and so we will then require the notion of a final state. Let us suppose, for example, that we consider an IOTS $M$ such that $M$ can produce trace $!o_{1}!o_{2}$ but it cannot produce trace $!o_{2}$. Further, let us suppose that we wish to construct a new IOTS $M^{\prime}$ whose set of traces is the union of the following two sets: the set of traces of $M$; and the set of traces that differ from traces of $M$ by at most swapping two adjacent events that are at different ports. Then $M^{\prime}$ must have the trace $!o_{2}!o_{1}$, since this differs from the trace $!o_{1}!o_{2}$ by swapping $!o_{1}$ and $!o_{2}$. However, $M^{\prime}$ should not have the trace $!o_{2}$ and so we must have that $M^{\prime}$ has

| Conformance relations and related results |  |
| :--- | :--- |
| Concept | Explanation |
| $N$ dioco $M$ <br> Def. 5 | Conformance relation in the distributed architecture [27]. An implementation $N$ should not show <br> behaviours that are not planned in a specification $M$, with the exception of the order between events <br> performed at different ports. |
| $N$ dioco <br> def $k$ | Conformance relation associated with the first distance. The behaviours of the implementation $N$ can <br> be transformed into behaviours of the specification $M$ in a maximum of $k$ swaps. |
| Proposition 2 | Alternative characterisation of dioco ${ }_{\text {sw }}^{k}$. |

Fig. 2: Glossary of concepts (2/2)
trace $!o_{2}!o_{1}$ but not $l_{2}$. Thus, the set of traces of $M^{\prime}$ is not prefix closed. We cannot define such an IOTS if we do not have the notion of final state; essentially, we will require that $!o_{2}$ takes $M^{\prime}$ to a state $q$ that is not a final state but from $q$ we can reach a final state through a transition with output $!o_{1}$.

A process can be identified with its initial state and we can define a process corresponding to a state $q$ of $M$ by making $q$ the initial state. Thus, we use states and processes and their notation interchangeably. By default, all the states of an IOTS are final (as we already said, non-final states will be used in the construction of some auxiliary processes). An IOTS can be represented by a diagram. Figure 3 shows an example of the graphical representation of an IOTS. Nodes represent states of the IOTS and transitions are represented by arcs between the nodes. We use a double circle to denote the initial state, $q_{0}$, while dotted/non-dotted circles denote non-final/final states. In this case, all the states are final except $q_{2}$. In this IOTS, for example, if input ? $i_{1}$ is received when the IOTS is in state $q_{0}$ then the IOTS moves to state $q_{1}$; a state from which it can produce output $!_{2}$ and move to $q_{3}$. A sequence of actions labelling a transition denotes different transitions, one per action. For example, we have two transitions departing and reaching $q_{1}$ labelled, respectively, by $? i_{1}$ and $? i_{2}$.

In this paper, whenever we compare two IOTSs we will assume that they have the same set of ports and the same set of actions $\mathcal{A c t}_{p}$ for all $p \in \mathcal{P}$ orts. Moreover, as usual, we assume that implementations are input-enabled ${ }^{1}$. We also require that specifications are input-enabled since this assumption simplifies the analysis. However, it is possible to remove

[^1]

Fig. 3: A diagrammatic representation of an IOTS
this restriction in our framework [22], [26]. As usual, for work related to distributed testing from IOTSs, we require that processes are not output-divergent: there cannot be a state from which there is an infinite sequence of consecutive transitions whose labels are all outputs. A trace is a sequence of observable actions that can be performed from the initial state of a process and reaches a final state.

Definition 3 Let $M=\left(Q, Q_{F}, I, O, T, q_{i n}\right)$ be an IOTS. We use the following notation.

1) If $\left(q, a, q^{\prime}\right) \in T_{\delta}$, for $a \in \mathcal{A} c t$, then we write $q \xrightarrow{a} q^{\prime}$.
2) Let $\sigma=a^{1} \ldots a^{k} \in \mathcal{A c t}$ be a finite sequence of actions. We write $q \stackrel{\sigma}{\Longrightarrow} q^{\prime}$ if there exist $q_{0}, \ldots, q_{k} \in Q$ such that $q=q_{0}, q^{\prime}=q_{k}$ and for all $1 \leq i \leq k$ we have that $q_{i-1} \xrightarrow{a^{i}} q_{i}$.
3) We write $q \xrightarrow{\sigma}$ if there exists $q^{\prime} \in Q$ such that $q \xrightarrow{\sigma}$ $q^{\prime}$.
4) We write $M \xlongequal{\sigma}$ if $q_{\text {in }} \stackrel{\sigma}{\Longrightarrow}$.
5) Let $\rho=\left(q_{0}, a^{1}, q_{1}\right)\left(q_{1}, a^{2}, q_{2}\right) \ldots\left(q_{k-1}, a^{k}, q_{k}\right)$ be a sequence of consecutive transitions. We say that the label of $\rho$, denoted by label $(\rho)$, is the sequence of actions associated with the transitions, that is, $\operatorname{label}(\rho)=$ $a^{1} \ldots a^{k}$.
We define the language of $M$ as $L(M)=\left\{\sigma \mid q_{i n} \xlongequal{\sigma}\right.$ $\left.q \wedge q \in Q_{F}\right\}$. We say that $\sigma \in L(M)$ is a trace of $M$. We let $L_{\delta}(M)=\left\{\sigma \mid q_{i n} \stackrel{\sigma \delta}{\Longrightarrow} q \wedge q \in Q_{F}\right\}$; the set of traces of $M$ that can take $M$ to a quiescent final state.

Note that for every state $q$, we have that $q \stackrel{\epsilon}{\Longrightarrow} q$ holds. Therefore, $\epsilon \in L(M)$ for every process $M$.

Previous conformance relations, devised for distributed testing, are based on an equivalence relation $\sim$ on traces. Essentially, the relation $\sim$ reflects the fact that in distributed testing each tester observes only the events at its port and this corresponds to a projection of the global trace that occurred.

Definition 4 Let $p \in \mathcal{P o r t s}$ and $\sigma \in \mathcal{A}$ ct* be a sequence of actions. We let $\pi_{p}(\sigma)$ denote the projection of $\sigma$ onto port $p$ and $\pi_{p}(\sigma)$ is called a local trace. Formally,

$$
\pi_{p}(\sigma)= \begin{cases}\epsilon & \text { if } \sigma=\epsilon \\ a \pi_{p}\left(\sigma^{\prime}\right) & \text { if } \sigma=a \sigma^{\prime} \wedge a \in \mathcal{A c t} \\ \pi_{p}\left(\sigma^{\prime}\right) & \text { if } \sigma=a \sigma^{\prime} \wedge a \in \mathcal{A c t} \backslash \mathcal{A c t}_{p}\end{cases}
$$

Given $\sigma, \sigma^{\prime} \in \mathcal{A} c t^{*}$ we write $\sigma \sim \sigma^{\prime}$ if $\sigma$ and $\sigma^{\prime}$ cannot be distinguished when making local observations, that is, for all $p \in \mathcal{P o r t s}$ we have that $\pi_{p}(\sigma)=\pi_{p}\left(\sigma^{\prime}\right)$. Obviously, $\sim$ is an equivalence relation and we denote by $[\sigma]$ the equivalence class of $\sigma$, that is, $[\sigma]=\left\{\sigma^{\prime} \in \mathcal{A} c t^{*} \mid \sigma \sim \sigma^{\prime}\right\}$.

Next we define the conformance relation dioco. The version that we use in this paper is taken from our previous work [27] and it is slightly different from the original definition [25], [26] because the latter used tuples of outputs, one for each port, instead of single outputs like we consider in this paper. We chose to use this definition in order to simplify the analysis since, for example, there is no need to separate outputs that appear together in a tuple.

Definition 5 Let $M, N \in \operatorname{IOTS}(I, O$, Ports $)$. We write $N$ dioco $M$ if and only if for every quiescent trace $\sigma \delta \in$ $L(N)$, there exists a trace $\sigma^{\prime} \in L(M)$ such that $\sigma^{\prime} \sim \sigma \delta$.

The main aim of this paper is to define conformance relations following the pattern of the previous one. The difference is that we will place additional restrictions on $\sigma^{\prime} \sim \sigma \delta$ in the above definition.

It is worth briefly commenting on why the definition of dioco only concerns quiescent traces of $N$. To see this, consider what might happen if we did not include this restriction in Definition 5 and consider processes $M$ and $M^{\prime}$, with outputs $!o_{1}$ and $!o_{2}$ at different ports, such that:

1) $M$ can do $!o_{1}!o_{2}$ and then is in a state from which all future events must be inputs or quiescence
2) $M^{\prime}$ can do $!o_{2}!o_{1}$ and then is in a state from which all future events must be inputs or quiescence.

We have that $M$ can do $!o_{1}$ while $M^{\prime}$ cannot. Therefore, if we use non-quiescent traces when comparing these processes then we conclude that they are not equivalent. However, in a distributed environment we have that $!o_{1}!o_{2}$ and $!o_{2}!o_{1}$ are equivalent since in each case the tester at port 1 will observe $!o_{1}$ and the tester at port 2 will observe output $!o_{2}$. Thus, we cannot distinguish between these two processes if we do not have additional information. However, sometimes we can partially overcome this problem if we can label actions with the time when they were performed [27], [40] but local clocks, one per port, might not be available and it is very likely that they are not synchronised. The definition of dioco solves this problem by using quiescent states to combine the traces observed at each port and reach a verdict. This can be done because the testers can choose to stop testing in a quiescent state and, in addition, we assume that quiescence can be observed by all of the testers. The use of distributed testers also leads to the requirement for us to compare the set of local observations made with the global traces from the specification; if we make observations in non-quiescent states then we cannot know that the observed local traces are all projections of the same global trace of the SUT and we can then appear to be able to distinguish processes that are observationally equivalent. This is the problem we observed above.

In Definition 4 , note that $\delta \in \mathcal{A} c t_{p}$ for all port $p \in \mathcal{P}$ orts. This fact will be relevant when we define valid swaps because swaps must involve actions in two different ports and $\delta$ belongs to all the ports.

Throughout this paper we will need to consider an action appearing in a trace together with its position in the trace. In order to distinguish between different occurrences of an action in one trace we will need to decorate actions with further information.

Definition 6 Let $\sigma=a^{1} \ldots a^{n} \in \mathcal{A c t} t^{*}$ be a sequence of actions. We let $E(\sigma)$ denote the set of events of $\sigma$, where $e=\left(a^{i}, k\right)$ belongs to $E(\sigma)$ if and only if there are exactly $k-1$ occurrences of $a^{i}$ in $a^{1} \ldots a^{i-1}$.

We introduce notation that allows us to find the position of an event in a trace and map a trace to a sequence of events.

Definition 7 Let $\sigma=a^{1} \ldots a^{n} \in \mathcal{A c t}$ be a sequence of actions. We define the function $\operatorname{pos}_{\sigma}: E(\sigma) \longrightarrow \boldsymbol{N}$ such that for all $e=(a, k) \in E(\sigma)$ we have that $\operatorname{pos}_{\sigma}(e)=i$ if $a=a^{i}$ and there are exactly $k-1$ occurrences of $a$ in $a^{1} \ldots a^{i-1}$. We define the annotated sequence of $\sigma$, denoted by $\tilde{\sigma}$, as the sequence $\left(a^{1}, k_{1}\right) \ldots\left(a^{n}, k_{n}\right)$.

Usually, we will decorate an event with its position. For example, $e^{i}$ denotes that $\operatorname{pos}_{\sigma}(e)=i$.

Example 1 Consider the trace $\sigma=? i_{1}!o_{1} ? i_{2}!o_{1}!o_{2}$, where the index denotes the port at which the action is performed. The corresponding set of events is

$$
E(\sigma)=\left\{\left(? i_{1}, 1\right),\left(!o_{1}, 1\right),\left(? i_{2}, 1\right),\left(!o_{1}, 2\right),\left(!o_{2}, 1\right)\right\}
$$

where, for example, $\operatorname{pos}_{\sigma}\left(\left(? i_{1}, 1\right)\right)=1$ and $\operatorname{pos}_{\sigma}\left(\left(!o_{1}, 1\right)\right)=$ 2. We will refer to event $\left(? i_{2}, 1\right)$ by $e^{3}$.

It is trivial to prove that observationally equivalent traces produce the same sets of events. We will use this result when we define the distance between traces.

Lemma 1 Let $\sigma, \sigma^{\prime} \in \mathcal{A} c t^{*}$ be sequences of actions such that $\sigma \sim \sigma^{\prime}$. We have $E(\sigma)=E\left(\sigma^{\prime}\right)$.

## IV. Placing a bound on the number of swaps REQUIRED

In this section we provide our first notion of distance and the corresponding conformance relation that is based on this metric. The essential idea is that the local testers might have local clocks that are not exactly synchronised but that are close to agreeing. In such situations, the local testers might timestamp observations and we can then order the observations based on these timestamps to form a trace $\sigma_{1}$. Since local clocks provide the timestamps, $\sigma_{1}$ need not be the same as the trace $\sigma_{2}$ that actually occurred. However, since the local clocks are close to being synchronised, we should expect $\sigma_{1}$ and $\sigma_{2}$ to be 'similar'. We capture this notion of similarity through the use of a metric on traces without explicitly representing time. Since one can always use local projections to distinguish between traces that are not related under $\sim$, it will only be necessary to define the distance between traces $\sigma_{1}$ and $\sigma_{2}$ if $\sigma_{1} \sim \sigma_{2}$.

The metric we define will say that the distance between traces $\sigma_{1}$ and $\sigma_{2}$, with $\sigma_{1} \sim \sigma_{2}$, is the number of swaps of adjacent events required to transform $\sigma_{1}$ into $\sigma_{2}$. First, we introduce an equivalence relation $\sim^{1}$ that only allows one pair of events to be swapped and requires that these events are at different ports.

Definition 8 Let $\sigma, \sigma^{\prime} \in \mathcal{A}$ ct ${ }^{*}$ be sequences of actions. We write $\sigma \sim^{1} \sigma^{\prime}$ if there exist $p, q \in \mathcal{P o r t s}$, with $p \neq q, \sigma_{1}, \sigma_{2} \in$ $\mathcal{A c t}{ }^{*}, a \in \mathcal{A} c t_{p} \backslash\{\delta\}$ and $b \in \mathcal{A} c t_{q} \backslash\{\delta\}$ such that $\sigma=\sigma_{1} a b \sigma_{2}$ and $\sigma^{\prime}=\sigma_{1} b a \sigma_{2}$.

Note that in the previous definition, we have that $a$ and $b$ must be different from $\delta$ because we require that they are performed at different ports. The previous relation induces our distance in the expected way: we simply count the number of swaps.

Definition 9 Let $\sigma, \sigma^{\prime} \in \mathcal{A c t}$ be sequences of actions such that $\sigma \sim \sigma^{\prime}$. We define the distance between these two traces, denoted by $d^{1}\left(\sigma, \sigma^{\prime}\right)$, to be the smallest integer $k$ such that there exist $\sigma_{0}, \sigma_{1}, \ldots, \sigma_{k}$ where $\sigma=\sigma_{0}, \sigma^{\prime}=\sigma_{k}$, and for all $0 \leq i<k$ we have that $\sigma_{i} \sim^{1} \sigma_{i+1}$.

In a minor abuse of notation, we let $d^{1}$ be defined over each equivalence class $[\sigma]$, that is, it induces a function $d_{\sigma}^{1}$ : $[\sigma] \times[\sigma] \longrightarrow \mathbb{N}$ in the obvious way. We will usually remove the $\sigma$ index.

Example 2 Consider the traces $\sigma_{1}=? i_{1}!o_{1} ? i_{2}!o_{1}!o_{2}$ and $\sigma_{2}=? i_{2}!o_{2} ? i_{1}!o_{1}!o_{1}$, where the index denotes the port at
which the action is performed. Both traces have the same associated set of events (see Example 1). The following is one of the shortest sequences of swaps to transform $\sigma_{1}$ into $\sigma_{2}$

$$
\begin{aligned}
\sigma_{1}=? i_{1}!o_{1} ? i_{2}!o_{1}!o_{2} & \sim^{1} ? ? i_{1} ? i_{2}!o_{1}!o_{1}!o_{2} \sim^{1} ? i_{2} ? i_{1}!o_{1}!o_{1}!o_{2} \\
& \sim^{1} ? i_{2} ? i_{1}!o_{1}!o_{2}!o_{1} \sim^{1} ? i_{2} ? i_{1}!o_{2}!o_{1}!o_{1} \\
& \sim^{1} ? i_{2}!o_{2} ? i_{1}!o_{1}!o_{1}=\sigma_{2}
\end{aligned}
$$

Therefore, we have $d^{1}\left(\sigma_{1}, \sigma_{2}\right)=5$.
Note that $\sim^{1}$ is simply an auxiliary notion: we still need to work on classes induced by $\sim$. Next we show that the previously defined notion induces a metric space on each equivalence class with respect to $\sim$. A metric space is a set in which a notion of distance, between the elements of the set, has been defined. A distance must fulfil certain properties: distances must be positive (equal to zero only if we compute the distance from one element to itself), symmetric (that is, the distance from element $a$ to element $b$ is equal to the distance from element $b$ to element $a$ ) and satisfy the triangle inequality. More formally, if $X$ is the space then the function $f: X \times X \longrightarrow \mathbf{R}$ is a metric if the following properties hold:

1) For all $x, y \in X$ we have that $f(x, y) \geq 0$;
2) For all $x, y \in X$ we have that $f(x, y)=0$ if and only if $x=y$;
3) For all $x, y \in X$ we have that $f(x, y)=f(y, x)$; and
4) For all $x, y, z \in X, f(x, z) \leq f(x, y)+f(y, z)$.

In our case, given a sequence of actions, our set includes all the allowed permutations of this sequence. In this section, the distance between two sequences is given, as we have already explained, by the minimum number of swaps needed to transform one sequence into the other. The proof of the following result can be found in the appendix.

Proposition 1 Let $\sigma \in \mathcal{A}$ ct* be a sequence of actions. The pair $\left([\sigma], d^{1}\right)$ is a metric space.

Based on the metric $d^{1}$, we can define what it means for a trace to be allowed if the specification is $M$ and we allow at most distance $k$.

Definition 10 Let $M \in \operatorname{IOTS}(I, O$, Ports $), k \geq 0$, and $\sigma \in$ Act ${ }^{*}$. We say that $\sigma$ is allowed by $M$ given $d^{1}$ and $k$ if there is some trace $\sigma^{\prime} \in L(M)$ such that $\sigma^{\prime} \sim \sigma$ and $d^{1}\left(\sigma, \sigma^{\prime}\right) \leq k$.

We can extend the previous notion of allowed to define a new conformance relation for distributed testing.

Definition 11 Let $M, N \in \operatorname{IOTS}(I, O, \mathcal{P o r t s})$ and $k \geq 0$. We write $N \operatorname{dioco}_{\mathbf{s w}}^{k} M$ if every trace $\sigma \in L_{\delta}(N)$ is allowed by $M$ given $d^{1}$ and $k$.

Given an IOTS $M$ we can define the set of sequences that are within a certain distance of traces of $M$.

Definition 12 Let $M \in \operatorname{IOTS}(I, O, \mathcal{P o r t s})$ and $k \geq 0$. We define the set $L_{k}^{1}(M) \subseteq \mathcal{A c t}$ as

$$
L_{k}^{1}(M)=\left\{\sigma \mid \exists \sigma^{\prime} \in L(M): \sigma^{\prime} \sim \sigma \wedge d^{1}\left(\sigma, \sigma^{\prime}\right) \leq k\right\}
$$

We have that $L_{k}^{1}(M)$ denotes the set of traces that are at distance at most $k$ from traces of $M$. Note that if $k=0$ then we obtain the original set of traces, that is, $L_{0}^{1}(M)=L(M)$.

The following is immediate if we take into account that a sequence $\sigma$ is allowed by $M$ given $d^{1}$ and $k$ if and only if there is some trace $\sigma^{\prime} \in L(M)$ with $d^{1}\left(\sigma^{\prime}, \sigma\right) \leq k$.

Proposition 2 Let $M, N \in \operatorname{IOTS}(I, O$, Ports) and $k \geq 0$. We have $N \operatorname{dioco}_{\mathrm{sw}}^{k} M$ if and only if $L_{\delta}(N) \subseteq L_{k}^{1}(M)$.

## A. An IOTS that recognises $L_{k}^{1}(M)$

It has been shown that if $M$ is a finite model then the union of the equivalence classes of traces in $L(M)$, given equivalence relation $\sim$, need not be a regular language. To see this it is sufficient to let $M$ be an IOTS with outputs $!o_{1}$ and $!o_{2}$ at ports 1 and 2 such that $L(M)$ is the set of prefixes of sequences in $\left(!o_{1}!o_{2}\right)^{*}$; the union of equivalence classes of traces in $L(M)$ contains all sequences in $\left\{!o_{1},!o_{2}\right\}^{*}$ where the number of occurrences of $!o_{1}$ is the same as, or one more than, the number of occurrences of $!o_{2}$ and this clearly does not define a regular language. This helps explain the negative decidability and complexity results regarding distributed testing: in effect, we are not reasoning about regular languages. Fortunately, our distances, for each $k$, induce sets that are regular.

We will now prove that the sets $L_{k}^{1}(M)$ are regular. We will achieve this by, for $M$ and $k$, defining a finite automaton $\mathcal{M}_{a}(M, k)$ that recognises $L_{k}^{1}(M)$.

Definition 13 Let $M \in \operatorname{IOTS}(I, O$, Ports) and $k \geq 0$. We inductively define the IOTS $\mathcal{M}_{a}(M, k)$ as follows. If $k=$ 0 then $\mathcal{M}_{a}(M, k)=M$. Otherwise, if $k>0$ then let us suppose that $\mathcal{M}_{a}(M, k-1)=\left(Q, Q_{F}, I, O, T, q_{i n}\right)$. Then $\mathcal{M}_{a}(M, k)=\left(Q^{\prime}, Q_{F}^{\prime}, I, O, T^{\prime}, q_{\text {in }}^{\prime}\right)$ in which $q_{\text {in }}^{\prime}=q_{\text {in }}^{1}$ and $Q^{\prime}, Q_{F}^{\prime}$ and $T^{\prime}$ are given in Figure 4.

Essentially, the inductive step duplicates all the states of the previous IOTS so that we have two copies of a state $q$ : $q^{1}$ corresponds to the situation in which the state is $q$ and no events have been swapped, while $q^{2}$ corresponds to the situation in which the state is $q$ and two events (at different ports) have been swapped. Algorithm 1 implements the construction of $\mathcal{M}_{a}(M, k)$. The generation of $\mathcal{M}_{a}(M, k)$ proceeds through $k$ steps. The algorithm begins with the construction of $\mathcal{M}_{a}(M, 1)$ and this process is successively applied $k$ times over the returned machine. Starting from the duplication of the states and transitions of $M$ the algorithm adds new transitions to form $\mathcal{M}_{a}(M, 1)$. For every pair $t=\left(q_{1}, a, q_{2}\right)$ and $t^{\prime}=\left(q_{2}, b, q_{3}\right)$ of consecutive transitions of $M$, with events $a$ and $b$ at different ports, a new state $q_{t t^{\prime}}$ and two transitions are included in $\mathcal{M}_{a}(M, 1)$ in order to capture the swap of these events. Naturally, the auxiliary states $q_{t t^{\prime}}$ are not final. This process is successively applied to the machine returned $k$ times.

Example 3 Consider the IOTS $M$ depicted in Figure 5 (a) in which indexes denote the port where the actions are produced.

Figure 5 (b) shows $\mathcal{M}_{a}(M, 1)$, where we have considered two pairs of consecutive transitions:

- $t=\left(q_{0}, a_{1}, q_{1}\right)$ and $t^{\prime}=\left(q_{1}, b_{2}, q_{2}\right)$.
- $t^{\prime}=\left(q_{1}, b_{2}, q_{2}\right)$ and $t^{\prime \prime}=\left(q_{2}, c_{3}, q_{3}\right)$.

The following result, whose proof is given in the appendix, states that the language accepted by the automaton constructed by using Algorithm 1 coincides with the one given by Definition 12.

Theorem 1 Let $M \in \operatorname{IOTS}(I, O$, Ports $)$ and $k \geq 0$. We have that $L_{k}^{1}(M)=L\left(\mathcal{M}_{a}(M, k)\right)$.

Note that the above result shows that if $M$ is finite then we can construct a finite automaton that recognises $L_{k}^{1}(M)$ and so a number of important problems will be decidable.

## B. Decision problems and their complexity

We now explore two complexity problems associated with a conformance relation. As previously noted, when we reason about complexity we restrict attention to the case where the models are finite since almost all decision problems are trivially undecidable when we allow models to be infinite. First, we formally define the notions of membership and correctness in our framework.

Definition 14 Let $M \in \operatorname{IOTS}(I, O$, Ports) be a finite IOTS, $\sigma \in \mathcal{A}$ ct $^{*}$ be a sequence of actions, $d$ be a metric, and $k \geq 0$. The corresponding membership problem is to decide whether there is some $\sigma^{\prime} \in L(M)$ such that $\sigma^{\prime} \sim \sigma$ and $d\left(\sigma, \sigma^{\prime}\right) \leq k$. If there is such a $\sigma^{\prime}$ then we say that $\sigma$ is allowed by $M$ given $d$ and $k$.

Let $M, N \in \operatorname{IOTS}(I, O, \mathcal{P o r t s})$ be two finite IOTSS, $d$ be a metric, and $k \geq 0$. The corresponding correctness problem is to decide whether all $\sigma \in L(N)$ are allowed by $M$ given $d$ and $k$.

We now explore the correctness and membership problems and their complexity. Since this only makes sense in the context of finite models, throughout the rest of this section we assume that $M$ has finite sets of states, inputs, and outputs. We first give a result, whose proof is given in the appendix, regarding the size of $\mathcal{M}_{a}(M, k)$ and how it relates to the size of $M$.

Proposition 3 Let $M \in \operatorname{IOTS}(I, O$, Ports) be a finite IOTS and $k \geq 0$. We have that $\mathcal{M}_{a}(M, k)$ has $O\left(|T|^{2^{k}}\right)$ transitions, where $T$ is the finite set of transitions of $M$.

Since we have a bound on the number of transitions of the systems generated from $M$ and $k$, we can now explore complexity results, starting with the correctness problem. The proofs of the following four results are given in the appendix.

Theorem 2 Let $M, N \in \operatorname{IOTS}(I, O, \mathcal{P o r t s})$ be finite IOTSS and $k \geq 0$. The corresponding correctness problem, given $d^{1}$ and $k$, is in 2-EXPSPACE and is PSPACE-hard.

$$
\begin{aligned}
Q^{\prime}= & \left\{q^{1} \mid q \in Q\right\} \cup\left\{q^{2} \mid q \in Q\right\} \cup\left\{q_{t_{1} t_{2}} \mid \exists t_{1}=\left(q_{1}, a, q_{2}\right) \in T, t_{2}=\left(q_{2}, b, q_{3}\right) \in T: \operatorname{port}(a) \neq \operatorname{port}(b)\right\} \\
Q_{F}^{\prime}= & \left\{q^{1} \mid q \in Q_{F}\right\} \cup\left\{q^{2} \mid q \in Q_{F}\right\} \\
T^{\prime}= & \left\{\left(q_{1}^{1}, a, q_{2}^{1}\right) \mid\left(q_{1}, a, q_{2}\right) \in T\right\} \cup\left\{\left(q_{1}^{2}, a, q_{2}^{2}\right) \mid\left(q_{1}, a, q_{2}\right) \in T\right\} \cup \\
& \left\{\left(q_{1}^{1}, b, q_{t_{1} t_{2}}\right),\left(q_{t_{1} t_{2}}, a, q_{3}^{2}\right) \mid \exists q_{2} \in Q, t_{1}=\left(q_{1}, a, q_{2}\right) \in T, t_{2}=\left(q_{2}, b, q_{3}\right) \in T: \operatorname{port}(a) \neq \operatorname{port}(b)\right\}
\end{aligned}
$$

Fig. 4: Description of $Q^{\prime}, Q_{F}^{\prime}$ and $T^{\prime}$ in Definition 13

```
Algorithm Produce_ \(\mathcal{M}_{a}(M, k)\)
\(/ * M=\left(Q, Q_{F}, I, O, T, q_{i n}\right), M^{\prime}=\left(Q^{\prime}, Q_{F}^{\prime}, I, O, T^{\prime}, q_{i n}^{\prime}\right) * /\)
if \(k=1\) then
    \(Q^{\prime}:=\emptyset ; Q_{F}^{\prime}:=\emptyset ; T^{\prime}:=\emptyset ;\)
    foreach state \(q \in Q\) do
        \(Q^{\prime}:=Q^{\prime} \cup\left\{q^{1}, q^{2}\right\} ;\)
        /* \(q^{1}, q^{2}\) are fresh states*/
        if \(q \in Q_{F}\) then \(Q_{F}^{\prime}:=Q_{F}^{\prime} \cup\left\{q^{1}, q^{2}\right\}\);
    end
    \(q_{\text {in }}^{\prime}:=q_{\text {in }}^{1} ;\)
    foreach transition \(\left(q_{1}, a, q_{2}\right) \in T\) do
        \(T^{\prime}:=T^{\prime} \cup\left\{\left(q_{1}^{1}, a, q_{2}^{1}\right),\left(q_{1}^{2}, a, q_{2}^{2}\right)\right\}\)
    end
    foreach pair of transitions \(t=\left(q_{1}, a, q_{2}\right), t^{\prime}=\left(q_{2}, b, q_{3}\right) \in T\) with port \((a) \neq \operatorname{port}(b)\) do
        \(Q^{\prime}:=Q^{\prime} \cup\left\{q_{t t^{\prime}}\right\} ;\)
        \({ }^{*} q_{t t^{\prime}}\) is a fresh state*/
        \(T^{\prime}:=T^{\prime} \cup\left\{\left(q_{1}^{1}, b, q_{t t^{\prime}}\right),\left(q_{t t^{\prime}}, a, q_{3}^{2}\right)\right\} ;\)
    end
    return \(\left(M^{\prime}\right)\);
else
    return \(\left(\operatorname{Produce}{ }_{-} \mathcal{M}_{\mathrm{a}}\left(\operatorname{Produce} \mathcal{M}_{\mathrm{a}}(M, k-1), 1\right)\right) ;\)
end
```

Algorithm 1: Producing $\mathcal{M}_{a}(M, k)$ for $k>0$.

Note that, in contrast, the corresponding problem for dioco is undecidable [18]. Also note that there is a gap between the bounds in the above case; reducing this gap is a problem for future work. The gap between the upper and lower bounds in the above result comes from the fact that our representation of $L_{k}^{1}(M)$ has double exponential size; the (2-EXPSPACE) upper bound uses this but the lower bound does not assume that this is the most compact representation of $L_{k}^{1}(M)$. It should be possible to remove this gap between the upper and lower bounds if we can prove that we cannot represent $L_{k}^{1}(M)$ more compactly.

In practice, we might have a relatively small value of $k$. This would be the case, for example, if the local testers are close to being synchronised; we might know that there can only be a very small number of differences. As a result, we are interested in how solutions to the membership problem scale as $M$ and $\sigma$ grow but $k$ is bounded above (or, equivalently, if $k$ is fixed). We now therefore explore the complexity of the correctness problem for bounded $k$. The main observation is that for bounded $k$ we have that $\mathcal{M}_{a}(M, k)$ has size that is polynomial in the size of $M$ since we can fix $k$ to be the upper bound.

Theorem 3 Let $M, N \in \operatorname{IOTS}(I, O$, Ports) be finite IOTSS and $k \geq 0$. The corresponding bounded correctness problem, given $d^{1}$ and $k$, is PSPACE-complete.

Note that this is the same complexity as regular language inclusion. Next, we explore the complexity of the membership problem. Note that the membership problem is known to be NP-hard for dioco [19], a result we use in the proof of the following result.

Theorem 4 Let $M \in \operatorname{IOTS}(I, O$, Ports $)$ be a finite IOTS, $\sigma \in \mathcal{A c t}$ be a sequence of actions and $k \geq 0$. The problem of deciding whether $M$ has a trace $\sigma^{\prime} \sim \sigma$ such that $d^{1}\left(\sigma, \sigma^{\prime}\right) \leq$ $k$ is NP-complete.

Again, the problem becomes simpler if we bound $k$.

Theorem 5 Let $M \in \operatorname{IOTS}(I, O$, Ports) be a finite IOTS, $\sigma \in \mathcal{A}$ ct* $^{*}$ be a sequence of actions and $k \geq 0$. If we have an upper bound on $k$ then the problem of deciding whether $M$ has a trace $\sigma^{\prime} \sim \sigma$ such that $d^{1}\left(\sigma, \sigma^{\prime}\right) \leq k$ can be solved in polynomial time.


Fig. 5: Generation of $\mathcal{M}_{a}(M, 1)$ by Algorithm 1

## V. Placing a bound on the distance between EVENTS

In this section we introduce our second notion of distance and the associated conformance relation. In the new setting, the distance between two traces is equal to the maximum difference between the positions of each action in both traces.

Definition 15 Let $\sigma_{1}, \sigma_{2} \in \mathcal{A}$ ct ${ }^{*}$ be sequences of actions such that $\sigma_{1} \sim \sigma_{2}$. We define the distance $d^{2}$ between these two sequences as follows:

$$
d^{2}\left(\sigma_{1}, \sigma_{2}\right)=\max _{e \in E\left(\sigma_{1}\right)}\left\{\left|\operatorname{pos}_{\sigma_{1}}(e)-\operatorname{pos}_{\sigma_{2}}(e)\right|\right\}
$$

Given $1 \leq j \leq d^{2}\left(\sigma_{1}, \sigma_{2}\right)$, if $\operatorname{pos}_{\sigma_{1}}(e)-\operatorname{pos}_{\sigma_{2}}(e)=j$ then we say that $e \in E\left(\sigma_{1}\right)$ is $j$-early in $\sigma_{2}$ with respect to $\sigma_{1}$ and we also say that $e \in E\left(\sigma_{1}\right)$ is $j$-late in $\sigma_{1}$ with respect to $\sigma_{2}$.

Abusing the notation, we have that $d^{2}$ is defined over each equivalence class $[\sigma]$, that is, it induces a function $d_{\sigma}^{2}:[\sigma] \times$ $[\sigma] \longrightarrow \mathbf{N}$ in the obvious way and we will usually remove the $\sigma$ index.

Example 4 Consider the traces $\sigma_{1}=? i_{1}!o_{1} ? i_{2}!o_{1}!o_{2}$ and $\sigma_{2}=? i_{2}!o_{2} ? i_{1}!o_{1}!o_{1}$, where the index denotes the port at which the action is performed. We know that both traces have the same associated set of events (see Example 1). However, the positions of the events in each trace are different. For example, $\operatorname{pos}_{\sigma_{1}}\left(\left(? i_{1}, 1\right)\right)=1$ while $\operatorname{pos}_{\sigma_{2}}\left(\left(? i_{1}, 1\right)\right)=3$. We have that the biggest difference between the positions of events is equal to 3 (given by event $\left(!o_{2}, 1\right)$ ). Therefore, $d^{2}\left(\sigma_{1}, \sigma_{2}\right)=3$. In addition, we have that $\left(? i_{1}, 1\right)$ is 2-late in $\sigma_{2}$ with respect to $\sigma_{1}$ and $\left(!o_{2}, 1\right)$ is 3 -early in $\sigma_{2}$ with respect to $\sigma_{1}$.

Next we state that the previously defined notion induces a metric space on each equivalence class with respect to $\sim$ (the proof is in the appendix).

Proposition 4 Let $\sigma \in \mathcal{A c t *}$ be a sequence of actions. The pair $\left([\sigma], d^{2}\right)$ is a metric space.

Given an IOTS $M$ we can define the set of sequences that are within a certain distance of $M$.

Definition 16 Let $M \in \operatorname{IOTS}(I, O, \mathcal{P o r t s})$ and $k \geq 0$. We define the set $L_{k}^{2}(M) \subseteq \mathcal{A} c t^{*}$ as
$L_{k}^{2}(M)=\left\{\sigma \in \mathcal{A} c t^{*} \mid \exists \sigma^{\prime} \in L(M): \sigma^{\prime} \sim \sigma \wedge d^{2}\left(\sigma, \sigma^{\prime}\right) \leq k\right\}$
We have that $L_{k}^{2}(M)$ denotes the set of traces that are at distance at most $k$ from a trace of $M$. Note that $L_{0}^{2}(M)=$ $L(M)$.

Similar to before, we can now define the notion of a trace being allowed by the specification (for a given bound) and so a new conformance relation.

Definition 17 Let $M \in \operatorname{IOTS}(I, O$, Ports $), k \geq 0$, and $\sigma \in$ Act*. We say that $\sigma$ is allowed by $M$, given $d^{2}$ and $k$, if there is some trace $\sigma^{\prime} \in L(M)$ such that $\sigma^{\prime} \sim \sigma$ and $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq k$.

Definition 18 Let $M, N \in \operatorname{IOTS}(I, O, \mathcal{P o r t s})$ and $k \geq 0$. We write $N \operatorname{dioco}_{\mathrm{dis}}^{k} M$ if every trace $\sigma \in L_{\delta}(N)$ is allowed by $M$ given $d^{2}$ and $k$.

The following is immediate from the fact that a sequence $\sigma$ is allowed by $M$ given $k$ if and only if there is some trace $\sigma^{\prime} \in L(M)$ with $d^{2}\left(\sigma^{\prime}, \sigma\right) \leq k$.

Proposition 5 Let $M, N \in \operatorname{IOTS}(I, O$, Ports) and $k \geq 0$. We have that $N$ dioco $\mathbf{o}_{\text {dis }}^{k} M$ if and only if $L_{\delta}(N) \subseteq L_{k}^{2}(M)$.

## A. An IOTS that recognises $L_{k}^{2}(M)$

Given $M$, it is straightforward to construct an IOTS that accepts all traces within distance 1 of $L(M)$; for a pair $\left(\left(q_{1}, a, q_{2}\right),\left(q_{2}, b, q_{3}\right)\right)$ of consecutive transitions whose events are at different ports, we create a new state $q_{4}$ and transitions $\left(q_{1}, b, q_{4}\right),\left(q_{4}, a, q_{3}\right)$ to represent the possibility of the two


Fig. 6: An IOTS and one that includes all traces of distance at most 1
events being swapped. Naturally, state $q_{4}$ is not a final state since otherwise we would include $b$ as a possible trace. Figure 6 gives an example of the application of such a procedure and Algorithm 2 shows how one can implement this procedure.

Having shown how one can take an IOTS and construct an IOTS that accepts all traces within distance 1, it might seem that we can simply apply this procedure $k$ times. However, the following shows that this need not be sufficient.

Example 5 Consider $M$ whose language is the trace $\sigma_{1}=$ $a_{1} a_{2} a_{3}$, and all prefixes of this, and consider also the trace $\sigma_{2}=a_{3} a_{2} a_{1}$. It is clear that the distance between $\sigma_{1}$ and $\sigma_{2}$ is 2 . If we apply Algorithm 2 to $M$, to form $\mathcal{M}_{b}(M, 1)$, then we add the traces $a_{1} a_{3} a_{2}$ and $a_{2} a_{1} a_{3}$. However, if we apply Algorithm 2 to $\mathcal{M}_{b}(M, 1)$ then we add the traces $a_{3} a_{1} a_{2}$ and $a_{2} a_{3} a_{1}$, and so some traces at distance 2 from $\sigma_{1}$, but we do not obtain $\sigma_{2}$.

It is not too hard to see that, in the example, three applications of Algorithm 2 would have allowed us to obtain the trace $\sigma_{2}$. If we call the application of Algorithm 2 a step then the following result, whose proof is given in the appendix, gives an upper bound on the number of steps required.

Proposition 6 Let $\sigma_{1}, \sigma_{2}$ be such that $\sigma_{1} \sim \sigma_{2}$ and $d^{2}\left(\sigma_{1}, \sigma_{2}\right)=k$ for some $k \geq 0$. Then it is possible to rewrite $\sigma_{1}$ to $\sigma_{2}$ through at most $k \cdot(k+1)$ steps.

It might seem that we can just apply Algorithm 2 a total of $k \cdot(k+1)$ times. However, this might allow some events to be moved too far. In order to avoid this, in effect we will repeatedly apply Algorithm 2 but whenever we swap an event


Fig. 7: Generation of $\mathcal{M}_{b}(M, 1)$ by Algorithm 3
we update a label that tells us how far it has been swapped and we do not allow swaps that exceed the upper bound $k$. This idea is implemented in Algorithm 3.

Definition 19 Let $M \in \operatorname{IOTS}(I, O, \mathcal{P o r t s})$ and $k \geq$ 1. We say that $\mathcal{M}_{b}(M, k)$ is the IOTS returned by Produce_ $\mathcal{M}_{b}(M, k)$.

In order to prove that $L_{k}^{2}(M)$ is regular, it is enough to show that this set of traces coincides with the set of sequences recognised by the finite automaton produced from the original system after applying Algorithm 3. This is given by the following result, whose proof is a direct consequence of Proposition 6 and Algorithm 2.

Theorem 6 Let $M \in \operatorname{IOTS}(I, O$, Ports $)$. We have that $L_{k}^{2}(M)=L\left(\mathcal{M}_{b}(M, k)\right)$.

In Figures 7 and 8 we show applications of the algorithm, where redundant transitions, that is, transitions labelled by the same action and outgoing/reaching the same states, have been removed for clarity.

## B. Decision problems and their complexity

As before, we explore two complexity problems.

1) Deciding whether a sequence of actions $\sigma$ is allowed by $M$ given $k$ (a membership problem); deciding whether $\sigma$ is a member of the regular language $L_{k}^{2}(M)$.
2) Deciding whether $N$ is a correct implementation of $M$ given $k$; deciding whether $L_{\delta}(N)$ is a subset of the regular language $L_{k}^{2}(M)$.
A single step adds two transitions for every pair of consecutive transitions at different ports. Since we require at most
```
Algorithm Produce_ \(\mathcal{M}_{b}(M, 1) / * M=\left(Q, Q_{F}, I, O, T, q_{i n}\right), \mathcal{M}_{b}(M, 1)=\left(Q^{1}, Q_{F}^{1}, I, O, T^{1}, q_{i n}\right) * /\)
\(\mathcal{M}_{b}(M, 1) \leftarrow M\);
foreach \(\left(q, a, q^{\prime}\right),\left(q^{\prime}, b, q^{\prime \prime}\right) \in T\) with \(\operatorname{port}(a) \neq \operatorname{port}(b)\) do
    \(Q^{1} \leftarrow Q^{1} \cup\left\{q_{w}\right\} ;\)
    /* \(q_{w}\) is a fresh state */
    \(T^{1} \leftarrow T^{1} \cup\left\{\left(q, b, q_{w}\right),\left(q_{w}, a, q^{\prime \prime}\right)\right\} ;\)
end
return \(\left(\mathcal{M}_{b}(M, 1)\right)\);
```

Algorithm 2: Producing $\mathcal{M}_{b}(M, 1)$.

```
Algorithm Produce_ \(\mathcal{M}_{b}(M, k) / * M=\left(Q, Q_{F}, I, O, T, q_{i n}\right), \mathcal{M}_{b}(M, k)=\left(Q^{k}, Q_{F}^{k}, I, O, T^{k}, q_{i n}\right) * /\)
\(Q^{k} \leftarrow Q\);
\(Q_{F}^{k} \leftarrow Q_{F} ;\)
\(T^{k} \leftarrow\left\{\left(q,(a, 0), q^{\prime}\right) \mid\left(q, a, q^{\prime}\right) \in T\right\} ;\)
/*each transition has a different value of \(i\) */
for \(n=1\) to \(k \cdot(k+1)\) do
    foreach \(\left(q,\left(a, d_{a}\right), q^{\prime}\right),\left(q^{\prime},\left(b, d_{b}\right), q^{\prime \prime}\right) \in T^{k}\) with \(\operatorname{port}(a) \neq \operatorname{port}(b)\) do
        if \(\left|d_{b}-1\right| \leq k \wedge\left|d_{a}+1\right| \leq k\) then
            \(Q^{k} \leftarrow \bar{Q}^{k} \cup\left\{q_{w}\right\} ;\)
            \(/{ }^{*} q_{w}\) is a fresh state */
            \(T^{k} \leftarrow T^{k} \cup\left\{\left(q,\left(b, d_{b}-1\right), q_{w}\right),\left(q_{w},\left(a, d_{a}+1\right), q^{\prime \prime}\right)\right\} ;\)
        end
    end
end
\(T^{k} \leftarrow\left\{\left(q, a, q^{\prime}\right) \mid\left(q,\left(a, d_{a}\right), q^{\prime}\right) \in T^{k}\right\} ;\)
/*by construction, \(d_{a} \leq k\) */
\(\operatorname{return}\left(\mathcal{M}_{b}(M, k)\right)\);
```

Algorithm 3: Producing $\mathcal{M}_{b}(M, k)$
$k \cdot(k+1)$ steps, we obtain the following result that is similar to Proposition 3. The only difference between the proofs is that there are now $k \cdot(k+1)$ steps rather than $k$ steps.

Proposition 7 Let $M \in \operatorname{IOTS}(I, O$, Ports) be a finite IOTS and $k \geq 0$. We have that $\mathcal{M}_{b}(M, k)$ has $O\left(|T|^{2^{k \cdot(k+1)}}\right)$ transitions, where $T$ is the finite set of transitions of $M$.

We start by examining the correctness problem. The proof is similar to that of Theorem 2 and we omit it.

Theorem 7 Let $M, N \in \operatorname{IOTS}(I, O$, Ports) be finite IOTSS and $k \geq 0$. The corresponding correctness problem, given $d^{2}$ and $k$, is in 2-EXPSPACE and is PSPACE-hard.

In practice, we might have a relatively small value of $k$ and are interested in how solutions to the decision problems scale as $M$ and $\sigma$ grow. We now therefore explore the complexity of the correctness problem for bounded $k$. The main observation is that for bounded $k$ we have that $\mathcal{M}_{b}(M, k)$ has polynomial size. The proof is similar to that of Theorem 3 and we omit it.

Theorem 8 Let $M, N \in \operatorname{IOTS}(I, O$, Ports) be finite IOTSS and $k \geq 0$. The corresponding bounded correctness problem, given $d^{2}$ and $k$, is PSPACE-complete.

We now explore the complexity of the membership problem: that of checking whether an observation made is allowed (whether it is a trace of $\mathcal{M}_{b}(M, k)$ ). The proof is similar to that of Theorem 4 and we omit it.

Theorem 9 Let $M \in \operatorname{IOTS}(I, O, \mathcal{P o r t s})$ be a finite IOTS, $\sigma \in \mathcal{A c t}$ be a sequence of actions and $k \geq 0$. The problem of deciding whether $M$ has a trace $\sigma^{\prime} \sim \sigma$ such that $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq$ $k$ is NP-complete.

We now explore the complexity of the membership problem for bounded $k$ and show that this can be solved in polynomial time. Given a sequence of actions $\sigma$ we can place a partial order $\prec_{k}$ on the events in $E(\sigma)$, see Definition 6, such that $e^{i} \prec_{k} e^{j}$ if for all $\sigma^{\prime} \sim \sigma$ we have that if $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq k$ then $a^{i}$ must appear before $a^{j}$ in $\sigma^{\prime}$, where as usual $a^{x}$ is the action associated with the event $e^{x}$. This partial order induces the notions of ideal and antichain that we will use in the proof of our result. Note that we use events, instead of actions, to deal with different occurrences of the same action in a sequence.

Definition 20 Let $\sigma=a^{1} \ldots a^{n} \in \mathcal{A c t}{ }^{*}$ be a sequence of actions and $k \geq 0$. We define the relation $\prec_{k}$ over $E(\sigma)$ so that $e^{i} \prec_{k} e^{j}$ if and only if one of the following holds.

1) $a^{i}$ and $a^{j}$ are at the same port and $i<j$;


Fig. 8: Generation of part of $\mathcal{M}_{b}(M, 2)$ by Algorithm 3
2) $a^{i}$ and $a^{j}$ are at different ports and $j-i \geq 2 \cdot k$.

Let $E \subseteq E(\sigma)$ be a subset of events. We say that $E$ is downwardly closed if whenever we have that $e \in E$ and $e^{\prime} \prec_{k}$ $e$ we also have that $e^{\prime} \in E$. In this case we say that $E$ is an ideal.

Let $E \subseteq E(\sigma)$ be a subset of events. We say that $E$ is an anti-chain if there do not exist $e, e^{\prime} \in E$ such that $e \prec_{k} e^{\prime}$.

Let $E \subseteq E(\sigma)$ be a subset of events. We say that an event $e \in E$ is maximal in $E$ if there is no $e^{\prime} \in E$ such that $e \prec_{k} e^{\prime}$.

The first condition in the definition of $\prec_{k}$ corresponds to the requirement that we only consider traces with the same projections; if two actions are at the same port then their relative order must be preserved. The second condition corresponds to the constraint introduced by $k$ : at most $a_{i}$ can be delayed by $k$ and $a_{j}$ brought forward by $k$ and so if the differences in position is $2 \cdot k$ or above then they cannot be swapped in forming $\sigma^{\prime}$ with $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq k$. Note that $\sigma$ is an implicit parameter of $\prec_{k}$ but we omit it in order to avoid overloading the notation.

We now show how we can construct an IOTS $\mathcal{M}_{b}(\sigma, k)$ that recognises all sequences within distance $k$ of $\sigma$ (according to $\left.d^{2}\right)$. The key point is that if $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq k$ then the partial order $\prec_{k}$ must be a subset of the order in $\sigma^{\prime}$ and so all prefixes of $\sigma^{\prime}$ must also be consistent with $\prec_{k}$. Thus, if $\sigma^{\prime \prime}$ is a prefix of $\sigma^{\prime}$ and $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq k$ then the elements of $E\left(\sigma^{\prime \prime}\right)$ must be downwardly closed under $\prec_{k}$.

Definition 21 Let $\sigma \in \mathcal{A c t *}$ be a sequence of actions and $k \geq 0$. We denote by $\mathcal{M}_{b}(\sigma, k)$ the IOTS $\left(Q, q_{0}, E(\sigma), T, F\right)$ such that the state set $Q$ is the set of downwardly closed (under $\prec_{k}$ ) subsets of $E(\sigma), q_{0}=\{ \}$ is the initial state, the only final state is $E(\sigma)$, and $\left(q, a, q^{\prime}\right)$ is a transition if and only if $e \in E(\sigma) \backslash q, q^{\prime}=q \cup\{e\}$ and $e=(a, j)$ for some $j \in \boldsymbol{N}$.

Note that given two sequences such that $\sigma \sim \sigma^{\prime}$, we have $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq k$ if and only if $\sigma^{\prime} \in L\left(\mathcal{M}_{b}(\sigma, k)\right)$. The following example shows the construction of finite automata, for different values of $k$, for a given trace.

Example 6 Consider the trace $\sigma=? i_{1}!o_{1} ? i_{2}!o_{1}!o_{2}$ and its set of events $E(\sigma)=\left\{\left(? i_{1}, 1\right),\left(!o_{1}, 1\right),\left(? i_{2}, 1\right),\left(!o_{1}, 2\right),\left(!o_{2}, 1\right)\right\}$ given in Example 1. The ideals of $E(\sigma)$ for $\prec_{0}$ are:

$$
\begin{aligned}
& \mathcal{I}_{0}=\emptyset \\
& \mathcal{I}_{1}=\left\{\left(? i_{1}, 1\right)\right\} \\
& \mathcal{I}_{2}=\left\{\left(? i_{1}, 1\right),\left(!o_{1}, 1\right)\right\} \\
& \mathcal{I}_{3}=\left\{\left(? i_{1}, 1\right),\left(!o_{1}, 1\right),\left(? i_{2}, 1\right)\right\} \\
& \mathcal{I}_{4}=\left\{\left(? i_{1}, 1\right),\left(!o_{1}, 1\right),\left(? i_{2}, 1\right),\left(!o_{1}, 2\right)\right\} \\
& \mathcal{I}_{5}=\left\{\left(? i_{1}, 1\right),\left(!o_{1}, 1\right),\left(? i_{2}, 1\right),\left(!o_{1}, 2\right),\left(!o_{2}, 1\right)\right\}
\end{aligned}
$$

and $\mathcal{M}_{b}(\sigma, 0)$ can be found in Figure 9 (left). The ideals of $E(\sigma)$ for $\prec_{1}$ are the previous ones plus the next ones:

$$
\begin{aligned}
& \mathcal{I}_{6}=\left\{\left(? i_{1}, 1\right),\left(? i_{2}, 1\right)\right\} \\
& \mathcal{I}_{7}=\left\{\left(? i_{1}, 1\right),\left(!o_{1}, 1\right),\left(!o_{1}, 2\right)\right\} \\
& \mathcal{I}_{8}=\left\{\left(? i_{1}, 1\right),\left(!o_{1}, 1\right),\left(? i_{2}, 1\right),\left(!o_{2}, 1\right)\right\}
\end{aligned}
$$

and $\mathcal{M}_{b}(\sigma, 1)$ can be found in Figure 9 (center). Finally, the ideals of $E(\sigma)$ for $\prec_{2}$ are the previous ones plus the next ones:

$$
\mathcal{I}_{9}=\left\{\left(? i_{2}, 1\right)\right\} \quad \mathcal{I}_{10}=\left\{\left(? i_{1}, 1\right),\left(? i_{2}, 1\right),\left(!o_{2}, 1\right)\right\}
$$

and $\mathcal{M}_{b}(\sigma, 2)$ can be found in Figure 9 (right).
We now consider the complexity of the membership problem if we bound $k$. The proof of the following two results are given in the appendix.

Theorem 10 Let $M \in \operatorname{IOTS}(I, O$, Ports) be a finite IOTS, $\sigma \in \mathcal{A c t}^{*}$ be a sequence of actions and $k \geq 0$. If we have an


Fig. 9: $\mathcal{M}_{b}(\sigma, 0), \mathcal{M}_{b}(\sigma, 1)$, and $\mathcal{M}_{b}(\sigma, 2)$ for $\sigma=? i_{1}!o_{1} ? i_{2}!o_{1}!o_{2}$
upper bound on $k$ then the problem of deciding whether $M$ has a trace $\sigma^{\prime} \sim \sigma$ such that $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq k$ can be solved in polynomial time.

Interestingly, the problem can also be solved in polynomial time if we have an upper bound on the number of ports.

Theorem 11 Let $M \in \operatorname{IOTS}(I, O$, Ports $)$ be a finite IOTS, $\sigma \in \mathcal{A c t}{ }^{*}$ be a sequence of actions and $k \geq 0$. If we have an upper bound on the number of ports then the problem of deciding whether $M$ has a trace $\sigma^{\prime} \sim \sigma$ such that $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq$ $k$ can be solved in polynomial time.

## VI. Conclusions and future work

The study of conformance relations in the distributed testing architecture carries additional complications that must be solved. A liberal interpretation is that as long as an observed trace is a permutation of a trace of the specification, that has the same projections at the ports, then we cannot claim that we found an error. The underlying assumption is that since the local testers do not synchronise during testing, it is impossible to determine the relative order of events observed at different ports. However, there are situations in which this assumption does not hold: there can be events $e^{1}$ and $e^{2}$ at different ports where, after testing, one can determine that $e^{1}$ occurred before $e^{2}$. In such situations, classical conformance relations for distributed testing are too weak: they can claim that an IOTS $N$ is correct with respect to specification IOTS $M$ in situations in which $N$ is not a correct implementation of $M$. To see this, let us suppose that the SUT produces
trace $!o_{3}!o_{2}!o_{1}$, the specified trace is $!o_{1}!o_{2}!o_{3}$, and the $!o_{i}$ are at different ports. This is acceptable under the standard conformance relation for distributed testing; these two traces are observationally equivalent since we cannot determine the relative order in which the $!_{i}$ were observed. However, in this case we observe a failure if, for example, the trace of the implementation is only allowed to differ from a trace of the specification through at most one swap of adjacent events.

In this paper, we addressed this problem by introducing conformance relations that use notions of distance. The essential idea is that even if trace $\sigma_{1}$ of the SUT and a trace $\sigma_{2}$ of the specification are observationally equivalent ( $\sigma_{1} \sim \sigma_{2}$ ), they can be distinguished during testing if the distance between $\sigma_{1}$ and $\sigma_{2}$ is greater than some given value $k$. The motivation is that if the two traces are too different then it will be possible to distinguish them in distributed testing. For example, we should be able to distinguish between one process that outputs ! $o_{1}$ repeatedly for two days before output $!o_{2}$ at a different port and another process that first outputs $!o_{2}$ before outputting $!o_{1}$ for two days. This is despite these traces being observationally equivalent under $\sim$ due to them having the same local projections.

We considered two possible metrics and for each we defined new conformance relations and studied the computational complexity of the main decision problems: determining whether a trace is allowed by the specification (a membership/oracle problem) and deciding whether an IOTS $N$ is a correct implementation of a specification IOTS $M$ (a correctness problem). In classical distributed testing the membership problem is NP-complete and the correctness
problem is undecidable. The two conformance relations given in this paper had similar complexity results and, similar to the classical case, we found that the membership problem is NPcomplete. However, unlike the classical case the correctness problem is decidable: it is PSPACE-hard and in 2-EXPSPACE. It transpired that if we fix, or bound above, the value $k$ used then the membership problem is polynomial time solvable and the correctness problem is PSPACE-complete. For the bounded case, these results are equivalent to the corresponding problems for centralised testing.

There is the interesting question as to when an conformance relation might be used and this is likely to depend on properties of the SUT and test infrastructure. For example, we might know that the local testers have clocks that are sufficiently close to being synchronised that the order derived from timestamps will only very rarely be wrong. In such cases, we would have reason to bound the number of swaps of adjacent events, and so we might use our first conformance relation. A bound might be derived using a probabilistic argument and is likely to depend on the test sequence length. Alternatively, if events during testing occur at roughly regular intervals and we have a bound on the differences between the local clocks then we could derive a bound for use with our second conformance relation. Let us suppose, for example, that the gap between adjacent events is approximately one millisecond and that the local clocks are known to differ by at most two milliseconds ${ }^{2}$. We might then conclude, for example, that the difference between the actual position of an event and the estimated position is at most three milliseconds. As noted, the bounds used are likely to depend on properties of the SUT but might also depend on the test case used and how this is applied. If the local testers can communicate then it may well be possible to design an approach in which the exchange of synchronisation messages is used to ensure that a relatively low value for a bound can be used.

We contemplate three main lines of future work in addition to that described above. First, we would like to study other metrics and compare their properties concerning which systems are conforming to a given specification. Second, we would like to complete our study on the computational complexity of certain problems so that we can close the gap in the bounds presented in this paper. Finally, we would like to study test derivation to provide sound and complete test suites. The starting point is our previous test derivation algorithms in the distributed architecture for controllable test cases [24], [26]. However, our preliminary exploration shows that the extension to remove the controllability restriction is not easy. We are also exploring the possibility of reducing test generation for bounded versions of dioco to test generation and application in the non-distributed setting. Intuitively, we should consider suitable permutations of the sequences that the specification can perform.
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## Appendix

## Proofs of main results

Proposition 1 Let $\sigma \in \mathcal{A c t} t^{*}$ be a sequence of actions. The pair $\left([\sigma], d^{1}\right)$ is a metric space.

Proof: Given $\sigma_{1}, \sigma_{2}, \sigma_{3} \in[\sigma]$ we have to prove the following conditions.

1) $d^{1}\left(\sigma_{1}, \sigma_{2}\right) \geq 0$. Trivial.
2) $d^{1}\left(\sigma_{1}, \sigma_{2}\right)=0$ if and only if $\sigma_{1}=\sigma_{2}$. Also trivial.
3) $d^{1}\left(\sigma_{1}, \sigma_{2}\right)=d^{1}\left(\sigma_{2}, \sigma_{1}\right)$. It is clear that the minimum number of swaps between events to transform $\sigma_{2}$ into $\sigma_{1}$ is equal to the minimum number required to transform $\sigma_{1}$ into $\sigma_{2}$.
4) $d^{1}\left(\sigma_{1}, \sigma_{2}\right) \leq d^{1}\left(\sigma_{1}, \sigma_{3}\right)+d^{1}\left(\sigma_{3}, \sigma_{2}\right)$. We will prove this by contradiction, assuming that $d^{1}\left(\sigma_{1}, \sigma_{2}\right)>$ $d^{1}\left(\sigma_{1}, \sigma_{3}\right)+d^{1}\left(\sigma_{3}, \sigma_{2}\right)$. In this case, we can transform $\sigma_{1}$ into $\sigma_{3}$ and then $\sigma_{3}$ into $\sigma_{2}$ and this can be done with $d^{1}\left(\sigma_{1}, \sigma_{3}\right)+d^{1}\left(\sigma_{3}, \sigma_{2}\right)$ swaps. This number is smaller than $d^{1}\left(\sigma_{1}, \sigma_{2}\right)$ and, by definition, $d^{1}\left(\sigma_{1}, \sigma_{2}\right)$ is the smallest number of swaps we must perform to obtain $\sigma_{2}$ from $\sigma_{1}$. We thus obtain a contradiction as required.

Theorem 1 Let $M \in \operatorname{IOTS}(I, O, \mathcal{P}$ orts $)$ and $k \geq 0$. We have that $L_{k}^{1}(M)=L\left(\mathcal{M}_{a}(M, k)\right)$.

Proof: The proof will be by induction on $k$. The result holds immediately for the base case $k=0$ since, by definition, $\mathcal{M}_{a}(M, 0)=M$ and $L_{0}^{1}(M)=L(M)$.

We now consider the inductive case and assume that the result holds for all values less than $k, k>0$, and we are required to prove that the result holds for $k$.

We first prove the left to right inclusion. Let $\sigma$ be a trace of $L_{k}^{1}(M)$. If $\sigma \in L_{k-1}^{1}(M)$ then the result follows immediately from the inductive hypothesis. Now assume that $\sigma \notin L_{k-1}^{1}(M)$. By definition, we have that there exists a trace $\sigma^{\prime} \in L_{k-1}^{1}(M)$ such that $\sigma^{\prime} \sim \sigma$ and $d^{1}\left(\sigma, \sigma^{\prime}\right) \leq 1$. By the inductive hypothesis, $\sigma^{\prime} \in L\left(\mathcal{M}_{a}(M, k-1)\right)$. Thus, there exists a path in $\mathcal{M}_{a}(M, k-1)$ from the initial state that reaches a final state and has label $\sigma^{\prime}$. By the construction of $\mathcal{M}_{a}(M, k)$ there also exists a path labelled by $\sigma^{\prime}$ in $\mathcal{M}_{a}(M, k)$. In this path we only have two consecutive transitions labelled by two actions that are exchanged with respect to $\sigma$. We replace these transitions by the new transitions generated in the construction of $\mathcal{M}_{a}(M, k)$ that represent the events being swapped; this is allowed since the events must have been at different ports. In this way, we obtain a path in $\mathcal{M}_{a}(M, k)$ labelled by $\sigma$ that reaches a final state. Therefore, we have that $\sigma \in L\left(\mathcal{M}_{a}(M, k)\right)$ as required.

Now we prove the right to left inclusion. Let $\sigma$ be a trace of $L\left(\mathcal{M}_{a}(M, k)\right)$. Therefore, there exists a trace of $\mathcal{M}_{a}(M, k)$ labelled by $\sigma$ that reaches a final state. If $\sigma$ is a trace of $\mathcal{M}_{a}(M, k-1)$ then the result follows immediately from the inductive hypothesis. Otherwise, by the definition of $\mathcal{M}_{a}(M, k)$ we have that $\mathcal{M}_{a}(M, k-1)$ has transitions $t=\left(q_{1}, a, q_{2}\right)$ and $t^{\prime}=\left(q_{2}, b, q_{3}\right)$ with $\operatorname{port}(a) \neq \operatorname{port}(b)$ such that
$\mathcal{M}_{a}(M, k)$ has a path of the form $\rho_{1}\left(q_{1}^{1}, b, q_{t t^{\prime}}\right)\left(q_{t t^{\prime}}, a, q_{3}^{2}\right) \rho_{2}$ whose label is $\sigma$. Further, $\rho_{1}$ is equivalent to a path of $\mathcal{M}_{a}(M, k-1)$ from the initial state (once states are relabelled) and $\rho_{2}$ is equivalent to a path of $\mathcal{M}_{a}(M, k-1)$ from state $q_{3}$ (once states are relabelled). Thus, we have that $\operatorname{label}\left(\rho_{1}\right)$ a $b \operatorname{label}\left(\rho_{2}\right) \in L\left(\mathcal{M}_{a}(M, k-1)\right)$. By the inductive hypothesis, $\operatorname{label}\left(\rho_{1}\right)$ a $b \operatorname{label}\left(\rho_{2}\right) \in L_{k-1}^{1}(M)$. The result now follows from $a$ and $b$ being at different ports, the definition of $L_{k}^{1}(M)$ and by taking into account that $L_{k}^{1}(M)$ is equal to

$$
\begin{gathered}
L_{k-1}^{1}(M) \\
\left\{\sigma_{1} b a \sigma_{2} \mid \sigma_{1} a b \sigma_{2} \in L_{k-1}^{1}(M) \wedge \operatorname{port}(a) \neq \operatorname{port}(b)\right\}
\end{gathered}
$$

Proposition 3 Let $M \in \operatorname{IOTS}(I, O$, Ports $)$ be a finite IOTS and $k \geq 0$. We have that $\mathcal{M}_{a}(M, k)$ has $O\left(|T|^{2^{k}}\right)$ transitions, where $T$ is the finite set of transitions of $M$.

Proof: Let $T_{k}$ be the transition set of $\mathcal{M}_{a}(M, k)$ and $T_{k-1}$ be the transition set of $\mathcal{M}_{a}(M, k-1)$. The reasoning is essentially inductive: we observe that in building $\mathcal{M}_{a}(M, k)$ we include two copies of each transition of $\mathcal{M}_{a}(M, k-1)$ and also every pair of consecutive transitions $t$ and $t^{\prime}$ has the potential to be replicated (if the events are at different ports). Since $\left|T_{k-1}\right|^{2}$ provides an upper bound on the number of pairs of successive transitions in $\mathcal{M}_{a}(M, k-1)$, and at most two transitions are added for each such pair, we have that

$$
\left|T_{k}\right| \leq 2 \cdot\left|T_{k-1}\right|+2 \cdot\left|T_{k-1}\right|^{2}
$$

Since the quadratic term dominates we have that

$$
\left|T_{k}\right|=O\left(\left|T_{k-1}\right|^{2}\right)
$$

and so the result follows by a simple inductive argument.
Theorem 2 Let $M, N \in \operatorname{IOTS}(I, O$, Ports) be finite IOTSs and $k \geq 0$. The corresponding correctness problem, given $d^{1}$ and $k$, is in 2-EXPSPACE and is PSPACE-hard.

Proof: The correctness problem reduces to deciding whether $L_{\delta}(N) \subseteq L_{k}^{1}(M)$ and so $L_{\delta}(N) \subseteq L\left(\mathcal{M}_{a}(M, k)\right)$. This is an instance of the PSPACE-complete regular language inclusion problem in which $\mathcal{M}_{a}(M, k)$ has size that is double-exponential. Since regular language inclusion is in PSPACE [14], this shows that the correctness problem is in 2-EXPSPACE.

The problem being PSPACE-hard follows immediately from the fact that if we set $k=0$ then we can capture all instances of the PSPACE-complete regular language inclusion problem.

Theorem 3 Let $M, N \in \operatorname{IOTS}(I, O$, Ports $)$ be finite IOTSS and $k \geq 0$. The corresponding bounded correctness problem, given $d^{1}$ and $k$, is PSPACE-complete.

Proof: Again, the correctness problem reduces to deciding whether $L_{\delta}(N) \subseteq L\left(\mathcal{M}_{a}(M, k)\right)$. This is an instance of the PSPACE-complete regular language inclusion problem and the size of $\mathcal{M}_{a}(M, k)$ is bounded above by a polynomial in terms of the size of $M$. The problem is thus in PSPACE.

The problem being PSPACE-hard again follows immediately from the case $k=0$ and the regular language inclusion problem being PSPACE-complete.

Theorem 4 Let $M \in \operatorname{IOTS}(I, O$, Ports $)$ be a finite IOTS, $\sigma \in \mathcal{A} c t^{*}$ be a sequence of actions and $k \geq 0$. The problem of deciding whether $M$ has a trace $\sigma^{\prime} \sim \sigma$ such that $d^{1}\left(\sigma, \sigma^{\prime}\right) \leq$ $k$ is NP-complete.

Proof: We first prove that the problem is in NP. A nondeterministic Turing machine can guess a sequence of at most $k$ swaps to form a trace $\sigma^{\prime}$. It then simply checks whether $\sigma^{\prime}=\sigma$. This process can be performed in polynomial time and so the problem is in NP.

We now prove that the problem is NP-hard. Given trace $\sigma$ of length $\ell$, it is straightforward to see that $\ell^{\ell}$ provides an upper bound on the size of $[\sigma]$ and thus on $d^{1}\left(\sigma, \sigma^{\prime}\right)$ for $\sigma^{\prime} \sim \sigma$. Thus, if we set $k=\ell^{\ell}$ then the membership problem for $M, k$ and $\sigma$ is exactly that of deciding whether there is some $\sigma^{\prime} \sim \sigma$ such that $\sigma^{\prime} \in L(M)$. However, the problem of deciding whether there is some $\sigma^{\prime} \sim \sigma$ such that $\sigma^{\prime} \in L(M)$ is NP-hard [19]. Since $\ell^{\ell}$ can be stored in polynomial space, taking into account that $O\left(\log _{2}\left(\ell^{\ell}\right)\right)=O\left(\ell \cdot \log _{2}(\ell)\right)$, if we can solve the membership problem for bounded $k$ in polynomial time then we have a polynomial time solution to the NP-hard problem of deciding whether there is some $\sigma^{\prime} \sim \sigma$ such that $\sigma^{\prime} \in L(M)$. The result therefore follows.
Theorem 5 Let $M \in \operatorname{IOTS}(I, O$, Ports) be a finite IOTS, $\sigma \in \mathcal{A} c t^{*}$ be a sequence of actions and $k \geq 0$. If we have an upper bound on $k$ then the problem of deciding whether $M$ has a trace $\sigma^{\prime} \sim \sigma$ such that $d^{1}\left(\sigma, \sigma^{\prime}\right) \leq k$ can be solved in polynomial time.

Proof: As before, since we have an upper bound on $k$, the size of $\mathcal{M}_{a}(M, k)$ is polynomial in terms of the size of $M$. Thus, the membership problem reduces to that of deciding whether $\sigma \in L\left(\mathcal{M}_{a}(M, k)\right)$ for a finite automaton $\mathcal{M}_{a}(M, k)$ of polynomial size. The result now follows from there being polynomial time solutions to the problem of deciding whether a word is recognised by a finite automaton [30].

Proposition 4 Let $\sigma \in \mathcal{A c t}$ be a sequence of actions. The pair $\left([\sigma], d^{2}\right)$ is a metric space.

Proof: Given $\sigma_{1}, \sigma_{2}, \sigma_{3} \in[\sigma]$ we must prove that the following four conditions hold in order to ensure that $d^{2}$ is indeed a distance.

1) $d^{2}\left(\sigma_{1}, \sigma_{2}\right) \geq 0$. Trivial because we compute the maximum of non-negative numbers.
2) $d^{2}\left(\sigma_{1}, \sigma_{2}\right)=0$ if and only if $\sigma_{1}=\sigma_{2}$. We have that $d^{2}\left(\sigma_{1}, \sigma_{2}\right)=0$ if and only if $\forall e \in E\left(\sigma_{1}\right): \mid \operatorname{pos}_{\sigma_{1}}(e)-$ $\operatorname{pos}_{\sigma_{2}}(e) \mid=0$. The previous statement is equivalent to having that $\forall e \in E\left(\sigma_{1}\right): \operatorname{pos}_{\sigma_{1}}(e)=\operatorname{pos}_{\sigma_{2}}(e)$ and this is trivially equivalent to having $\sigma_{1}=\sigma_{2}$.
3) $d^{2}\left(\sigma_{1}, \sigma_{2}\right)=d^{2}\left(\sigma_{2}, \sigma_{1}\right)$. Trivial because $\forall e \in E\left(\sigma_{1}\right)$ : $\left|\operatorname{pos}_{\sigma_{1}}(e)-\operatorname{pos}_{\sigma_{2}}(e)\right|=\left|\operatorname{pos}_{\sigma_{2}}(e)-\operatorname{pos}_{\sigma_{1}}(e)\right|$.
4) $d^{2}\left(\sigma_{1}, \sigma_{2}\right) \leq d^{2}\left(\sigma_{1}, \sigma_{3}\right)+d^{2}\left(\sigma_{3}, \sigma_{2}\right)$. Let $e^{m} \in E\left(\sigma_{1}\right)$ be an event such that $d^{2}\left(\sigma_{1}, \sigma_{2}\right)=\mid \operatorname{pos}_{\sigma_{1}}\left(e^{m}\right)-$ $\operatorname{pos}_{\sigma_{2}}\left(e^{m}\right) \mid$. Without loss of generality, let us suppose that $\operatorname{pos}_{\sigma_{1}}\left(e^{m}\right) \leq \operatorname{pos}_{\sigma_{2}}\left(e^{m}\right)$ (the other case is symmetric). Then, one of the following holds:

$$
\text { - } \operatorname{pos}_{\sigma_{3}}\left(e^{m}\right) \leq \operatorname{pos}_{\sigma_{1}}\left(e^{m}\right) \text { and } \operatorname{pos}_{\sigma_{3}}\left(e^{m}\right) \leq
$$

$\operatorname{pos}_{\sigma_{2}}\left(e^{m}\right)$. In this case we have:

$$
\begin{aligned}
d^{2}\left(\sigma_{1}, \sigma_{2}\right) & \leq\left|\operatorname{pos}_{\sigma_{3}}\left(e^{m}\right)-\operatorname{pos}_{\sigma_{2}}\left(e^{m}\right)\right| \\
& \leq d^{2}\left(\sigma_{3}, \sigma_{2}\right) \\
& \leq d^{2}\left(\sigma_{1}, \sigma_{3}\right)+d^{2}\left(\sigma_{3}, \sigma_{2}\right)
\end{aligned}
$$

- $\operatorname{pos}_{\sigma_{3}}\left(e^{m}\right) \geq \operatorname{pos}_{\sigma_{1}}\left(e^{m}\right)$ and $\operatorname{pos}_{\sigma_{3}}\left(e^{m}\right) \geq$ $\operatorname{pos}_{\sigma_{2}}\left(e^{m}\right)$. In this case we have:

$$
\begin{aligned}
d^{2}\left(\sigma_{1}, \sigma_{2}\right) & \leq\left|\operatorname{pos}_{\sigma_{3}}\left(e^{m}\right)-\operatorname{pos}_{\sigma_{1}}\left(e^{m}\right)\right| \\
& \leq d^{2}\left(\sigma_{1}, \sigma_{3}\right) \\
& \leq d^{2}\left(\sigma_{1}, \sigma_{3}\right)+d^{2}\left(\sigma_{3}, \sigma_{2}\right)
\end{aligned}
$$

- $\operatorname{pos}_{\sigma_{1}}\left(e^{m}\right) \geq \operatorname{pos}_{\sigma_{3}}\left(e^{m}\right) \geq \operatorname{pos}_{\sigma_{2}}\left(e^{m}\right)$. In this case we have:

$$
\begin{aligned}
d^{2}\left(\sigma_{1}, \sigma_{2}\right)= & \left|\operatorname{pos}_{\sigma_{1}}\left(e^{m}\right)-\operatorname{pos}_{\sigma_{3}}\left(e^{m}\right)\right| \\
& \left|\operatorname{pos}_{\sigma_{3}}\left(e^{m}\right)-\operatorname{pos}_{\sigma_{2}}\left(e^{m}\right)\right| \\
\leq & d^{2}\left(\sigma_{1}, \sigma_{3}\right)+d^{2}\left(\sigma_{3}, \sigma_{2}\right)
\end{aligned}
$$

Proposition 6 Let $\sigma_{1}, \sigma_{2}$ be such that $\sigma_{1} \sim \sigma_{2}$ and $d^{2}\left(\sigma_{1}, \sigma_{2}\right)=k$ for some $k \geq 0$. Then it is possible to rewrite $\sigma_{1}$ to $\sigma_{2}$ through at most $k \cdot(k+1)$ steps.

Proof: We will use proof by induction on $k$. The result clearly holds for the base case $k=0$ since we then have that $\sigma_{1}=\sigma_{2}$.

Inductive hypothesis: $k>0$ and the result holds for all distances less than $k$. Now consider $\sigma_{1}, \sigma_{2}$ such that $\sigma_{1} \sim \sigma_{2}$ and $d^{2}\left(\sigma_{1}, \sigma_{2}\right)=k$. Let $\sigma_{1}=a^{1} \ldots a^{n}$.

Let us suppose that one or more elements of $\sigma_{1}$ are $k$-early. We find all $a^{i}$ such that: $a^{i}$ is $k$-early and $a^{i+1}$ is not $k$ early. Clearly, if one or more elements of $\sigma_{1}$ are $k$-early then there must be some such $a^{i}$. Given such an $a^{i}, a^{i+1}$ cannot be $(k-1)$-early since otherwise we would have that $a^{i}$ and $a^{i+1}$ correspond to the same element of $\sigma_{2}$, which is not possible. Thus, we have that $a^{i+1}$ is not $k$-early and also is not $k-1$ early. Thus, if we apply the swap $a^{i} a^{i+1} \rightarrow a^{i+1} a^{i}$ in $\sigma_{1}$ then we obtain a sequence in which the number of letters that are $k$-early is reduced and the number of letters that are $k$-late does not change. Further, we can apply this process to all such $a^{i}$ ( $a^{i}$ is $k$-early and $a^{i+1}$ is not $k$-early) at the same time in one step. Since continuous blocks of elements in $\sigma_{1}$ that are $k$-early cannot have length greater than $k$, we can repeat this process at most $k$ times (at most $k$ steps) to obtain a word $\sigma_{3}$ in which no letters are $k$-early.

Now consider any letters of $\sigma_{3}$ that are $k$-late. Similar to before, we can find all $a^{i}$ such that: $a^{i}$ is $k$-late and $a^{i-1}$ is not $k$-late. Using similar reasoning to the above case, $a^{i-1}$ cannot be ( $k-1$ )-late. Thus, if we apply the swap $a^{i-1} a^{i} \rightarrow a^{i} a^{i-1}$ in $\sigma_{3}$ then we obtain a sequence in which the number of letters that are $k$-late is reduced and the number of letters that are $k$-early does not change. Further, we can apply this process to all such $a^{i}$ ( $a^{i}$ is $k$-late and $a^{i-1}$ is not $k$-late) at the same time in one step. Since continuous blocks of elements in $\sigma_{1}$ that are $k$-late cannot have length greater than $k$, we can repeat this process at most $k$ times to obtain a word $\sigma_{4}$ in which no letters are $k$-late or $k$-early.

We now observe that $\sigma_{4} \sim \sigma_{2}$ and $d^{2}\left(\sigma_{4}, \sigma_{2}\right)<k$. We can now apply the inductive hypothesis, to $\sigma_{4}$ and $\sigma_{2}$, and this
tells us that it is possible to rewrite $\sigma_{4}$ to $\sigma_{2}$ through at most $(k-1) \cdot(k-1+1)=k \cdot(k-1)$ steps. Thus, since it is possible to rewrite $\sigma_{1}$ to $\sigma_{4}$ in at most $2 \cdot k$ steps, the total number of steps required to rewrite $\sigma_{1}$ to $\sigma_{2}$ is at most $k \cdot(k-1)+2 \cdot k$ and this is equal to $k \cdot(k+1)$. The result thus follows.
Theorem 10 Let $M \in \operatorname{IOTS}(I, O$, Ports $)$ be a finite IOTS, $\sigma \in \mathcal{A c t}{ }^{*}$ be a sequence of actions and $k \geq 0$. If we have an upper bound on $k$ then the problem of deciding whether $M$ has a trace $\sigma^{\prime} \sim \sigma$ such that $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq k$ can be solved in polynomial time.

Proof: First observe that the number of states of $\mathcal{M}_{b}(\sigma, k)$ is equal to the number of subsets of $E(\sigma)$ that are downwardly closed under $\prec_{k}$. In addition, a downwardly closed set is uniquely defined by the anti-chain formed from the maximal elements of that set [10]. However, for two elements $e^{i}$ and $e^{j}$ to be in an anti-chain we require that $|j-i|<2 \cdot k$. Thus, the number of anti-chains in $E(\sigma)$ is bounded above by the number of ways of choosing at most $2 \cdot k$ elements from $E(\sigma)$. In turn, this is bounded above by $|\sigma|^{2 \cdot k}$. For bounded $k$ this is a polynomial. The problem now reduces to deciding whether there is a trace accepted by both $M$ and $\mathcal{M}_{b}(\sigma, k)$, a problem that can be solved in polynomial time.
Theorem 11 Let $M \in \operatorname{IOTS}(I, O$, Ports $)$ be a finite IOTS, $\sigma \in \mathcal{A c t} t^{*}$ be a sequence of actions and $k \geq 0$. If we have an upper bound on the number of ports then the problem of deciding whether $M$ has a trace $\sigma^{\prime} \sim \sigma$ such that $d^{2}\left(\sigma, \sigma^{\prime}\right) \leq$ $k$ can be solved in polynomial time.

Proof: We again consider the number of states. We now observe that an anti-chain of $E(\sigma)$ can contain at most one element for each port. Thus, the number of anti-chains, and so states, is bounded above by $|\sigma|^{m}$, which is a polynomial since $m$ is bounded above. Again, we observe that the problem reduces to deciding whether there is a trace accepted by both $M$ and $\mathcal{M}_{b}(\sigma, k)$, a problem that can be solved in polynomial time.
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[^1]:    ${ }^{1}$ If an input cannot be applied in some state of the SUT, then we can assume that there is a response to the input that reports that this input is blocked.

[^2]:    ${ }^{2}$ If the local testers are connected to the internet then the Network Time Protocol could be used to derive a bound between the differences between local clocks.

