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ABSTRACT 

The performance of many protocols and applications of Vehicular Ad hoc Networks 

(VANETs), depends on vehicles obtaining enough fresh information on the status of 

their neighbouring vehicles. This should be fulfilled by exchanging Basic Safety 

Messages (BSMs) also called beacons using a shared channel. In dense vehicular 

conditions, many of the beacons are lost due to channel congestion. Therefore, in such 

conditions, it is necessary to control channel load at a level that maximizes BSM 

dissemination. To address the problem, in this thesis algorithms for adaptation of 

beaconing to control channel load are proposed. 

   First, a position-based routing protocol for VANETs is proposed and the requirement 

of adaptive beaconing to increase the performance of the protocol is indicated. The 

routing protocol is traffic-aware and suitable for city environments and obtains real-

time traffic information in a completely ad hoc manner without any central or 

dedicated control, such as traffic sensors, roadside units, or information obtained from 

outside the network. The protocol uses an ant-based algorithm to find a route that has 

optimum network connectivity. Using information included in small control packets 

called ants, vehicles calculate a weight for every street segment that is proportional to 

the network connectivity of that segment. Ant packets are launched by vehicles in 

junction areas. To find the optimal route between a source and destination, a source 

vehicle determines the path on a street map with the minimum total weight for the 

complete route. The correct functionality of the protocol design has been verified and 

its performance has been evaluated in a simulation environment. Moreover, the 

performance of the protocol in different vehicular densities has been studied and 

indicated that in dense vehicular conditions the performance of the protocol degrades 

due to channel load created by uncontrolled periodic beaconing. 

   Then, the problem of beaconing congestion control has been formulated as non-

cooperative games, and algorithms for finding the equilibrium point of the games have 

been presented. Vehicles as players of the games adjust their beacon rate or power or 

both, based on the proposed algorithms so that channel load is controlled at a desired 

level. The algorithms are overhead free and fairness in rate or power or both rate and 

power allocation are achieved without exchanging excess information in beacons. 



  

 

 

Every vehicle just needs local information on channel load while good fairness is 

achieved globally. In addition, the protocols have per-vehicle parameters, which 

makes them capable of meeting application requirements. Every vehicle can control 

its share of bandwidth individually based on its dynamics or requirements, while the 

whole usage of the bandwidth is controlled at an acceptable level. The algorithms are 

stable, computationally inexpensive and converge in a short time, which makes them 

suitable for the dynamic environment of VANETs. The correct functionality of the 

algorithms has been validated in several high-density scenarios using simulations. 
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Chapter 1                          

Introduction 

Vehicular Ad hoc Network (VANET) is an emerging technology that aims to provide 

wireless communication between moving vehicles as well as between vehicles and 

infrastructure stations. Each vehicle is equipped with an On-Board Unit (OBU) to 

provide this communication. The main motivation to use this technology is its potential 

safety applications. Vehicles exchange status information, such as speed, acceleration, 

and braking status, to increase safety and reduce accidents. Diverse non-safety 

applications are also expected for VANET, ranging from transportation efficiency to 

commercial and convenience applications, to provide road information and 

entertainment for road travellers to make their journeys more pleasant. 

   VANET is a special type of traditional Mobile Ad hoc Network (MANET), where 

the vehicles are the mobile nodes. However, it has characteristics that differentiate it 

from MANET. When employed, VANET will be the largest MANET ever 

implemented in terms of the number of network nodes and the geographical extent. 

Due to the high mobility of the nodes, the network topology and connections between 

nodes experience rapid and frequent changes. On the other hand, the network nodes’ 

movement is restricted by the road topology and the requirements to follow road signs 

and respond to other moving vehicles. Unlike MANET, there is no limitation with 

respect to energy or processing capabilities. Vehicles can be equipped with an 

adequate number of computational resources, such as processors, memories, and 

Global Positioning System (GPS).  

   Regarding the distinctive features of VANET, challenges emerge to develop novel 

protocols and techniques for such a dynamic and massive network. As the network 

size is huge both spatially and in terms of the number of nodes, centralized approaches 

might be impractical for many applications. Although the future of the network might 

not be completely ad hoc [1], infrastructure-less and autonomous [2] solutions are 

attractive as they place the decision-making burden on the individual nodes and can 
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off-load the infrastructure traffic and enhance protocols scalability. The network must 

have capabilities of self-organization and survivability [3] to be able to continuously 

provide its services. The dynamic nature of the network in terms of traffic distribution, 

bandwidth demand patterns, and channel and network conditions requires techniques 

that are adaptive to the highly dynamic network behaviour. The other challenge is that 

all these requirements should be met using scarce network resources (e.g., bandwidth) 

and disruptive communication channels.  

   A problem that is very likely to happen in city environments is channel congestion 

due to periodic broadcasting of Basic Safety Messages (BSMs). Channel congestion 

degrades the performance of the network protocols and services as well as data routing. 

BSMs which carry the status information of vehicles are broadcast periodically using 

a shared channel. The performance of many applications of VANETs relay on every 

vehicle obtaining fresh information on the status of its surrounding vehicles. 

Therefore, it is crucial to have high BSMs dissemination rate. In dense vehicular 

conditions, many of the BSMs are lost due to channel congestion. In such conditions, 

it is necessary to control channel load at a level to maximize BSM dissemination. 

Current beaconing congestion control mechanisms suffer the following problems: 

 Most of these mechanisms rely on the exchange of extra information in beacons 

over one or two hops to obtain fairness or to operate. Such mechanisms: 

 consume the network bandwidth and are error-prone due to the loss of 

information. 

 lose fairness if the scenario is extended to more than the range that the 

information is exchanged. 

 might reduce the beacon rate of vehicles that have no contribution to 

the congestion. 

 The safety application requirement has not been addressed or if it has been 

stated, two processes of congestion control and application requirements work 

separately and thus, there is no guarantee that the channel load remains below 

a desired level. 

   Another example of necessity of new protocols for VANETS is the problem of data 

routing. Diverse applications have been defined for VANETS that make use of Vehicle 
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to Vehicle (V2V), vehicle to road-side units (RSUs), and Vehicle to Infrastructure 

(V2I) communication technologies [4]-[6]. These applications range from 

infotainment, such as media downloading, to safety applications, such as collision risk 

warning. The performance of the applications that forward messages in a multi-hop 

manner, depends on how efficiently the routing of data takes place in the network. 

Routing of data depends on the routing protocols used in the network. VANET is 

characterized by potentially highly mobile nodes, subject to the constraints of road 

topology and an unbounded network size. These characteristics make conventional 

routing protocols inappropriate for VANET. 

   Routing protocols face challenges in VANET. Regarding the large size of the 

network, these protocols should be scalable. Scalability means that, by increasing the 

number of nodes, an increase in overhead does not prevent efficient working of the 

protocol. As the wireless channel is shared between vehicles, the aggregated usage of 

the channel in areas with dense vehicular traffic is very high, leading to a high packet 

collision and degradation of performance of the protocols. Traditional routing schemes 

are not sufficiently scalable to provide effective services because of the overhead 

created by the large number of flooded control messages and the computation and 

memory requirements of the large routing tables. City structures, such as buildings, 

block communications between vehicles; thus, routing protocols that work well in 

highways might encounter problems in cities [7].  

   Position-based routing seems to be a very promising routing method for VANET but 

still has problems when they are used in city environments. As greedy forwarding 

mechanism used in position-based routing protocols do not consider the vehicular 

traffic information in selection of forwarder nodes, these protocols are frequently 

forced to run in perimeter mode [8]. Working in this mode reduces the protocols 

performance. There are protocols that obtain vehicular traffic information by using 

traffic sensors or road side units at every junction which seems impractical at least at 

the beginning of using of VANET. 

   To provide solutions for challenges in VANET, in this thesis, tools were used that 

can exhibit appropriate properties: Ant Colony Optimisation (ACO) for data routing 

and game theory [9], [10] for congestion control. Biologically inspired algorithms 
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offer desirable attributes such as self-organization, scalability, and resilience to failure 

[3], [11] that make them well suited to address challenges in VANET. Among bio-

inspired algorithms, ACO has been widely used for routing in networks. Biological 

ants can find the shortest path to food sites; this ability has inspired considerable work 

in the specific domain of network routing. The rationale behind this interest is that the 

problem of finding the optimised route in a network can be defined as a shortest path 

problem, while the weight of the edges are dynamic values depending on delay, traffic, 

or bandwidth. 

   The second tool, game theory, is a mathematical technique aimed at modelling 

situations in which decision makers must take actions that have mutual, possibly 

conflicting outcomes. Game theory was widely applied to wireless communications in 

areas such as power control [12]-[14], data rate and congestion control [15]-[17], 

security [18] and load balancing [19]. The underlying motivation is that it can provide 

scalable, robust, and autonomous solutions [20]. 

 

 Aim and Objectives 

The aim of this thesis is to propose beaconing congestion control algorithms that can 

control channel load at a desired level. The algorithms should possess key 

characteristics of congestion control mechanisms such as fairness in resource 

allocation, stability and short convergence time. The other desired characteristic is that 

the algorithms should be able to allocate the scarce bandwidth to vehicles based on 

their safety application requirements or dynamics. All these goals should be met with 

as low overhead as possible. 

 

 Contributions 

The contributions of this research are outlined below.  



Chapter 1. Introduction  5  

 

1.2.1 Efficient Geographical Source Routing for City Environments 

To solve the traffic-blindness of position-based routing, in this thesis ant colony 

optimisation has been employed to select the streets that have optimum traffic 

condition for data routing. Small control packets called ants are launched by the 

vehicles at junction areas. Using information included in the ant packets, every vehicle 

obtains information on the traffic of surrounding streets and can calculate a weight for 

the street segments. 

   To compute the best path for data routing, every vehicle considers a graph of the city 

map so that junctions are vertices of the graph and the street segments between two 

junctions are edges of the graph. The weight of every edge of the graph is proportional 

to its length and network connectivity condition of the street provided by ant packets. 

Whenever a vehicle wants to send a packet to a destination, it initially adds two 

vertices, which correspond to the source and the destination, to the graph. Then, it 

computes the shortest path using Dijkstra’s algorithm, adds the ordered list of junctions 

(anchor points) to the packet header, and then sends it. Between junctions, vehicles 

forward the packet using greedy forwarding, and at junction areas the packet is 

forwarded towards the next junction that has been included in the packet header. 

 

1.2.2 Non-Cooperative Beacon Rate and Awareness Control Protocol  

A protocol for beacon rate adjustment has been developed so that, the bandwidth usage 

is restricted to a desired level. The proposed protocol employs non-cooperative game 

theory. Interestingly, non-cooperative games do not rely on communication between 

nodes. Every node decides individually, and the system ends up at an equilibrium 

point. In a wireless network, this is a desirable characteristic because it results in 

bandwidth saving. For the protocol, the existence and uniqueness of Nash Equilibrium 

(NE) is proved, and the condition for the stability of the NE is derived mathematically. 

A distributed mechanism is proposed to find the equilibrium point of the game. 
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1.2.3 Non-Cooperative Beacon Power Control Protocol 

As the problem of channel congestion due to beaconing activity can be addressed by 

beacon power adjustment, a protocol based on a non-cooperative game is proposed as 

the solution. It is proven that a unique NE exists for the game. An algorithm is 

presented to find the equilibrium point in a distributed manner, and the stability and 

convergence of the algorithm have been validated using simulation. This approach 

differs from previous works in this area for two main reasons: First, the fairness is 

obtained without exchanging control information between nodes, which results in 

bandwidth saving. The fairness in this protocol is obtained based on the fairness 

concept of the NE. Second, weighted fairness in power allocation is achieved, which 

is useful to meet application requirements.  

 

1.2.4 Joint Beacon Rate and Power Control Protocol 

In very dense traffic conditions, decrease in both beacon rate and power might be 

required to control the bandwidth usage at an appropriate level. Joint beacon rate and 

power control problem is modelled as a non-cooperative game in which the strategy 

space of the players (vehicles) is two dimensional. The existence and uniqueness of 

NE of the game are proved mathematically. The protocol is stable and converges to 

the NE from any initial rate and power and it can provide fairness in power and 

weighted fairness in rate. Weighted fairness is useful when, in a congested situation, 

different vehicles require different beaconing rates. As the protocol has per-vehicle 

parameters, every vehicle can control its share of the bandwidth while the whole usage 

of the bandwidth is controlled at a desired level. 

 

 Thesis Structure 

This thesis is presented in a further six chapters: 

Chapter 2 states a brief description of vehicular network concepts, technology and 

standards that are related to this thesis. As for this research, a simulator is used to 
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evaluate the performance of the developed protocols, in this chapter a comparison 

between four open source simulators that are widely used for simulation of VANETs 

is presented. Then a simulator has been selected for experiments in this thesis. Related 

work in beaconing congestion control and routing protocols in VANETs is reviewed. 

A short review of ACO and game theory that are the analytical tools used in this thesis 

is also presented. 

Chapter 3 presents an Efficient Geographic Source Routing (EGSR) protocol for city 

environments. The performance of this protocol has been compared with other 

protocols using simulations. 

Chapter 4 presents a non-cooperative mechanism for beacon rate and awareness 

control for VANETs. The existence and uniqueness of the equilibrium point of the 

mechanism are proved. Then, the proposed mechanism is compared with other rate 

control mechanisms using simulation. Furthermore, it is indicated that the mechanism 

has the ability of awareness control. 

In Chapter 5, a non-cooperative mechanism for beacon power control is developed. 

In Chapter 6, joint control of beacon power and rate is formulated as a non-cooperative 

game. The existence and uniqueness of the equilibrium point of the game are proved. 

Then it is indicated that by appropriate selection of the parameters of the algorithm, 

weighted fairness in rate and fairness in power are achieved while the congestion is 

controlled at a desired level. 

Chapter 7 concludes the thesis. 
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Chapter 2                                   

Background 

This chapter provides a brief description of VANETs technology and standards that 

are related to this thesis and knowledge of them is required to find solutions, propose 

protocols and conduct experiments based on simulation. In addition, beaconing 

congestion control and routing protocols in VANETs, which are the problems studied 

in this thesis are reviewed. The tools used in this thesis to develop protocols, ACO and 

game theory, are also reviewed in this chapter.   

   There are three major types of vehicular communications (VC) in VANETs [21]. 1) 

Vehicle-to-Vehicle (V2V) communication: This type of communication is completely 

distributed without involving any centralized coordinator. Vehicles through OBUs 

create a MANET and communicate with each other. If a direct wireless connection is 

available between two vehicles they communicate through a single-hop V2V 

communication, otherwise a routing protocol is used to forward packets over a multi-

hop V2V connection to deliver them to the destination. 2) Roadside-to-Vehicle (R2V) 

communication: RSUs are fixed network nodes that can provide special applications 

or form vehicle-to-infrastructure communication (V2I). Utilization of RSUs can also 

increase the connectivity of the network. 3) Infrastructure-to-Vehicle (I2V) 

communication: RSUs can be connected to the infrastructural networks or to the 

Internet, enabling vehicles to access the infrastructure network. Vehicles can also 

communicate with other hosts for non-safety applications, using communication to the 

cellular radio network.  

 

 VANETs Technology 

In this section technologies related to vehicular communications are reviewed.  
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2.1.1 VANETs Spectrum 

A Wireless Access in Vehicular Environments (WAVE) system is a radio 

communication system intended to provide seamless, interoperable services to 

transportation [22]. WAVE standards developed by the IEEE aimed at setting out 

specifications, procedures and guidelines for communication between vehicles and 

roadside infrastructures, offering transportation safety, user comfort and convenience. 

The term Dedicated Short Range Communications (DSRC) is used to refer to the radio 

spectrum or technologies associated with WAVE. The US Federal Communications 

Commission (FCC) has allocated 75 MHz of spectrum for DSRC communication, 

from 5.850 GHz to 5.925 GHz, which is commonly referred to as the 5.9 GHz band. 

The lower 5 MHz is reserved as a guard band. The remaining 70 MHz is divided into 

seven 10 MHz channels. 

 

2.1.2 Protocol Stack 

The components of the DSRC protocol stacks are illustrated in Figure 2.1 along with 

the well-known Open Systems Interconnection (OSI) protocol stack for comparison. 

For simplicity, the functions of the three upper layers of the OSI stack, are usually 

referred as the application layer. 

 

 

           Figure 2.1 DSRC and OSI protocol stack [23] 
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   At the PHY layer and the Medium Access Control (MAC) sublayer of the data link 

layer, DSRC exploits IEEE 802.11p, more precisely; the well-known IEEE 802.11[24] 

wireless Local Area Network (LAN) standard has been amended to support DSRC. In 

the physical layer, it deploys the Orthogonal Frequency Division Multiplexing 

(OFDM) technique, which was initially added to 802.11 in the 802.11a amendment. 

An IEEE 802.11 device implementing the OFDM 10 MHz channel spacing can 

transmit and receive data at rates of 3, 4.5, 6, 9, 12, 18, 24 and 27 Mb/s. Data 

communication capabilities at data rates of 3, 6 and 12 Mb/s are mandatory, support 

for the other rates is optional [24]. Most DSRC testing in the U.S. has utilized the 6 

Mb/s configuration because it provides an acceptable balance between channel load 

and signal-to-noise requirement [25]. 

   The Logical Link Control (LLC) sublayer of the link layer uses the established IEEE 

802.2 standard. In the upper parts of the stack and MAC sublayer extension, DSRC 

utilizes a class of standards defined by the IEEE 1609 Working Group. MAC sublayer 

extension supports the multichannel functionality by employing IEEE 1609.4 [26], 

which defines how a device switches among DSRC channels. 

   Above the link layer, the IEEE 1609.3 [27] networking services standard defines two 

protocol stacks (sharing the same lower stack at the physical and data link layers): the 

WAVE Short Message Protocol (WSMP) and the standard Internet Protocol Version 

6 (IPv6). The WSMP has been designed to support network and transport layer 

functions in a wireless vehicular environment. Packets sent by WSMP are referred to 

as WAVE Short Messages (WSMs). One of these messages is BSM, by which vehicles 

periodically broadcast their key status information such as position, speed, 

acceleration and heading. 

   Application layer protocols could support both safety and non-safety applications. 

Non-safety applications can be provided by the Internet and DSRC communication 

system [23]. IEEE 1609.11 [28] is an example of a non-safety application layer 

standard. IEEE 1609.11 Over-the-Air Electronic Payment Data Exchange provides a 

common interoperable service for device identity, payment authentication and 

payment data transfer. The IEEE 1609.2 [29] Security Services standard is another 

standard from the 1609 class of standards, which defines encryption and authentication 

techniques for WSMs. 
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2.1.3 Power Limits 

The shared DSRC spectrum is used by OBUs and RSUs, consequently, there is the 

potential of interference between the signals of different transmitters. If the interferers 

are transmitting on the same channel, this is known as co-channel interference. If the 

interferers are transmitting in different (spectrally near) channels this is known as 

cross-channel interference. The probability that a given transmission suffers a collision 

in a given area is proportional to the number of potential interferers in that area, which 

is itself proportional to the transmit power applied by each device. The FCC regulates 

the transmit power of DSRC devices to control both co-channel and cross-channel 

interference. The FCC defines four groups, A–D, to classify devices according to the 

maximum allowed transmit power at the antenna, as shown in Table 2.1. Each class 

has a desired transmission range. Devices participating in V2V safety will normally 

fall in Class C [25]. 

 

Table 2.1 FCC device classification [25] 

Device Class Max. Output Power 

(dBm) 

Communication Zone 

(meters) 

A 0 15 

B 10 100 

C 20 400 

D 28.8 1000 

 

2.1.4 VANETs Simulation 

VANETs protocols and services must be tested before they can be used in the real 

world. To evaluate them, real experiments are expensive and highly complex as they 

need to include many kinds of situations. Hence, they practically can only be 

undertaken for the purposes of verification. For primarily design purposes, computer 

modelling and simulations are vital in studying VANETs. Computer modelling and 

simulation is the reproduction of the operation of a system that allows engineers to 
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study and analyse complex systems. Thus, an important issue in studying VANET is 

the selection of a suitable simulator.    

   Network simulators are usually designed in accordance with the OSI stack model 

[30]. The validity of a simulation is dependent on the proper modeling of these layers. 

In addition, different networks need different models for their layers, hence a simulator 

might show a valid result for a particular network but it might not be good for other 

networks. Therefore, to have accuracy in simulation results a simulator must be 

selected that uses models for different layers that best describe the network under 

consideration, which will be a vehicular ad hoc network herein. 

   The standards for different layers of a VANET device were reviewed in the above 

sections. In [31] the necessity for using 802.11p model for VC has been demonstrated 

by simulating VC with three different MAC and PHY layer models: 802.11p, 802.11b 

and a tuned 802.11b to match the 802.11p model. It was indicated that in scenarios 

with very low channel usage the differences in the performance of applications when 

using different IEEE 802.11 MAC layer models are negligible. However, with 

increasing channel load, the performance of the applications varies greatly. It was also 

demonstrated that changing the parameters of a Wi-Fi model to comply with the 

802.11p settings does not improve the accuracy of the model. 

   An important issue in the modeling of the PHY layer is the propagation model 

employed by the simulator. These models could be very simple, like the free space 

propagation model or very complicated. The performance and efficiency of routing 

protocols are thoroughly influenced by the selection process of the neighbouring nodes 

that are candidates to disseminate the information from source to destination, the 

density of neighbouring nodes and the radio link reliability. These operational 

parameters are heavily influenced by the received signal level in VANETs, so it is 

crucial to model the radio propagation conditions appropriately and accurately to 

understand, design, optimise and evaluate VANETs routing protocols. The impact of 

the radio channel modeling on the performance of VANET communication protocols 

has been evaluated in [32]. That work indicated the considered radio propagation 

models strongly influence the simulated VANETs routing performance and the 

simulated protocol’s operation. 
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   Hence, to select a simulator for VANETs, a comparison between the features of some 

widely used network simulators is made in the following paragraphs. ns-2, ns-3, 

OMNeT++ [33] and JiST [34] are the open source network simulators that have been 

most used over the period 2009–2011 for simulation studies of VANETs [35]. The 

characteristics and protocol stack models used in these open source network simulators 

are the followings: 

 Radio propagation model: Several radio propagation models exist in ns-2 but 

none of them is designed for vehicular communications [36]. ns-3 has 15 radio 

propagation models in its model library, from simple free space, two rays, 

lognormal, to more complicated propagation models [37]. In [38], different 

propagation models for VANETs have been studied and it was concluded that 

the Nakagami model [39] is a suitable and realistic radio propagation model 

for VANET in highway and urban scenarios. This model exists in the ns-3 

library. The two main MANETs frameworks, INET and MiXiM, benefit from 

a propagation model specially designed for the V2V channel [36]. 

 802.11p MAC/PHY layer: A model for 802.11p has been designed for ns-2 

but it has not been included in the official release of ns-2 and it needs to be 

applied as a patch [36]. ns-3 did not provide a model for 802.11p in its released 

library of models in May 2013 [37]. Vehicles in Network Simulation (Veins) 

is an OMNeT++ framework that completely supports 802.11p. JiST/SWANS 

uses the 802.11b model for its MAC layer [34]. 

 Performance and Scalability: In [40], [41] the performance of ns-2, ns-3, 

OMNeT++ and JiST have been compared with different numbers of nodes (up 

to 2000 nodes in [41] and 3035 nodes in [40]). ns-3 was reported to be the most 

efficient in memory usage, then OMNeT++, ns-2 and JiST. ns-2 memory and 

CPU consumption do not allow practical usage of the simulator for scenarios 

with more than a few hundred nodes [36]. In addition, ns-2’s computation time 

increased rapidly with increasing numbers of nodes, which means ns-2 is not 

scalable. The CPU utilization of ns-2 and ns-3 was very similar (5% variation) 

and was much higher than that of OMNeT++ (no data on CPU utilization was 

provided for JiST). 
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 Traffic Simulators: mobility models provided by network simulators are not 

usually suitable for VANETs research. However, there are traffic simulators 

that can generate vehicle traces for network simulators. VanetMobiSim is 

based on Java and can generate movement traces in different formats, 

supporting different simulators, including ns-2 [42]. STRAW (STreet RAndom 

Waypoint) provides accurate simulation results using vehicular mobility 

models for real U.S. cities based on the operation of actual vehicular traffic. 

STRAW’s current implementation is written for the JiST/SWANS simulator 

and its mobility traces can be directly used by it [42].  

   SUMO (Simulation of Urban MObility) [43] is an open source, microscopic 

road traffic simulation package designed to handle large road networks. Its 

main features include collision free vehicle movement, different vehicle types, 

single-vehicle routing, multilane streets with lane changing, junction-based 

right-of-way rules, a hierarchy of junction types, a graphical user interface 

(GUI) and dynamic routing. SUMO can manage large environments, up to 

10000 streets. However, because SUMO is a pure traffic generator, its 

generated traces cannot be directly used by the available network simulators, 

which is a serious shortcoming. Some frameworks have been designed to 

import traffic data from SUMO to network simulators. For example, Veins 

couples SUMO and OMNeT++, and iTetris is a framework that integrates 

SUMO and ns-3 [36]. 

 Upgrade and Maintenance: JiST/SWANS’ most recent version was released 

in 2004. The ns-2 project is no longer active after 2010. ns-3 and OMNeT++ 

are active projects. 

   In conclusion, OMNeT++ is a reasonable choice for the simulation of VANETs 

because, it has models that best describe VANETs characteristics. However, ns-3 is an 

active project and might add these kinds of models to the simulator; but currently, 

OMNeT++ is the best open source simulator for VANETs. OMNeT++ is scalable and 

more user-friendly than the other open source simulators that could be used. ns-2 and 

JiST/SWAN are not active projects, this reason is enough not to select them. 

 



Chapter 2. Background 

 

15 

 Beaconing Congestion Control 

The primary motive for using VANETs is to enhance safety in transportation. This 

goal is achieved by messages exchanged among vehicles. One of the most important 

messages is the BSM, also called beacons, which includes vehicle status data such as 

position, speed, and acceleration. Frequent broadcast of BSM provides awareness 

about nearby vehicles. Thus, beaconing with the highest rate (10 Hz) is desirable from 

the viewpoint of providing fresh information and ensuring that vehicles have high 

levels of awareness. However, in dense traffic environments, a high beaconing rate 

increases packet collision, which reduces the number of received beacons, and thus, 

reduces vehicles’ awareness of surrounding vehicles. In addition, channel congestion 

reduces the performance of event-driven messaging due to high collision rate. The 

maximum beacons are received, when the Channel Busy Ratio (CBR), is around 0.65 

[44]. Therefore, considerable efforts have been dedicated toward designing congestion 

control mechanisms to limit the channel load around 0.65 for VANETs by controlling 

either beacon rate or transmission power or both [45]-[56]. In chapter, we consider 

beacon rate control. 

   Congestion control is an important issue in computer networks because congestion 

degrades network performance. The key characteristics that have traditionally been 

used to evaluate congestion control mechanisms include efficiency in keeping channel 

load under a desired level, fairness among network users, convergence time of the 

mechanism, and oscillation size [57]. Given the special features of VANETs, the 

requirements in terms of these characteristics are distinctive; sometimes, even new 

requirements emerge. Congestion control in VANETs should work in a distributed 

manner without involving any infrastructure. The overhead due to the control 

mechanism should be as low as possible. Owing to the highly dynamic nature of such 

a network, convergence time of the congestion control mechanism should be short. 

   Several notions of fairness have been defined in computer networks [58]. In this 

thesis whenever the term fairness has been used it refers to the condition that all 

network users, utilize the same beacon rate and/or power. For this definition of fairness 

Jain Index [59] is appropriate indicator of the notion. We also use the term weighted 

fairness to refer to the condition that network users, utilize network resources 

proportional to some weighting factors. Fair access to the wireless channel for 
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vehicles, creates awareness with respect to surrounding vehicles in a fair manner which 

is necessary to make the safety applications of VANETs reliable.  

   Regarding fairness in VANETs, in many works, fairness simply has been considered 

the condition in which all vehicles in a congested condition should use the same beacon 

rate apart from their dynamics. Even with this simple definition, several protocols fail 

to achieve fairness [53]. Moreover, such fairness cannot meet awareness and safety 

application requirements in VANETs [60], [61]. A scenario in which there is 

congestion on one direction of a highway and free flow on the other direction 

exemplifies that vehicles have different beaconing requirements. Vehicles on both 

sides of the highway might experience the same CBR, but those running at higher 

speeds should have higher beaconing rates than stationary vehicles to create a high 

level of awareness. Actually, in a congested scenario, when the overall bandwidth is 

inadequate to allow vehicles to transmit beacons with the highest allowed beaconing 

rate, the bandwidth should be shared among vehicles proportional to their dynamics or 

requirements while maintaining the CBR below the desired level. 

   Generally, approaches in resolving the unfairness of congestion control mechanisms 

are based on piggybacking excess information in beacons (such as current beacon rate 

or experienced CBR) and propagating it over one or two hops [50], [53], [54], [60], 

[62], [63]. Broadcasting such information both creates overhead and makes the 

mechanism error-prone owing to channel fading and loss of information. In addition, 

when the size of a congested area is larger than the range that this information is shared 

the unfairness problem appears again. 

 

2.2.1 Congestion Control 

Congestion in a computer network refers to the condition in which the load in the 

network is greater than the network resources [64]. Such a condition leads to high 

packet loss, delay, or both. Congestion control algorithms are resource management 

techniques that recover a network from this condition. They include two main 

mechanisms: a) congestion detection, and b) congestion mitigation.   

 Congestion in a network can be detected in four ways [64]:  
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 MAC queue length: When the queue occupancy exceeds a certain level, the 

algorithm infers a congestion state. This is a simple method that does not 

require many resources from the node. However, it is dependent on the MAC 

protocol. If the MAC protocol is not efficient, it is possible for collisions to 

exist in the medium and not be detected by this method. 

 Wireless channel load: In this method, the packet load in the medium is 

measured and if it is higher than a threshold, actions are taken. Their limitation 

is that they cannot react if buffers are fully occupied and start dropping packets. 

 A combination of queue length and channel load methods. 

 Packet transmission time: These methods count packet service time and packet 

inter-arrival time (or a combination of them) and, if they exceed a limit, infer 

that congestion is imminent. These methods may detect and trigger congestion 

control falsely. For instance, it is possible to have packet loss due to reasons 

other than congestion, such as environmental or physical causes.  

 Congestion mitigation can be implemented in the following ways [64]: 

 Traffic control: This method involves reducing the traffic that is injected into 

the network, and can be implemented by reducing the data rate or increasing 

the contention window of MAC, or by decreasing transmission power.   

 Resource control: With this method, the traffic is routed to other paths that are 

not congested. 

 

   Due to the one-hop broadcast nature of BSMs and the lack of acknowledgment, some 

of the above mechanisms are not applicable in detecting or mitigating congestion due 

to beaconing. In most of the congestion control mechanisms for VANETs, channel 

load is used to detect congestion. Channel load can be measured based on the IEEE 

802.11 Clear Channel Assessment (CCA) function [24].  

  

2.2.2 Related Work in VANETs 

The existing approaches for congestion mitigation in VANETs can be classified as 

rate adaptation, power adaptation, modifying CSMA/CA parameters, or a 

combination of them.   
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2.2.2.1 Rate Adaptation 

Periodically Updated Load Sensitive Adaptive Rate Control (PULSAR) protocol [62] 

uses Additive Increase Multiplicative Decrease (AIMD) technique to adapt the beacon 

rate of vehicles. Vehicles communicate the measured CBR as well as the maximum 

CBR they received from the nodes in their neighbourhood. If the maximum reported 

CBR is higher than a threshold level, the rate is decreased by a multiplicative factor; 

otherwise it is increased by an additive factor.  

   Linear Message Rate Integrated Control (LIMERIC) [49] is a beacon rate control 

algorithm in which, each vehicle measures CBR and then updates its rate proportional 

to the error between the desired CBR and the measured value. To ensure the 

convergence of the algorithm in dense traffic situations, a gain saturation approach is 

introduced; if the magnitude of the updates exceeds a specified threshold, the updates 

will be limited to the magnitude of the threshold. The algorithm does not require 

exchange of control information between vehicles. It assumes that all the vehicles 

measure the same CBR which can be unrealistic, even when all the vehicles are in the 

communication range of each other, due to channel fading. The advantage of 

LIMERIC over the approaches that use binary control (such as PULSAR) is that it 

avoids the limit cycle behaviour (oscillation around the target level) that happens in 

binary control. Both LIMERIC and PULSAR suffer unfairness in rate allocation [53]. 

   To solve the unfairness problem in beacon rate control, mean-checked threshold-

based control is proposed in [53] which relies on piggybacking excess information on 

beacons. Every vehicle includes its current beacon rate in its beacons. Before applying 

any change to the rate, a vehicle compares its rate to the average rate of its immediate 

neighbouring vehicles to avoid too much difference between the rates of neighbouring 

vehicles. A similar mechanism is used in [54] in which vehicles exchange their state 

information instead of beacon rate. Three different states are defined and in each state, 

vehicles use different transmitter power levels, beaconing rates, receiver sensitivities, 

and physical layer bit rates. Numerical values of 0, 1, and 2 are assigned to the states. 

Each vehicle piggybacks its current state number on its beacons. The average value of 

states of neighbouring vehicles is used as a criterion for changing state. 

   In Integration of Congestion and Awareness Control (INTERN) protocol [63], the 

safety application sets the minimum and maximum rate and required power for 
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transmission of beacons. Then every vehicle adjusts its beacon rate within the specified 

interval. To achieve fairness, vehicles exchange information on the measured CBR and 

their excess rate with respect to the minimum they use, over two hops. This is similar 

to the approach used in PULSAR. Since each vehicle sets a minimum beacon rate that 

is required by an application, the aggregated channel utilization may violate the 

maximum desired level of CBR. 

   The authors in [65] suggest that the beacon frequency should be adjusted 

dynamically based on the current traffic situation, so that appropriate accuracy of the 

status of vehicles is maintained. They propose a situation-adaptive beaconing, in which 

the beaconing rate depends on a vehicle’s own movement and the movement of 

surrounding vehicles. The latter is divided into two categories: macroscopic traffic 

situations, such as vehicle density; and microscopic traffic situations, such as relative 

vehicle speed. The paper further discussed that every framework should also consider 

weighting of the schemes where microscopic traffic-situation-based adaptation has the 

greatest impact. However, no approach has been developed for the proposed scheme. 

   Fair Adaptive Beaconing Rate for Inter-Vehicular Communications (FABRIC) 

algorithm [50] is based on network utility maximization in which every vehicle 

piggybacks information on the computed Lagrange multipliers and its current 

beaconing rate in its beacons. Vehicles use this information from their immediate 

neighbours to update their rates and the Lagrange multipliers. The speed of 

convergence of the algorithm is dependent on the initial values of the Lagrange 

multipliers which are not controllable in practice because over time, vehicles change 

these parameters. Although it has been stated that the algorithm can meet the 

application requirements, there are no experimental results given in the paper to verify 

it. An algorithm should have parameters per-vehicle to be able to present this feature, 

while such parameters do not exist in the algorithm. The other problem with FABRIC 

is that it has not considered fading and collision in defining constrains in the utility 

maximization problem. This results in inefficient usage of bandwidth. 

2.2.2.2 Power Adaptation 

In [46] a centralized approach, named Fair Power Adjustment for Vehicular 

environments (FPAV), was presented that requires synchronization between nodes. 
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The algorithm first computes the maximum power level for which the channel load 

remains under a specified level, and then all the nodes increase their transmission 

power simultaneously by the same amount, so long as the beaconing network load 

remains under the specified level. In this algorithm, a formula is used to compute the 

channel load, in which it is assumed that all beacons have the same size, and that the 

vehicle density is already known.  

   In Distributed FPAV (D-FPAV) [48], in order to provide enough information for 

every vehicle to be able to compute the channel load, excess information is 

piggybacked in beacons. This information includes the position and power level that 

every node computes using the FPAV algorithm over multi-hop (maximum carrier 

scene range). Then, every node utilizes the minimum power level that was computed 

by the nodes. The problem with this approach is that a large amount of information 

must be exchanged between nodes, which increases with the number of neighbours. In 

order to mitigate this problem, the authors proposed piggybacking this information on 

every tenth beacon, which, of course, affects the speed of the algorithm.  

   Statistical Beaconing Congestion Control (SBCC) has two variants, Channel-Busy-

Time-(CBT) based SBCC (SBCC-C) and Neighbour-based SBCC (SBCC-N) that 

were proposed in [45]. Each node includes only the power in use in its beacons, which, 

compared to the previous approach, creates much less overhead. In this work, using a 

Nakagami-m path loss model, a formula was derived for channel load that is a function 

of transmission power, average beacon size and rate, and channel parameters including 

the path-loss exponent and the shape parameter (m). Since channel parameters and 

communication ranges are not known and change over time, vehicles should 

periodically estimate them from the information that they receive in beacons. For 

estimation of the path-loss exponent, a simple path-loss model is assumed for the 

channel. Then, using the received power, the transmission power that is included in 

beacons, and the distance between sender and receiver, the path-loss exponent is 

estimated.  For estimation of the shape parameter, the method proposed in [66] was 

used. Communication range is estimated by a proposed formula. For beacon rate and 

size, constant values of 10 Hz and 500 bytes, respectively, have been assumed.  

   SBCC algorithms also need to estimate the density of vehicles in the communication 

range.  For this purpose, SBCC-N obtains the number of neighbour vehicles using a 
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neighbour table, while SBCC-C estimates the density of vehicles using CBR. Then, 

based on the derived formula, every node computes the maximum power that will keep 

the channel load below the maximum accepted level. In this work, the fairness in 

power assignment was not studied. 

2.2.2.3 MAC Adjustment 

The congestion control approach in [67] is based on adjusting the minimum contention 

window size (CWmin) for each of the four different access categories (ACs) in MAC. 

The channel congestion is measured based on length of queue and the number of 

transmission failures. For the ith AC (ACi), the congestion condition Cm(i) is defined 

as:   

                                     m queue fail totalC i N i N i N i                                  (2.1) 

where 𝑁𝑓𝑎𝑖𝑙(𝑖) is the number of packets transmitted unsuccessfully, 𝑁𝑡𝑜𝑡𝑎𝑙(𝑖) is the 

total number of packets the ACi has generated and 𝑁𝑡𝑜𝑡𝑎𝑙(𝑖) = 𝑁𝑞𝑢𝑒𝑢𝑒(𝑖) + 𝑁𝑓𝑎𝑖𝑙(𝑖) +

𝑁𝑠𝑢𝑠(𝑖) where 𝑁𝑠𝑢𝑠(𝑖) is the number of packets transmitted successfully. 𝐶𝑚(𝑖) is 

measured continuously during specified time intervals. If 𝐶𝑚(𝑖) exceeds a threshold, 

then the AC should increase its CW by multiplying a scaling factor a = 2. In the 

broadcasting transmission mode with no successful transmission acknowledgement, 

the amount of the unsuccessful transmission is substituted with the failure amount of 

the received packets [51]. On the other hand, if 𝐶𝑚(𝑖)  is less than threshold, the AC 

reduces the CW by dividing by a scaling factor a = 2, until it reaches the initial value. 

The congestion thresholds are adjusted dynamically with the vehicular network 

density, and are different for each AC. The optimised congestion threshold was 

determined by experiment, with the aim of guara0nteeing the transmission chance for 

the highest priority traffic as much as possible, while restricting the collision 

probability to remain under a determined constraint value (5%) in the simulation. In 

this work, fairness was not studied; in addition, it is not clear whether increasing the 

contention window can meet the acceptable latency for delivering safety messages. 

   Congestion-Controlled-Coordinator-based MAC (CCC-MAC) [68] is a coordinator-

based Time-Division Multiple ACCESS (TDMA) MAC that uses multiple data rate to 

reduce BSM loss due to congestion. Roads are divided into segments, and vehicles 

using a digital map are aware of which segment they are in and transmit their beacons 
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in the time slots that belong to that segment. In each segment, a vehicle is selected as 

a coordinator to assign time slots for transmission of beacons to other vehicles in that 

segment to prevent beacon collisions. In normal conditions, vehicles use a 6 Mb/s data 

rate, but when the load is higher, this rate and a higher data rate are used to shorten the 

transmission time. Specifically, the data rate is increased until the remaining load is 

accommodated in the channel. If there is time slot shortage in one segment due to a 

high number of vehicles, unused slots from neighbouring segments can be borrowed 

by an intersegment slot transfer mechanism, which is accomplished through 

request/reply messaging. 

2.2.2.4 Hybrid Approaches 

   In [90], a protocol for adaptive beaconing rate and power based on the dynamics of 

a vehicular network is proposed. A vehicle increases its beacon rate when it suspects 

the estimated tracking error of neighbouring vehicles towards its position has 

increased. For this purpose, in every defined time step, vehicles compute transmission 

probability based on suspected tracking error on neighbouring vehicles toward its own 

position in a Euclidean sense. If the suspected error is smaller than a threshold, there 

will be no transmission. Otherwise, if the suspected error is larger than this threshold, 

the transmission in that time step occurs with a probability proportional to the 

magnitude of the suspected error. For the power control, two levels of CBR are 

defined; CBRmax and CBRmin. If the CBR measured by each vehicle is greater than 

CBRmax, minimum transmission power is used; if it is lower than CBRmin, maximum 

transmission power is used. Otherwise, the transmission power is selected between the 

maximum and minimum values using a linear function. In this work, fairness was not 

studied, and there is no guarantee that the CBR remains below the desired level. 

   In [55] a vehicle computes a target distance within that, beacons should be received. 

The target distance is computed based on the vehicle and its neighbours dynamics 

(speed, acceleration, etc.), system delay and driver reaction time. Then the required 

power to cover the target distance is found using a lookup table. The beacon rate is 

adapted in an allowed range to keep channel load under a maximum allowed load. The 

protocol lack details for implementation and the performance of the proposed approach 

has not been evaluated. 
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   ETSI [69] proposes several techniques for Decentralized Congestion Control (DCC) 

which are: 1) transmit rate control, 2) transmit power control, 3) receiver sensitivity 

control, 4) transmit data rate control, and 5) transmit access control. DCC can be 

implemented by applying one or combination of several of these techniques. To 

implement DCC using the mentioned techniques, ETSI defines a State Machine (SM) 

that has three states: RELAXED, RESTRICTIVE and ACTIVE [70]. The ACTIVE 

state can have multiple sub-states. In each state vehicles use different transmission or 

receiver parameters. The transition between the states happens based on the measured 

CBR. ETSI DCC suffers unfairness and oscillation [54], [71], [72]. In [54] a 

congestion control scheme that used the techniques 1 to 4 simultaneously was tested 

and indicated that ETSI DCC is instable and unfair. In [72] by adapting just transmit 

rate control, the instability of the method was demonstrated. In [71] DCC mechanisms 

considering a single technique of 1, 2, 3 and when the three techniques are 

simultaneously active, evaluated. In all of them, instability in the state of vehicles was 

observed. 

 

 Routing Protocols in VANETs 

VANETs have some characteristics that differentiate them from other types of 

MANETs, including rapid node movement, a large network, and constrained mobility 

imposed by roads topology. Due to such differences, topology-based MANETs routing 

protocols, such as AODV [73], OLSR [74], and DSR [75], perform less efficiently in 

VANETs [7], [76]. Typically, in MANET protocols, when the network nodes move, 

the established paths are subject to breaking, in which case the routing protocol must 

dynamically search for other feasible routes. Therefore, using the existing routing 

protocols for MANETs, maintaining connectivity in VANETs with rapidly changing 

topology is very difficult. Furthermore, these routing protocols use the broadcast 

mechanism to find and maintain routes. In VANETs, the movement of vehicles causes 

the communication links between them to be broken frequently. Such link failures 

increase the broadcasting and routing control overheads, and lead to degradation of the 

protocol performance. Therefore, considerable efforts have been dedicated toward 
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designing routing protocols that can cope with the problems of routing in VANETs. In 

the following sections, a review of these protocols is presented. 

 

2.3.1 Modified MANET Routing Protocols 

Certain modifications to topology-based routing protocols have been proposed [77]-

[80] to qualify them for routing in dynamic VANETs environments. In [78], the 

development of a modified AODV protocol called AODV-ETX is described that, in 

combination with greedy forwarding, attempts to solve the scalability problem of 

topology-based routing. AODV-ETX adopts the Expected Transmission Count (ETX) 

metric [81] instead of the minimum hop count metric used in AODV. In AODV-ETX, 

all nodes in the network send periodic beacon packets in order to allow nodes to 

estimate the ETX metric and to identify their neighbours. AODV-ETX also differs 

from AODV in that it allows intermediate nodes to repair broken routes locally. The 

combined AODV-ETX and greedy forwarding protocol is called Hybrid Location-

based Ad-hoc Routing (HLAR) [78]. HLAR uses greedy forwarding, rather than the 

broadcast mechanism, to discover or repair a route. When greedy forwarding fails to 

find a neighbour node closer to the destination, e.g., in a local maximum or when the 

location information degrades, the protocol reverts to reactive routing and uses 

broadcast to recover from the situation. A comparison of HLAR and AODV-ETX 

protocols showed HLAR has higher performance in terms of the packet delivery ratio, 

and of end-to-end delay and routing overhead.   

   HLAR does not prevent local maxima in greedy forwarding. It just uses a different 

approach (broadcast) to recover from that condition.  In city environments with non-

uniform traffic, such conditions are encountered repeatedly, requiring broadcast for 

recovery in each instance. The performance of the HLAR protocol has not been tested 

in such scenarios. The ETX metric in [81] is defined to evaluate the quality of links in 

a network with stationary nodes, and so using this metric for a network with a short 

link lifetime does not appear to be an optimal choice. As described in [78], at least ten 

seconds are required to evaluate the quality of a link. Ten seconds could be more than 

total lifetime of a link in a VANET with fast-moving nodes. 
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   Virtual Node AODV+ (VNAODV+) [80] is a cluster-based routing protocol in 

which every cluster has a leader and a backup leader. The whole geographical area of 

a network is divided into square regions, whose size is chosen so that every node in a 

given region can, at least, send and receive messages to and from every other node in 

the neighbouring regions. This protocol attempts to address overhead and route 

instability issues in AODV in high-mobility scenarios. It alleviates these issues by 

permitting only cluster leaders to participate in route finding and route repair 

mechanisms. VNAODV+ is an enhanced version of VNAODV [82], qualified for 

communication in VANETs. One feature of these protocols is that they introduce a 

layer between the link layer and network layer, called the Virtual Node Layer 

(VNLayer), which is responsible for cluster management (leader selection, etc.). The 

enhanced version of the VNLayer is called VaNetLayer, and creates less overhead for 

management of clusters, and reduces the time that clusters are out of leader. The layer 

creates overhead to manage the clusters and the overhead is expected to be directly 

proportional to the speed of vehicles; however, in the simulation results presented in 

[80], the speed of the vehicles was not specified. 

   In the irresponsive AODV (iAODV) protocol [83], the broadcast mechanism for 

route discovery is replaced with a probabilistic forwarding. Every node retransmits a 

route discovery packet with a computed probability, reducing the routing control 

overhead. The transmission probability increases by increasing the distance between 

sender and a potential rebroadcast and decrease with increasing node density. 

   In [79], the authors attempted to tune the OLSR configuration parameters, including 

the intervals of periodic messages (hello interval, topology control interval, etc.) and 

the hold times for VANET. They defined a cost function that is a weighted sum of 

three Quality of Service (QoS) metrics: the packet delivery ratio, the network routing 

load, and the end-to-end delay. They applied five different metaheuristic techniques to 

minimize the cost function: 1) particle swarm optimisation; 2) differential evolution; 

3) a genetic algorithm; 4) simulated annealing; and 5) a random search algorithm. A 

simulator (ns-2) interacted automatically with the optimisation procedure. The 

optimisation procedure generated new routing configuration parameters in every run, 

then invoked the simulation procedure to evaluate them over a defined urban VANET 
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scenario. After the simulation, the computed cost function is returned to the 

optimisation procedure. 

   The problem with this approach lies in offline optimisation. The optimised 

parameters are obtained by optimisation on a selected VANETs scenario, and therefore 

cannot produce optimal performance in every scenario. As it is showed, OLSR with 

new configuration parameters did not exhibit higher performance than the standard 

configurations (RFC 3626), for all VANETs scenarios. For example, in the scenario 

used for optimisation, vehicles had speeds between 10 and 50 km/h. Thus, the 

optimised hello intervals obtained by all five optimisation algorithms were greater than 

the standard value. It does not appear that these hello intervals could be ideal choices 

for scenarios with faster vehicles. The other key result is that, in all the experiments, 

the average length of the routing paths was less than two hops. The question arises as 

to whether the tuned parameters can work perfectly to find longer paths. In the end, 

the authors of [42] did not propose a set of optimised configuration parameters for 

OLSR, since every optimisation technique resulted in different set of parameters, but 

no one set exhibited performance that is superior to the others, or even to the standard 

one, in all the experiments. 

   Fuzzy Constraint Q-Learning Algorithm Based on AODV (PFQ-AODV) [77] is a 

routing protocol based on AODV, but employs metrics other than hop count to select 

paths. It uses available bandwidth, link quality and relative vehicle movement to 

evaluate a given path. The author proposed an approach for calculating these metrics 

that is independent from lower layer or location information. Each node broadcasts 

hello messages periodically. Each hello message includes the available bandwidth of 

the sender node (calculated according to a formula the author proposed) and the 

addresses of all one-hop neighbours. By receiving hello messages, each node 

maintains its two-hop neighbour information. Using this information, the nodes 

calculate the bandwidth factor, mobility factor, and link quality factor for every link 

to their one-hop neighbours. Then, numerical values (fuzzy values) representing the 

quality of every link is derived from these three metrics for each. According to the 

author, the benefits of this approach using fuzzy logic are first that the link status can 

be evaluated without deriving a complex mathematical model, and second that it is 

possible to tune the fuzzy membership functions and rules to make the protocol more 
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suitable for a particular scenario (flexibility). Every node maintains a fuzzy value for 

every one-hop neighbour and a Q-value, also computed using fuzzy values, for up to 

two-hop neighbours. The protocol uses the same mechanism as AODV to find a route, 

with the difference that when a node rebroadcasts a Route Request (RREQ), it attaches 

its maximum Q-value for the source node to RREQ. The destination node chooses the 

node that has the maximum Q-value as the next hop for the Route Reply (RREP) 

message. The next hop node also chooses its next hop according to its Q-table. Upon 

receiving the RREP message, the source node employs the route indicated by the 

RREP message. The author compared this protocol with AODV and two other AODV-

based protocols with different metrics, and showed that it exhibits higher performance. 

   The PFQ-AODV protocol [45] is actually AODV with a different metric. Therefore, 

it faces the problems of AODV for VANETs, for instance, using broadcast to find 

routes, which creates scalability problems. Its advantage over AODV is that, because 

it considers the mobility of vehicles to compute the metric, it may select links with 

longer lifetimes, and so requires less route recovery. 

 

2.3.2 Position-Based Routing Protocols 

Position-based routing is an alternative approach for routing in VANETs. These 

protocols do not select a fixed set of nodes between the source and destination for 

routing packets, and consequently do not suffer route instability. They also do not 

require route discovery and management, so they are more scalable and suitable for 

VANETs than are MANETs protocols. Position-based routing protocols are able to 

solve such problems as high mobility and transmission delay, because they maintain 

only local information on their neighbours instead of per-destination routing entries. 

   In position-based routing protocols, a greedy mechanism, such as Greedy Perimeter 

Stateless Routing (GPSR) [8], is used to forward packets. With such a mechanism, 

each node obtains its current location, via, for example, a GPS receiver, and learns the 

position of its one-hop neighbours by receiving periodic beacon messages. To route 

packets, a node sends them to the neighbouring node that is nearest to the destination. 

This mechanism does not require route discovery and management, and thus is more 

scalable and suitable for large and highly dynamic networks. However, packets can 
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reach a node that has no neighbour that is closer to the destination than the node itself. 

This problem, known as a local maximum, is likely to occur in cases of sparse networks 

or uneven traffic distribution. In such cases, GPSR switches to a recovery strategy 

called perimeter mode that employs the right-hand rule algorithm of planar graph 

traversal to route the packets out of the region of the local maximum (a planar graph 

is one in which no two edges cross). Basing the GPSR perimeter mode on the right-

hand rule biases it to a specific direction when it selects the next hop, without 

consideration of network connectivity. This recovery procedure is abandoned as soon 

as it is practicable to revert to the greedy strategy, since it can decrease the performance 

of the network when used frequently. 

   Despite the advantages of position-based routing protocols, they have open issues 

when they are used for routing in city environments [7]. City scenarios, where almost 

the entire area between streets is covered with buildings, frequently force GPSR to run 

in perimeter mode. As a result, the performance of GPSR can deteriorate dramatically 

in these scenarios, and it therefore may not be suitable for inter-vehicle 

communications. Due to the presence of city structures, nodes that would have seen 

each other in free space cannot communicate, leading to more local maxima, and 

causing the protocol to operate in perimeter mode. In this situation, nodes might no 

longer send packets to the neighbour with the maximum forward progress. Thus, 

compared to greedy routing, GPSR may require many more nodes to be traversed, 

which leads to more delay and greater hop counts. In addition, mobility can induce 

routing loops for packets that are routed in perimeter mode [7].  

   Geographical Source Routing (GSR) [7] tries to overcome the disadvantages of the 

position-based routing protocols developed for MANETs, when they are applied to 

VANETs in urban scenarios. In GSR protocols, every node is equipped with a city 

map. The source node computes the shortest path to the intended destination using 

Dijkstra’s algorithm [84], based on the street map. The computed path consists of a 

sequence of junction IDs known as Anchor Points (APs). The list of junctions is then 

inserted into the header of each data packet sent by the source. Using this list, source-

based routing is employed across junctions, while greedy-based routing is used for 

packet forwarding in the street segments between the junctions. 

   The disadvantage of GSR is that it does not consider the vehicular traffic conditions 
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of the streets along a route to support connectivity. Figure 2.2 depicts an example 

where, along one road segment, the packets face a local maximum situation that 

prevents them from progressing towards the next junction. In such a situation, the 

packets are discarded at the local maximum even though a longer alternative path 

exists. In the following section, a number of traffic-aware or connectivity-aware 

routing protocols are described that have been designed to address this issue. 

 

 

Figure 2.2 GSR fails to find the route, because the shortest path does not have sufficient 

connectivity. 

 

2.3.3 Traffic-Aware Routing Protocols 

The Anchor-based Street and Traffic Aware Routing (A-STAR) protocol [85] utilizes 

city bus routes to find a path with high connectivity for packet delivery in a city 

environment. It assumes that connectivity on a street with more bus routes is higher, 

due to the higher density of vehicles, and that traffic density is more stable, due to the 

regular presence of city buses. It assigns a weight to each street based on the number 

of bus routes that traverse it. Lower weights are assigned to street segments that have 

more bus routes. It is assumed that the digital street map used by the vehicles is 

equipped with bus route information. Thus, a routing path can be computed using 

Dijkstra's least-weight path algorithm. This path comprises the sequence of junctions 

that a packet must pass through to reach its destination. To send a packet, A-STAR 

inserts the computed sequence of junctions into the packet. Between the junctions, 

greedy forwarding is used. There are two problems with this approach. First, it uses 

static information on city bus services, so that the weights of streets are constant, while, 

in reality, traffic conditions can be very dynamic. Second, streets with higher traffic 
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density are not always optimum paths, because packet loss occurs due not only to low 

connectivity, but also to collisions along congested paths. 

   Spatial and Traffic-Aware Routing (STAR) [86] exploits both street topology 

information provided by geographic information systems and information about 

vehicular traffic to make routing decisions. It attempts to detect two extreme situations: 

either the presence of a high number of vehicles, or the total absence of vehicles. 

Monitoring and propagation of vehicular traffic conditions is performed through the 

exchange of network-level beacons that carry observations of node neighbourhoods. 

The observations are maintained in data structures managed by the traffic monitoring 

module. Every node maintains four node counters, which represent the number of 

neighbours it has in the directions of the four cardinal points. When a counter exceeds 

an upper threshold, it indicates a high concentration of vehicles in the corresponding 

direction, while a counter below a lower threshold indicates scarce vehicular traffic in 

the corresponding direction. If these critical situations are persistent (criteria exist to 

detect persistent situations, in order to guarantee that a temporary abnormal condition 

is not registered), they are recorded in the traffic table. Each node periodically 

broadcasts a beacon that contains a sender identifier, sender coordinates, and the 

critical vehicular traffic conditions present in the sender’s traffic table. Each entry in 

the traffic table has a time-to-live (TTL) value, which determines how far the traffic 

information will be spread. When a source has a packet to send to a destination, the 

source builds a weighted graph using the street map and traffic information. Edges 

corresponding to streets without traffic are assigned a high weight. In contrast, edges 

corresponding to streets with high levels of vehicular traffic are assigned low weights 

to bias the choice in favour of the street as a route path even though it could be longer 

in length than other paths. In this protocol, streets with high traffic density are assigned 

a low weight, and the weights of streets can change dynamically. However, the second 

problem highlighted above still exists; the algorithm tends to use more congested 

streets, because it weighs the streets according to the number of nodes and not 

according to the packet-relaying properties of the streets. Another problem with this 

protocol is that, using only propagated information, the street along which a certain 

condition exists cannot be exactly determined. 

   Improved Greedy Traffic Aware Routing (GyTAR) [87] selects junctions one by one 
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through which a packet must pass to reach its destination. When selecting the next 

destination junction, a node (the sending vehicle or an intermediate vehicle at a 

junction) looks for the positions of the neighbouring junctions using a map. A score is 

assigned to each junction based on the traffic density and the curve metric distance to 

the destination. The best destination junction is then the junction with the highest 

score. Once the destination junction is determined, the improved greedy strategy is 

used to forward packets between the sending and the next destination junctions. 

According to this strategy, when a packet is received, the forwarding vehicle computes 

the new predicted position of each neighbour using its velocity, direction, and latest 

known position information, and then selects the next hop neighbour. In this routing 

protocol, it is assumed that every vehicle obtains the vehicular traffic information 

(number of vehicles between two junctions) from traffic sensors installed beside the 

junctions. Apart from the need for a large number of sensors, such protocols face 

problems such as limited coverage of detection equipment, high deployment and 

maintenance costs, and a great deal of time being consumed in collecting, processing, 

and disseminating traffic-related information [88]. Furthermore, due to the junction-

by-junction routing approach, the protocol might not always find a path to a given 

destination.  

   Road-Based Traffic Aware Routing (RBVT) [89] is another traffic-aware routing 

protocol that uses a beaconless mechanism in order to overcome network congestion. 

Backbone-Assisted Hop Greedy Routing (BAHG) [90] is a position-based 

connectivity-aware routing protocol which tries to select paths between source and 

destination consisting of a minimum of intermediate intersections (intersections in 

which the direction of the path is changed), since such intersections result in higher 

hop counts and poor connectivity due to buildings around the intersection. The 

protocol assigns a weight to each road segment that is the sum of the hop count and a 

second parameter, the “delta count”. The hop count is the required number of hops for 

a packet to traverse a road segment. The delta count signifies the degree of 

disconnection along a road segment, and is calculated as the product of a constant and 

the hop count. The delta count is set to zero for roads with four or more lanes (which 

are considered fully connected). The protocol defines major roads as those that have 

more than two lanes. The city map is divided into zones, such that every zone is 

surrounded by major roads. The intersections at the corners of each zone act as entry 
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points for the packets sent to a zone. The problem with this protocol is that the delta 

count does not represent the real-time connectivity conditions of the roads. Therefore, 

the calculated path sometimes encounters void regions. In this case, the path must be 

recalculated from that point, which causes more hop counts and greater delay. 

   Intersection-based Geographical Routing Protocol (IGRP) [91] is a routing protocol 

for forwarding data packets from vehicles to Internet gateways, under the assumption 

that the Internet gateways have up-to-date information on the positions of all vehicles 

in their surrounding areas. When a vehicle requires a route to forward data packets to 

the Internet gateway, it sends a request to it. The gateway then computes the 

intersections of the path and the transmission range at each street segment that the 

vehicles are required to use to achieve high connectivity.  

   In Connectivity-Aware Routing (CAR) [92], the source broadcasts request messages 

to find a path to the destination. To estimate connectivity, every node forwarding the 

route request updates the hop count, as well as the average and minimum number of 

neighbours. The destination decides the routing path and replies to the source. Even 

though CAR addresses connectivity issues, the gathered information on the number of 

nodes cannot ensure connectivity in individual road segments along a routing path, 

because the connectivity depends on both the number of nodes and on their topology. 

 

2.3.4 Ant-Based Routing Protocols 

Mobility-aware Ant Colony Optimization Routing DYMO (MAR-DYMO) [93] is a 

reactive routing protocol for VANETs that is a combination of Dynamic MANET On-

demand Routing (DYMO) [94] and ACO. DYMO itself is an improved version of 

AODV. Using vehicles’ position and speed, it predicts their movements to find the 

path with the longest lifetime. MAR-DYMO has scalability problem as the 

performance of the protocol drops rapidly with increasing numbers of vehicles. It has 

higher overhead than DYMO, while the packet delivery is increased slightly. Also, 

because it is node-based, the overhead increases as the speed of vehicles increases due 

to greater link breakage and route recovery.  

   Trust Dependent Ant Colony Routing (TACR) [95] is a reactive ant-based routing 

protocol in which clusters of vehicles are created by considering direction, position, 
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and relative speed of vehicles to manage the scalability of the protocol. Only cluster 

heads contribute to launching ants and finding routes to decrease routing overhead. 

However, the simulation results did not show much improvement against MAR-

DYMO, because managing the clusters creates overhead itself.  

   Mobility Aware Zone based Ant Colony Optimization Routing (MAZACORNET) 

[96] is a zone-based ACO routing for VANETs. By using ACO technique, it tries to 

select the links for routing that have higher lifetimes and quality. The link quality is 

estimated by using the Nakagami fading model. Inter-zone routing follows a proactive 

approach and intra-zone routing is on demand. In terms of routing control overhead, it 

does not show much improvement against AODV due to the inter-zone proactive 

routing approach. Thus, like other node based algorithms, it has scalability problem 

when used in VANETs. 

   Vehicular Routing Protocol Based on Ant Colony Optimization (VACO) [97] uses 

ant colony optimisation to assess the packet-relaying quality of each street segment 

located between two junctions in terms of latency, bandwidth, and delivery ratio. It is 

assumed that there is an RSU at each junction to save routing information and find 

routes for packets. To set up a route, the source node forwards several ants toward a 

target RSU, which is the closest one to the destination vehicle. At the target RSU, 

backward ants are generated and sent back to the source. For route maintenance, 

VACO utilizes a proactive approach. Using RSU at every junction can be costly and 

might not be practical, at least during the initial deployment of VANETs. In addition, 

this causes the protocol to be vulnerable to failure of specific nodes (RSUs). 

   Adaptive and Opportunistic QoS-based Routing in VANETs (AQRV) [28] is a 

junction-based QoS routing protocol whose QoS metrics include connectivity 

probability, packet delivery ratio, and delay. It is assumed that there is a static terminal 

intersection (TI) with Wi-Fi capability at every junction to store the routing table, 

launch ants (small control packets), and relay data packets. At the beginning of the 

data transfer, a source vehicle sends its request to a TI (TIS) and, if the TIS has no 

route to the destination, launches several forward ants toward the destination TI (TID). 

At the TID, forward ants are converted to the backward ants and are returned to the 

TIS. A so-called pheromone table of every TI that the backward ants pass is updated 

based on the information that the ants carry, with an analytical expression for the three 
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metrics. The analytical expression assumes that the streets are one-way, and the routing 

protocol is tested on a one-way simulation scenario. It is also assumed that the TIs 

know the vehicle density at each street. 

 

 ACO Algorithms 

 Many algorithms inspired by the behaviour of ant colonies have been developed to 

solve optimization problems. An ant colony is a multi-agent system where each agent 

(ant) operates independently by very simple rules. Despite the very primitive 

behaviour of the agents, the whole system functions in a reasonable way and can fulfil 

complicated goals. The agents use only local information to interact with other agents, 

which results in the independence of the system from centralized control. 

   However, ACO has been implemented in different forms, in general, ACO can solve 

the problems defined as follows [98]. 

 A finite set of components 𝐶 = {𝑐1, 𝑐2, 𝑐3, … , 𝑐𝑁} is given where 𝑁 is the 

number of components. 

 A finite set of possible connections between elements of 𝐶 is given by 

𝐿 =  {𝑙𝑐𝑖𝑐𝑗
|  (𝑐𝑖, 𝑐𝑗) ∈ 𝐶̂  } where 𝐶̂ = 𝐶 × 𝐶. 

 𝐽𝑐𝑖𝑐𝑗
= 𝐽(𝑙𝑐𝑖𝑐𝑗

, 𝑡) is the connection cost function associated to each 𝑙𝑐𝑖𝑐𝑗
∈ 𝐿 

that might change over time. 

 𝑄(𝐶, 𝐿, 𝑡) is the set of constraints assigned over the elements of 𝐶 and 𝐿. 

 A sequence 𝑠 =< 𝑐𝑖, 𝑐𝑗 , … , 𝑐𝑘 > of some elements of 𝐶 is called a state of the 

problem. If 𝑆 is the set of all possible sequences, the set 𝑆̂ of all possible 

sequences under the constraints 𝑄 is a subset of 𝑆 and includes the feasible 

states. 

 Φ is a solution of the problem if it is an element of 𝑆̂ and satisfies all the 

problem’s requirements. 

   The graph 𝐺 = (𝐶, 𝐿) is associated to the problem defined above and the solutions 

to the optimization problem are the feasible paths on the graph 𝐺. ACO algorithms use 

a population of ants to search the graph and collectively solve the defined problem. 
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The information collected by the ants is represented as pheromone deposits associated 

with connections 𝑙𝑐𝑖𝑐𝑗
. 

 

2.4.1 ACO for Data Routing in Computer Networks 

Different implementations of ACO for routing in telecommunication networks have 

been applied; however, in general, they can be described as follows. 

 

 Let sets 𝐶 and 𝐿 introduced above correspond to network nodes and 

communication links between nodes, respectively, and 𝐺 = (𝐶, 𝐿) is the 

corresponding directed graph. 

 Network nodes keep routing tables (also called pheromone tables) to forward 

data packets to the destinations. The pheromone table of node 𝑐𝑘 with set of 

neighbours 𝑁𝑘 is a data structure consisting of probability values 𝑃𝑖𝑑 which 

expresses the goodness of choosing 𝑐𝑖 ∊ 𝑁𝑘 as the next node when the 

destination node is 𝑑 with the following condition: 
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 Network nodes update probabilities 𝑃𝑖𝑑 regularly with two processes, 

pheromone deposit and evaporation so that the route finding task becomes 

adaptive to network changes. 

 To this aim, network nodes regularly generate ant packets and forward them to 

a randomly selected destination to evaluate and find paths to the destination. 

The ant packets collect information on the quality of the links they pass. This 

information is used by network nodes that ants meet in their paths to update 

the 𝑃𝑖𝑑 values corresponding to those paths. The process of updating the 𝑃𝑖𝑑 

values is called pheromone deposit. 

 Probabilities 𝑃𝑖𝑑 are reduced regularly at constant intervals so that network 

nodes forget an old path which is not a good path any more. This process, which 

is called pheromone evaporation, can be implemented as follows. 

. ,id idP P    where  0 1                                   (2.3) 
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 To forward data packets to a destination, every node selects one of its 

neighbouring nodes randomly with the highest probability of selection given 

to the neighbour that has the highest amount of pheromone to reach the 

destination. 

   ACO has been implemented in different variations for routing. For example, ants 

might deposit pheromone in their backward or forward journey or the pheromone 

values of the links might represent the delay, traffic flow or other qualities of the links. 

 

 Game Theory 

A situation referred to as a game when several entities involved in the situation and 

the outcome of the situation for an entity depends not only on what the entity does but 

also what the other entities do. The entities are referred to as decision-makers or 

players of the game. A non-cooperative game is a game in which players take their 

actions without any agreement with other players. Game theory is a mathematical 

study of the interactions between the players who might have conflicting or common 

interests. Game theory deals with designing interaction models, studying the 

conditions that some outcome can be achieved and designing strategies to reach 

desired outcomes [99]. 

   A game can be represented in different types. In this thesis, a non-cooperative game 

in the strategic or normal form [10] has been used, then just these games are 

introduced. A strategic form game is a triplet 𝒢 = {𝒩, {𝒮𝑖}𝑖∈𝒩 , {𝜑𝑖}𝑖∈𝒩} where 𝒩 =

{1, 2, … , 𝑛} is the set of players, 𝒮𝑖 is the set of strategies of player 𝑖 and 𝜑𝑖 is the 

payoff function of player 𝑖 that gives the player 𝑖 the value 𝜑𝑖(𝑠) for each strategy 

profile 𝑠 = {𝑠1, s2, … , s𝑛} ∈ ∏ 𝒮𝑖𝑖∈𝒩 . 

   Nash Equilibrium (NE) is a key concept in game theory. It is the profile of strategies 

such that each player’s strategy is an optimal response to the other players’ strategy 

[10]. In mathematical terms, the vector s* is an NE if: 

* * *, , ( , ) ( , )i i i i i i i ii N s S s s      s s                                  (2.4) 
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where 𝒔−𝑖 is a vector of strategies of all the players except player 𝑖. In other words, an 

NE is the point that no player has incentive to change its strategy unilaterally and it is 

the solution of the non-cooperative games involving rational players. 

 Summary 

In VANETs cooperative awareness is created by exchanging beacons periodically. 

However uncontrolled beaconing reduces the performance of the protocols that rely 

on the cooperative awareness. Current adaptive beaconing schemes, suffer from 

unfairness, instability and control overhead. In addition, most of them assign the same 

beaconing parameters (rate or power) to vehicles, apart from the dynamics of vehicles.    
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Chapter 3                             

Efficient   Geographic Source 

Routing (EGSR) Protocol 

   The performance of position-based routing in city scenarios will improve when real-

time traffic information is used as part of the routing metric [86], [87], [89]-[92]. In 

this chapter, a position-based routing protocol for city environment is developed that 

is self-adaptive to traffic conditions. The focus is on approaches that do not rely on 

particular hardware support, such as the traffic sensors that are assumed to exist in 

GyTAR, or on traffic information obtained from outside the network, such as the 

information on bus routes used in A-STAR. The proposed protocol is called Efficient 

GSR (EGSR). It optimises GSR for routing in a city environment with unevenly 

distributed vehicular traffic by adding traffic awareness to GSR. Like GSR, EGSR 

uses the street map to compute the shortest path; however, the weight of every street 

segment is not the length of the street. Instead, the weights are computed and 

dynamically updated according to the connectivity conditions of the streets. To make 

the protocol aware of the traffic conditions of the street segments, it uses small control 

packets, termed “ants”, to sample traffic conditions and update vehicles routing 

information. The approach presented in this thesis is based on ACO. 

   Recently, bio-inspired networking approaches have received a great deal of interest 

due to their potential features such as scalability, adaptability, self-organization, 

robustness, and resilience to failures [3]. The architecture of bio-inspired solutions 

should implement key principles [100], [101] to achieve these desirable properties. 

Otherwise, their effectiveness or functionality might be limited [102], [103]. Thus, 

despite the similarities of some solutions to biological systems they fail to meet the 

objectives or achieve the advantages of them.  

   Among bio-inspired techniques, ant colony optimisation has been widely used for 

routing in networks [95]-[97], [103]-[108]. Most of the proposed ant-based routing 

protocols try to find entire paths between network nodes. However, this method might 
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not be suitable for VANETs due to rapid movement of the nodes. In this work, ant 

colony optimisation has been applied to finding the optimum street segments (the part 

of a street between two junctions; see Figure 3.1) for routing packets in VANETs. 

 

 

Figure 3.1 A section of a city map as an example 

 

 

Figure 3.2 Adjacency matrix of the map in Figure 3.1 

 

 System Model 

The wireless technology deployed for exchange of packets is DSRC. DSRC uses IEEE 

802.11p standard at the PHY and MAC layers. Each vehicle is equipped with a GPS 

receiver, digital map, and navigation system. Thus, vehicles are aware of their position 

through the GPS and can map their positions on roads using the navigation system. A 

sender vehicle obtains the position of a receiver vehicle by querying from a location 

service [109]-[111]. The clocks of all vehicles are synchronized. Synchronization has 

been considered in IEEE Std 1609.0-2013 [22] and IEEE Std 1609.4-2016 [26] and is 

necessary for multi-channel operation and security purposes; it can be provided by 
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GPS. Vehicles can be equipped with a sufficient number of computational resources, 

such as processors and a large memory capacity. Thus, no capacity, processing, or 

power constraints are assumed for vehicles [21]. 

 

 The Protocol Design 

Using a digital map of the streets each vehicle can obtain an adjacency matrix of the 

graph that models the city map. As a simple example, Figure 3.1 shows a part of a city 

map with specified junctions in circles (Jn) and street segments between junction Ji and 

Jj with lengths Lij. This map can be represented by a graph, with junctions as vertices 

and streets as edges. Figure 3.2 shows the corresponding adjacency matrix. According 

to the GSR protocol, whenever a vehicle wants to send a packet to a destination, it 

initially adds two vertices, which correspond to the source and the destination, to the 

matrix. Then, it computes the shortest path using Dijkstra’s algorithm, adds the ordered 

list of junctions (anchor points) to the packet header, and then sends it.  

   In EGSR, like GSR, the source vehicle computes an ordered list of the junctions of 

the route and stores it in the packet header. The list of junctions is computed using 

Dijkstra’s algorithm on a graph representing the city map in which the weight of every 

edge (street) is proportional to the connectivity of that street segment. To make the 

weight of every edge proportional to the network connectivity of the corresponding 

street and not just its length, the elements of the matrix in Figure 3.2 are redefined as: 

𝐿𝑖𝑗

𝑃𝑖𝑗
; where 0< 𝑃𝑖𝑗<1.  𝑃𝑖𝑗 is a variable showing the connectivity condition of the street 

segment between junctions Ji and Jj. In other words, 𝑃𝑖𝑗 is the pheromone value related 

to the street segment between junctions Ji and Jj. A low 𝑃𝑖𝑗 demonstrates a poor 

connectivity due to low traffic density. Vehicles update the 𝑃𝑖𝑗s according to the 

information in the ant packets that they receive. This mechanism is described further 

in the following sections. 

   Ant packets are launched by the vehicles in junction areas and are forwarded toward 

the next junction. On arrival, the junction ID is recorded in the ant packet and the next 

street is selected randomly with a probability proportional to the number of vehicles 

in the street in the neighbourhood of the current ant holder. Then, the ant is forwarded 
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to the junction located at the end of the selected street segment. Between two junctions, 

ants are broadcast similar to POCA [112] so as to prevent a broadcast storm, but using 

a simpler approach than POCA. When a node wants to broadcast an ant, it selects its 

nearest neighbour to the next junction for rebroadcasting it. If an ant packet passes 

completely through a street segment, there is connectivity in that segment. Every node 

that receives an ant updates its adjacency matrix: the 𝑃𝑖𝑗 related to the street segment 

between the junctions Ji and Jj traversed by the ant will be increased (see section 3.2.2). 

In other words, the ant deposits pheromone. In this way, vehicles have an adjacency 

matrix in which the weight of each street is proportional to its length and network 

connectivity. A mechanism for pheromone evaporation that decreases the 𝑃𝑖𝑗s in 

regular intervals so as to make the adjacency matrix adaptive to traffic changes is 

presented in section 3.2.2. 

   The number of ants that traverse a street and the length of time it takes reflect the 

packet relaying condition of the street segment. If there are not enough vehicles in a 

street or it is congested, fewer ants and over a longer period of time can pass through 

that street. When this occurs, the evaporation mechanism decreases the 𝑃𝑖𝑗 related to 

that street more rapidly than ants can increase it. 

 

3.2.1 Launching Ants 

An area with radius Ra at every junction is called an anchor area (see Figure 3.3). The 

time interval between launching successive ants at a junction is called tant. If a vehicle 

in an anchor area during time interval tant, does not receive a new ant (an ant that has 

been launched in this junction), it creates one and broadcasts it toward the next 

junction. This vehicle also selects one neighbour as the next ant forwarder.  

   For example, in Figure 3.3, vehicle V1 located in the anchor area of street S1 

launches an ant and broadcasts it toward junction J2. It selects V2, which is its closest 

neighbour to the next junction (J2), to rebroadcast the ant. Then, only one vehicle will 

rebroadcast an ant in every forwarding step. When the ant reaches junction J2, J2 is 

recorded in the ant packet. Then, the ant is sent to one of the street segments J2-J3, J2-

J4, or J2-J5, selected randomly, with a higher probability of selection given to the street 
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Figure 3.3 Anchor areas at every junction 

 

that has more vehicles in the neighbourhood of the current ant holder. Algorithm 3.1 

presents the ant-launching process. tant is the time between launching successive ants. 

It determines how quickly the algorithm adapts to changes in vehicular and data traffic 

of the streets. A too-small tant causes the network to be flooded by ants, and with a 

 

Algorithm 3.1 Launching ants 

 //Vehicle Vi upon entering anchor area of Ji 

  1: Set timer Ta = tant 

  2: if Vi received an ant then 

  3:     if ( the only junction recorded in the ant == Ji ) then 

  4:         Reset timer Ta ( timer Ta = tant ) 

  5:     end if 

  6: end if 

  7: if ( timer Ta == 0 ) then 

  8:     Launch ant 

  9:     Reset beacon timer 

10:     Set timer Ta = tant 

11: end if 

12: if Vi left the anchor area then 

13:     Cancel timer Ta 

14: end if 
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large tant, the protocol cannot adapt to the changes in the network. In both cases, 

performance of the protocol decreases. Analysis of the parameters of ant-based 

protocols in ad hoc networks has been presented in [113]. We have selected this 

parameter experimentally and using the results in [113]. 

 

3.2.2    Updating the Adjacency Matrix 

When a vehicle receives an ant, it updates its adjacency matrix. If junctions Ji and Jj 

have been recorded in the ant packet as two consecutive junctions, it means there was 

connectivity to pass the ant through the street segment between junctions Ji and Jj so 

𝑃𝑖𝑗  and 𝑃𝑗𝑖 will be updated according to (3.1) and (3.2). In [105] the formula (3.1) was 

used to update pheromone of links between two nodes. Herein, it is used to update 

pheromone for every street segment between two junctions. 

                                                                                               

                                      
1

ij ij
ij ji

ij

P P
P P

P


 


                                               (3.1) 

                               
min_

arctan
ij

ij

ij

delay
P A

delay
                                         (3.2) 

where delayij is the time it takes the ant to traverse the street between junctions Ji and 

Jj, min_delayij is the minimum delay for ants that the vehicle has recorded for that 

street, and 𝐴 is a constant. 

   Because min_delayij is less than or equal to delayij , 
2

𝜋
 𝑎𝑡𝑎𝑛 (𝑚𝑖𝑛_𝑑𝑒𝑙𝑎𝑦𝑖𝑗 𝑑𝑒𝑙𝑎𝑦𝑖𝑗⁄ ) 

is between 0 and 0.5. Therefore, for 𝐴 less than 0.5, ∆𝑃𝑖𝑗 will be less than 1. The initial 

value for 𝑃𝑖𝑗 is selected to be less than 1 and therefore, 𝑃𝑖𝑗 will always be less than 1. 

Every time 𝑃𝑖𝑗 is renewed according to (3.1), it will be increased so the value 
𝐿𝑖𝑗

𝑃𝑖𝑗
 will 

be decreased. ∆𝑃𝑖𝑗 is greater if the delay the ant encounters in a street is lower. As a 

result, the weight of that street would be decreased with decreasing delay. Similarly, 

if three junctions Ji, Jj, and Jk have been recorded in the ant packet as three consecutive 

junctions, 𝑃𝑖𝑗 , 𝑃𝑗𝑖, 𝑃𝑗𝑘, and 𝑃𝑘𝑗 will each be updated according to (3.1) and (3.2). If 

the vehicle that has received the ant is the next forwarder, it then selects its closest 

neighbour to the next junction as the next forwarder and rebroadcasts the ant. If it is 
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not the next forwarder, it just renews its adjacency matrix according to the ant’s 

information. Every teva seconds, each vehicle decreases the pheromone (𝑃𝑖𝑗 ) of all the 

streets, using the following formula: 

                                    ;ij ijP P          0 1                                          (3.3)                                

   With the proposed mechanisms, pheromone increase and decrease, every vehicle 

regularly updates the weights of the edges of the graph representing the map of the 

surrounding area proportional to the connectivity of those streets. Thus, the route that 

every source vehicle computes for its data packets is adaptive to the traffic conditions 

on the streets. Every node broadcasts its ID and position in beacons regularly. When a 

node broadcasts an ant, it also includes beacon information in the ant packet and resets 

its beacon timer so fewer beacons are required. The purpose of this is to reduce the 

congestion in the network; because sending two packets will contribute to congestion 

more than sending one packet with the sum of their sizes [114]. 

 

3.2.3    Ant Packets 

An ant packet consists of the following fields: 

 Type: Indicates the type of the packet. 

 Sender_Id: ID (or address) of the first node that issued the ant. 

 Serial_Number: Every node assigns numbers sequentially to the ants it creates. 

 Version: First node that creates an ant sets this field to zero. Every time a node 

adds a junction ID to Sequence_Of_Junctions field, it increases this field by 

one. 

 Street_Id: ID of the street that the ant is traversing. 

 Next_Junction_Position: Position of the next junction that the ant should be 

sent toward. 

 Sequence_Of_Junctions: Sequence of junctions that the ant has traversed. 

 S_Delays: Time stamps showing the times that the ant has passed each 

junction. 

 Next_Forwarder: ID (address) of the next node that should forward 

(broadcast) the ant. 
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Figure 3.4 Ant launching and forwarding by vehicles. Dashed circles show communication 

range of vehicles V1, V2 and V3 

 

 LastSender_Id: ID of the last node that has broadcast the ant. 

 LastSender_Position: Position of the last node that has broadcast the ant. 

Sender_Id and Serial_Number have the same functionality as in any other regular 

routing protocol, that is, to ignore repeated packets. Every node that receives an ant 

checks the Serial_Number, Sender_Id, and Version fields of the ant. If it has not 

already received one with the Serial_Number and Sender_Id, it uses the ant’s 

information to update its adjacency matrix. If it has received the ant with the same 

Serial_Number and Sender_Id, but a lower Version, it just uses that part of the 

information of the packet that it has not already received, to update its adjacency 

matrix. For example, if a node has received an ant with version number 2, it means 

that the ant has passed three junctions. If it then receives an ant with the same 

Serial_Number and Sender_Id and version number 3, it just updates the 𝑃𝑖𝑗 related to 

the street between the last two junctions. 

   If the node that receives the ant is the next forwarder, it selects the subsequent next 

forwarder and then broadcasts the ant, whether or not it has received it before. For 

example, in Figure 3.4, vehicle V1 creates and sends an ant toward junction J2. V1 sets 

the Version field to zero, Sequence_Of_Junctions to J1, S_Delays to current time, 

Next_Forwarder to V2, Next_Junction_Position to the coordinates of J2, Street_Id to 

S1, and LastSender_Id and LastSender_Position to its ID and position, subsequently 

broadcasting the ant. All nodes V11, V12, V13, and V2 receive the ant and update their 
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adjacency matrices if required, which is not necessary in this situation because the ant 

has only one junction in its Sequence_Of_Junctions field. The ant is then broadcast by 

V2 and V3 in turn. Assuming that V3 has selected V4 as the next forwarder, V4 checks 

the Street_Id of the ant and selects one of its neighbours that is not in the street S1, for 

example V5. Subsequently, V4 changes the Street_Id field to S2, 

Next_Junction_Position to coordinates of J3, Next_Forwarder to V5, and 

LastSender_Id and LastSender_Position to its ID and position, respectively. It also 

records J2 to Sequence_Of_Junctions, current time to S_Delays, and increases the 

Version number by one. Consequently, vehicles receiving this packet, can compute the 

time this ant took to travel from J1 to J2. 

   The requirement of the Version field can be explained as follows. When vehicle V3 

broadcasts the ant, both V5 and V6 are within its communication range and receive it. 

When V4 updates the ant and broadcasts it, if the Version field does not exist, V5 and 

V6 ignore the new information that has been added by V3. In addition, by comparing 

the new and previous versions of the ant, they use just that part of the information they 

have not used before (newly added junctions). In the protocol, there is a limit on the 

number of junctions ants can travel and after that limit, the nodes kill them. 

LastSender_Id and LastSender_Position are required because the ant can have the 

same functionality as a beacon, with the benefit being that fewer beacons are required. 

Algorithm 3.2 presents the ant forwarding and the pheromone updating mechanisms. 

 

 Performance Evaluation 

The performance of EGSR has been compared with GSR and VACO.  GSR is a routing 

protocol that almost every position-based routing protocol was compared with that in 

the related literature. VACO uses ACO but it relies on RSUs at every junction thus, it 

has been selected for comparison to indicate EGSR can work efficiently even without 

RSUs. OMNeT++ and SUMO have been used to simulate the network and generate 

vehicular traffic mobility. The propagation model is lognormal shadowing [39].  
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Algorithm 3.2 Launching ants 

 //Vehicle Vi received ant Ai with Street_Id =Sn 

 //Street segment Sm is between junctions Ji and Jj 

  1:   if  (Ai not received before)  then 

  2:       if  (Vi  == Next_Forwarder) then 

  3:           if (Vi  is in the anchor area of  Ji ) then 

  4:               if (Ji has not been recorded in Ai) then 

  5:                   Record Ji in Sequence_Of_Junctions 

  6:                   if (size of  Sequence_Of_Junctions <maximum size of  

                            Sequence_Of_Junctions) then 

  7:                       Record current time in S_Delay 

  8:                       Select next forwarder Vj in Sm (n ≠ m) 

  9:                       Version ← Version + 1 

10:                       Street_Id ← Sm 

11:                      Next_Junction_Position ← position of Ji 

12:                   end if 

13:               end if 

14:           else 

15:               Select the next forwarder Vj using greedy mechanism 

16:           end if        

17:           Update pheromones using (3.1) and (3.2) 

18:           LastSender_Id ← Vi  

19:           LastSender_Position ← position of Vi 

20:           Next_Forwarder ← Vj 

21:           Transmit Ai 

22:           Reset beacon timer  

23:      else     

24:          Update pheromone using (3.1) and (3.2) 

25:      end if 

26:   end if   

27:   Update neighbour table 
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Table 3.1 Simulation parameters 

Parameter Value 

Scenario Area 2000 m × 2000 m 

Communication Range 300 m 

MAC Protocol IEEE 802.11p 

Simulation Time  800 s 

Vehicle Velocity 45, 50, 55, 60, 65, 70 Km/h 

Number of Concurrent Connections 10 

Carrier Frequency 5.89 GHz 

Bit Rate 18 Mbps  

Beacon Frequency 2 Hz 

Data Packet Size 512 Byte unless specified 

EGSR parameters tant = 1.5 s, α = 0.92 [113] 

 

   The simulation parameters are indicated in Table 3.1. For The mobility model and 

urban map topology, the Manhattan model [115] has been employed. The routing 

protocols use greedy forwarding between two junctions and their difference is in the 

way that they select street segments for packet forwarding. In Manhattan model at 

every junction four street segments meet, therefore this model is an appropriate model 

to evaluate the street selection of the routing protocols. The simulation area covers a 

2000 × 2000 meter grid in which the distance between two adjacent junctions is set to  

 

 

Figure 3.5 Simulation map 
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500 meter. The streets are two-way, with two lanes in each direction. Three of them 

have no traffic, as shown in Figure 3.5. 

 

3.3.1 Packet Delivery Ratio 

Figure 3.6 shows the packet delivery ratio of the protocols for a packet rate of 5 Pkt/s 

for different vehicle speeds. EGSR performs better than the other protocols by at least 

10% up to a speed of 70 km/h. VACO needs more control packets for route set up and 

maintenance, because the ants deposit pheromone on the backward journey, while in 

EGSR the forward ants deposit pheromone, so a backward journey is not required. In 

General, longer journeys for ants increase both overhead and packet loss due to 

collision. In EGSR, the control packets take a probabilistic path and the data packets 

have a deterministic path because the source node determines the junction IDs of the 

path for the data packets. In VACO, both kinds of packets have a probabilistic path, 

which might result in sub-optimal choices for data packets. While the pheromones 

deposited by the ants increase the probability of selecting the optimal path for data 

packet, there is a possibility a sub-optimal path will be selected. These are the two 

reasons for the lower delivery ratio of VACO compared to EGSR.  

 

 

Figure 3.6 Data packet delivery ratio for different vehicle speed 
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   GSR selects the shortest path without considering the packet relaying quality of the 

path, which leads to the lowest packet delivery ratio among them. The reason for the 

increase in dropped packets at higher speeds is that the position of vehicles changes 

rapidly. By using the greedy mechanism to select the next hop, the node that is closest 

to the destination is selected. Such nodes are usually close to the border of the 

communication range and can leave it in a shorter time when the speed is higher. If 

beaconing provides more information like speed and direction of nodes or more than 

one-hop neighbour information (two or three hops), and this information is used to 

select the forwarder node, better results would be obtained [116]-[118].  

   Figure 3.7 shows packet delivery ratios for different packet rates. Figure 3.8 shows 

the packet delivery ratios for different packet sizes from 256 bytes to 1280 bytes. 

Larger packets are more susceptible to loss due to higher probability of collision. By 

increasing the packet size, the packet delivery ratio of EGSR drops less than that of 

VACO because it uses fewer control packets and thus the protocol suffers fewer 

collisions. 

    

 

Figure 3.7 Packet delivery ratio for different data rates; maximum vehicle speed of 50 km/h 
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Figure 3.8 Packet delivery ratio with different packet sizes; maximum vehicle speed of 

50 km/h 

 

3.3.2 Routing Control Overhead 

To compare the overhead of the routing protocols, the number of beacons per second 

per vehicle in GSR has been compared with the sum of the beacons and ants per second 

per node (including vehicle and RSU) in EGSR and VACO. The results are shown in 

Figure 3.9. With the EGSR protocol, when a vehicle forwards an ant it includes beacon 

information, so fewer beacons are required. This mechanism has been devised to 

reduce the routing control overhead of the protocol.  

   In EGSR, at different speeds the number of overhead packets is almost constant. This 

is because EGSR is road-based, not node-based, and it evaluates connectivity between 

junctions rather than between nodes. Even when there are many vehicles in an anchor 

area, which might occur at junctions, the network is not flooded with ants, because the 

vehicles cooperate on launching ants. A vehicle issues an ant if it does not receive a 

new one in a specified time (tant). 

   VACO is a road-based protocol as well, but it has increasing overhead with 

increasing velocity. In VACO a communication session is established between source 

and destination vehicles through RSUs. The source vehicle sends its packet to the first 

RSU, and the packet is delivered to the destination vehicles by the last RSU. Because 

of the movement of source and destination vehicles, the first and the last RSU changes 
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during communication. This requires a new reactive route set up. At higher velocities, 

this happens more frequently, which contributes to more overhead at higher velocities. 

 

 

Figure 3.9 Control Packet rate for different vehicle speed 

 

   Figure 3.10 shows the total number of routing control packets created by the 

protocols during the simulation time for different numbers of flows. VACO creates 

both reactive and proactive ants and they should travel a route two times (forward and 

backward) to deposit pheromone. Every flow of data requires route set up and 

maintenance thus the overhead increases by increasing the number of flows. 

   Figure 3.11 shows the total number of routing control packets created by the 

protocols during the simulation time for different numbers of vehicles, while the data 

rate is 5 Pkt/s. As every vehicle creates beacons at 2 Hz frequency, by increasing the 

vehicle density the number of control packets grows for all the protocols. The figure 

shows that the excess overhead in EGSR due to ants does not grow with increasing 

vehicle density, so it is not sensitive to the number of vehicles. Therefore, EGSR is 

scalable and can work well for different vehicle densities. 

   As a vehicle moves in the city, it obtains the connectivity information of the 

surrounding streets and thus it can compute the most connected path up to a few 

junctions away (in our simulation seven junctions is the longest path). For longer paths, 

the last vehicle (which through the same mechanism has the connectivity information 
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of its surroundings) computes the remaining path and thus, scalability in terms of the 

number of junctions a packet can traverse is also obtainable. 

 

 

Figure 3.10 Overhead for different numbers of flows 

 

 

Figure 3.11 Overhead for different numbers of vehicles 
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be congested and the packets face delay. VACO and EGSR consider delay to select 

road segments. In VACO, due to the required time to set up a route by reactive forward 

and backward ants, end-to-end delay is much higher than in EGSR and GSR. The 

higher delay of EGSR compared to GSR is due to successful delivery of packets for 

which the shortest path between their source and destination does not have 

connectivity. These packets traverse longer distance, leading to a higher average end-

to-end delay. 

 

 

Figure 3.12 Average end-to-end delay for data packets 

 

 Summary 

The proposed routing protocol (EGSR) has shown better performance than GSR and 

VACO. Its packet delivery ratio is at least 10% higher than that of the other protocols 

up to a speed of 70 km/h. By using small control packets, called ants, vehicles regularly 

evaluate the connectivity of the streets in their vicinity. In EGSR protocol, ants are 

broadcast by an efficient broadcasting mechanism to control broadcast storm. 

   The protocol is road-based and not sensitive to the movement of nodes. Moreover, 
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the connectivity of the streets. The increased overhead due to ants is not sensitive to 

the speed or number of vehicles and thus the protocol shows scalability. 

   In the proposed routing protocol, a constant beaconing rate of 2 Hz has been used. 

Figure 3.6 shows that this cannot provide correct information on vehicle position at 

high speed and so the performance of the routing protocol drops as the vehicles speed 

increases. The nominal transmission rate of beaconing in VANETs is 10 Hz, but 

vehicles might decrease it to below this rate [23]. It would seem that with a higher 

beaconing rate, vehicles can receive more up-to-date information on the positions of 

surrounding vehicles. However, in dense traffic environments as Figure 3.11 shows, a 

lot of bandwidth is consumed by beacons. Therefore, packet collision increases and 

consequently the number of successfully received beacons, reduces and, this has a 

reverse effect on vehicles’ awareness of surrounding vehicles. Therefore, an adaptive 

beaconing scheme that adapts beaconing according to channel load and dynamics of 

vehicles could increase performance of a routing protocol. In the next chapters 

protocols for adaptive beaconing are presented. 
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Chapter 4                              

Beacon Rate and Awareness 

Control 

   In this chapter, a beacon rate and awareness control mechanism based on non-

cooperative game theory [99] is proposed. Non-cooperative game theory deals with 

interactions among several entities that might have conflicting preferences. Every 

entity selects a strategy individually to increase its pay-off selfishly, while its pay-off 

is affected by other entities’ strategies. This theory matches the problem we face with 

congestion control in VANETs. Every vehicle tries to work with the highest beaconing 

rate to make the surrounding vehicles aware of its presence. However, in situations 

with dense traffic, when every vehicle works with the highest rate, the level of 

awareness decreases due to loss of beacons. Interestingly, non-cooperative games do 

not rely on communication between nodes. Every node decides individually, and the 

whole network ends up at an equilibrium point. In a wireless network, this is a desirable 

characteristic because it results in scarce bandwidth saving. In our proposed congestion 

control mechanism, a price function [119] is used to limit bandwidth usage by each 

network node and reduce the beaconing rate in congested situations. The existence and 

uniqueness of the NE is proved, and the condition for the stability of NE is derived 

mathematically. A distributed method is used to find the equilibrium point of the 

congestion control mechanism. 

   Two features make this work distinctive from other congestion control mechanisms 

for VANETs. Firstly, the proposed mechanism does not need to share control 

information between vehicles for the operation or to achieve fairness. In other words, 

it is fully distributed and non-cooperative. This leads to saving of valuable network 

bandwidth and enhances robustness to error because it avoids control information 

exchanges over a wireless channel. The proposed mechanism achieves fairness based 

on the fairness concept of the NE. If there is no fairness at the equilibrium point, some 

vehicles can change their strategy unilaterally to obtain higher payoff, and this is in 



Chapter 4. Beacon Rate and Awareness Control 

 

 

57 

contradiction with the NE point concept. Secondly, it provides an efficient congestion 

control mechanism that can satisfy safety application requirements [60], [61]. 

Bandwidth is shared among vehicles in proportion to their requirements, while fairness 

is achieved among vehicles with the same requirements. The proposed mechanism 

uses parameters that every vehicle can set individually without communicating with 

the other vehicles, and the entire system ends up being in the desired condition. 

 

 Non-Cooperative Beacon Rate Control 

This section explains the non-cooperative beacon rate and awareness control in 

mathematical terms. Let 𝒢 = {{𝒩, {ℛ𝑖}𝑖∈𝒩 , {𝜑𝑖}𝑖∈𝒩} denote the Non-cooperative 

beacon Rate and Awareness Control (NORAC) game, where 𝒩 = {1, … , 𝑛} is the set 

of players (vehicles), and ℛ𝑖 is the set of possible beacon rates for player 𝑖 and is called 

the strategy set of player 𝑖. The payoff function of player 𝑖 is denoted by 𝜑𝑖. The 

beacon rate 𝑟𝑖 ∈  ℛ𝑖 is referred to as the strategy of player 𝑖. Each player 𝑖 selects a 

strategy independently. The vector 𝒓 = (𝑟1, 𝑟2, … , 𝑟𝑛) ∈ 𝑹 denotes the selected beacon 

rates of all the players, where 𝑹 = ∏ ℛ𝑖
n
𝑖=1 . The resulting payoff function for the 𝑖th 

player is given as 𝜑𝑖(𝒓) = 𝜑𝑖(𝑟𝑖, 𝒓−𝑖), where 𝒓−𝑖 represents the vector consisting of 

the beacon rates of all the players except the 𝑖th player.  

   Every player creates a beacon with a rate between 1 and 10 Hz [23]. Thus, the 

strategy set of player 𝑖 is ℛ𝑖 = [1, 10]. The players create beacons to make aware other 

players of their presence. Higher awareness about a player enhances that player’s 

safety. Thus, it should result in higher payoff. As explained in the beginning of this 

chapter, a higher beacon rate is desirable because it creates higher awareness under 

normal conditions, but it has a negative effect on awareness in congested situations. 

Then, the desirable payoff function would yield lower payoff with the same beacon 

rate in situations with high levels of congestion. To achieve this objective, the payoff 

function is modelled as the difference between a utility and a price function. 

Accordingly, the payoff for player 𝑖 is as follows: 

            
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where 𝑢𝑖 and 𝑐𝑖 are positive parameters, and 𝐶𝐵𝑅𝑖(𝑟𝑖, 𝒓−𝑖) is the channel busy ratio 

that player 𝑖 senses, and it is a function of all players’ beacon rates.  

   The first term (𝑢𝑖 ln(𝑟𝑖 + 1)) in the payoff function is called utility, and it increases 

with increasing beacon rate and indicates the preference of players to have higher rate. 

In addition, in [120], it was proved this utility function leads to proportional fairness 

in data rate.  

   The second term (𝑐𝑖 (1 − 𝐶𝐵𝑅𝑖(𝑟𝑖, 𝒓−𝑖))⁄ ) in the payoff function is the price 

function. Pricing [119] in computer networks is a way to motivate efficient use of 

network resources. When there is congestion in a network, an efficient pricing 

mechanism discourages resource usage by competitive nodes. This term is a function 

of CBR because CBR is a good indicator of successful information dissemination [44]; 

high CBR, results in poor inter-vehicle awareness. The price function becomes larger 

in scenarios with higher levels of congestion, resulting in a lower pay-off. 

Furthermore, it increases more rapidly at higher CBR values than at lower values, 

which leads to a faster decrease of rate in higher CBRs. 

   The marginal payoff of player 𝑖 is ∇𝑖𝜑𝑖(𝒓) = 𝜕𝜑𝑖(𝒓) 𝜕𝑟𝑖⁄  and the vector of marginal 

payoffs of all players is given as ∇𝜑(𝒓) =  (∇1𝜑1(𝒓), ∇2𝜑2(𝒓), … , ∇𝒏𝜑𝒏(𝒓))
𝑇
 and its 

Jacobian as 𝐺(𝒓). For 𝐶𝐵𝑅𝑖(𝒓), the mathematical model developed in [121] (see 

Appendix A), given below, is used. 

 
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Γ(. ) is gamma function, Γ(. , . ) is upper incomplete gamma function, 𝐶𝑇𝑡 is the 

threshold power level of carrier sense, 𝑃𝑡 is transmitter power, 𝑑𝑖𝑗 is the distance 

between the 𝑗th and the 𝑖th players, 𝑚 is Nakagami fading parameter, 𝜆 is the 
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wavelength, 𝛾 is the path loss exponent, and 𝑇𝑓𝑟𝑎𝑚𝑒 is the time required to send a BSM 

packet. 

 

4.1.1 Nash Equilibrium 

In this section, we prove the proposed NORAC game has a unique NE point and then 

derive a sufficient condition for stability of the NE. 

4.1.1.1 Existence and Uniqueness of the NE 

The game 𝒢 has twice differentiable pay-off functions and according to [122] it is a 

submodular game if and only if:   
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For NORAC we have 

  

2

3

2
0

1

i ii iji

i j i

c h h

r r CBR


  

   r
                                      (4.6)          

thus, it is a submodular game. In addition, according to Theorem 3.1 in [122] the set 

of equilibrium points of such game is not empty and a least and a greatest equilibrium 

point exist. Therefore, NORAC has at least one NE and we require to prove that the 

NE is unique. Equilibrium uniqueness is a desirable property in non-cooperative games 

because, in such games, players make their decisions independently, and in the case of 

several equilibriums, the game might end up at a non-equilibrium point [123].  

   Assume the greatest NE is 𝒓𝟏 = (𝑟11, 𝑟12, … , 𝑟1𝑛) and the least is 

𝒓𝟐 =  (𝑟21, 𝑟22, … , 𝑟2𝑛) thus, we have: 

                          1 2, i ii N r r                                                    (4.7) 

at equilibrium points:  
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thus, 
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Considering (4.7) and (4.9) we can write, 

          i iCBR CBR1 2r r                                            (4.10)          

As CBR is an increasing function with respect to all 𝑟𝑖, (4.10) contradicts (4.7) unless 

we have: 

          1 2, i ii N r r                                                  (4.11) 

thus, the NE of the game is unique. 

4.1.1.2 Stability of the NE  

In this section, we try to derive a sufficient condition for the stability of the NE. 

Theorem 9 in [124] proved that in a concave game, sufficient condition for stability of 

an equilibrium point is that the matrix 𝐺(𝒓) + 𝐺𝑇(𝒓) be negative definite, where 

𝐺𝑇(𝒓) is the transpose of 𝐺(𝒓). One way to guarantee stability of the equilibrium point 

of NORAC is to find the conditions for 𝑢𝑖 and 𝑐𝑖 such that the above matrix is always 

negative definite. Because this provides sufficient conditions for stability, it imposes 

great restrictions on the game parameters however using Fact 1 in [125], less restrictive 

conditions are obtained. According to Fact 1 in [125], the equilibrium point is stable 

under gradient projection method [126], if the corresponding Jacobian is a stable 

matrix at the NE. In NORAC, −𝐺(𝑟) is an 𝑛 ×  𝑛 matrix with elements: 
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At equilibrium, ∇𝜑(𝒓) = 0, which gives 
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thus, 
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so the elements of the matrix can be written as  
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   Therefore, we should find the condition that all eigenvalues of the matrix −𝐺(𝑟) be 

positive. According to the Gershgorin circle theorem [127], the eigenvalues of a matrix 

lie in a circle centred at the diagonal elements, with a radius equal to the sum of the 

absolute values of the off-diagonal elements. Thus, a strictly diagonally dominant 

matrix with positive diagonal elements is positive definite. Alternatively, in [128], it 

was proved that a matrix with positive row averages and all off-diagonal elements 

bounded above by their corresponding row averages has a positive determinant. Such 

a matrix is called a B-matrix, and it is positive definite [129]. Using the results in [128], 

a weaker condition is obtained for stability of the NE compared to the one obtained 

using the former approach. Thus, 
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then, 
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Because ℎ𝑖𝑗 is maximum when 𝑗 = 𝑖 (𝑑𝑖𝑗 = 0 in (3.4)), 𝑛 ℎ𝑖𝑖 − ∑ ℎ𝑖𝑗
𝑛
𝑖=1  is considered 

the upper bound of the right-hand side of (4.19). Then, 
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It worth noting that condition specified in (4.20) is a sufficient condition for the 

stability of the NE under gradient projection method, not a required one. Therefore, 

even if this condition is violated the NE might be stable. 

 

 Congestion Control Process 

As has been indicated in section 4.1.1.2, the game is gradient-stable under sufficient 

condition (4.20). In NORAC game, every vehicle updates its beacon rate according to 

the gradient method as follows. 
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From now on, 𝑐𝑖ℎ𝑖𝑖 is considered as a single parameter 𝑝𝑐𝑖 for simplicity. 

Algorithm 3.1 shows the NORAC mechanism. Where 𝑟𝑚𝑎𝑥 and 𝑟𝑚𝑖𝑛 are 10 Hz and 

1 Hz, respectively. As Algorithm 3.1 shows, every vehicle updates its BSM rate 

according to the locally measured CBR in each iteration, and vehicles do not require 

to exchange control information.  

 

Algorithm 3.1 Beaconing updates based on gradient method 

1. Every vehicle measures CBR 

2. Every vehicle updates the beacon rate according to: 
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 Selection of NORAC Parameters 

In this section, we attempt to find a numerical representation of the right-hand side of 

inequality (4.20) and appropriate values of 𝑝𝑐𝑖 and  𝑢𝑖. For ease of referring to the 

right-hand side of (4.20), it is denoted by 𝑂(𝑢, 𝑝𝑐). Most congestion control 

mechanisms have been tested in a network with a bit rate of 6 Mbps, since this bit rate 

provides a good trade-off between channel load and signal to noise requirements [25]. 
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According to (4.3) and (4.4), ℎ𝑖𝑖 =  𝑇𝑓𝑟𝑎𝑚𝑒 (because 𝑑𝑖𝑖 = 0); thus, for VANETs with 

a bit rate of 6 Mbps and a maximum BSM size of 500 bytes [49],  ℎ𝑖𝑖 = 6.6 × 10−4. 

Both terms 𝑛ℎ𝑖𝑖 and ∑ ℎ𝑖𝑗
𝑛
𝑖=1  grow with increasing number of vehicles (n), but the first 

term grows faster. It is expected that the term (𝑛 ℎ𝑖𝑖 − ∑ ℎ𝑖𝑗
𝑛
𝑖=1 )

2
would be a small 

number considering the value of ℎ𝑖𝑖 and the term’s power two. Thus, with the 

maximum  𝑟𝑖 = 10 𝐻𝑧, the game has stable equilibrium for a broad range of  
𝑢𝑖

𝑝𝑐𝑖
 , as 

shown in the simulation results.  

   The value of ∑ ℎ𝑖𝑗
𝑛
𝑖=1  depends on network topology because according to (4.4), ℎ𝑖𝑗 

is a function of 𝑑𝑖𝑗, so it is not possible to find its value generally. However, in order 

to get a sense of the value of 𝑂(𝑢, 𝑝𝑐), it was computed using simulation for a scenario 

with n = 120 vehicles on a 300-m-long track with three lanes. Considering (4.2), it is 

evident the term ∑ ℎ𝑖𝑗
𝑛
𝑖=1  is equal to CBR when all vehicles’ beacon rate is 1 Hz, so it 

was measurable in the simulation. The minimum measured CBR by the vehicles in the 

scenario and the maximum 𝑟𝑖 = 10 𝐻𝑧 were used to compute 𝑂(𝑢, 𝑝𝑐) in order to 

obtain the minimum 𝑂(𝑢, 𝑝𝑐). For such a scenario  

                                                     109.5i

i

u

pc
                                                   (4.22) 

   To evaluate the effect of 𝑢𝑖 and 𝑝𝑐𝑖 on the CBR and beacon rate, the results of 

simulation performed for a track measuring 400 m in length and with n =159 vehicles 

are shown in Figures 4.1 and 4.2. All vehicles have the same 𝑝𝑐𝑖 and 𝑢𝑖. Figure 4.1 

shows the results when 𝑢𝑖 is constant and equal to 5 and 𝑝𝑐𝑖 has values of 0.1, 0.3, 0.7, 

and 1. As expected, an increase in 𝑝𝑐𝑖 increases the price of using bandwidth; then, 

players use lower beacon rates, so CBR is controlled to a lower level.   

   In Figure 4.2, 𝑝𝑐𝑖 is constant and equal to 0.2 and 𝑢𝑖 has different values of 1, 3, 5, 

and 20. By increasing 𝑢𝑖, the algorithm ends up with higher CBR and beacon rate 

because the players’ payoff increases according to (4.1). Figure 4.2, also shows that 

for  𝑝𝑐𝑖 = 0.2 and 𝑢𝑖 between 5.0 and 20 CBR is controlled within the desired range. 

These values are used in the simulation runs reported in the next sections too. 

   Figure 4.3 shows the beacon rate in every iteration of NORAC when all vehicles 

have a beacon rate of 10 Hz at the start of the simulation. For every pair of 𝑢𝑖 and 𝑝𝑐𝑖, 
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changes in the beacon rate are shown for two vehicles—one at the middle of the 

scenario (x = 205) and one at the edge (x = 0). For larger values of 𝑢𝑖 and 𝑝𝑐𝑖, the 

algorithm converges faster. As an example, with 𝑝𝑐𝑖 = 0.2 and 𝑢𝑖 = 5, it converges in 

fewer than 10 iterations. 

   In the formulation of the mechanism, it was never assumed that 𝑢𝑖 and 𝑝𝑐𝑖 are equal 

for players. Thus, every vehicle can select its parameters individually according to its 

safety application and awareness requirements and yet congestion is controlled. This 

is demonstrated in the simulation results reported in the next sections. 

 

Figure 4.1 Beacon rate and CBR for a track measuring 400 m in length with total n =159 

vehicles. Effect of changes in price when utility factor is constant and equal to 5 
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Figure 4.2 Beacon rate CBR for a track measuring 400 m in length with total n =159 

vehicles. Effect of changes in utility when price factor is constant and equal to 0.3 

 

    

Figure 4.3 Beacon rate updates for vehicles at x = 0 m and x = 205 m for different values of 

pc and u 
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Table 4.1 Simulation parameters 

Parameter Value 

Communication Range 300 m 

MAC Protocol IEEE 802.11p 

Carrier Frequency 5.89 GHz 

Bit Rate 6 Mbps 

Beacon Size 500 bytes 

𝑝𝑐𝑖 0.2 

𝑢𝑖 5.0 unless specified otherwise 

Sampling Time  500 ms 

Propagation Model Nakagami m = 2.0 

𝛼 (FABRIC) 1, 2 

𝛽 (FABRIC) 2.8 × 10-5 

𝜋𝑖
0 (FABRIC) 1.252 × 10-3 

Maximum Channel Capacity (FABRIC) 781.25 beacons/s 

Anti-flapping Parameter (FABRIC) 0.022 

𝛼 (LIMERIC) 0.1 

𝛽 (LIMERIC) 1/150 

Gain Saturation Parameter X (LIMERIC) 0.005 

 

 Performance Evaluation 

The performance of NORAC was evaluated in several high-density scenarios using 

OMNeT++ as network simulator and SUMO for generating traffic mobility. The 

simulation parameters are summarized in Table 4.1. FABRIC [50] and LIMERIC [49] 

were selected for comparison. FABRIC is one of the most recent works in this area, 

and it works based on network utility maximization. Every vehicle piggybacks 

information such as the current beaconing rate and the computed Lagrange multiplier 

on its beacons. Vehicles use this information from their one hop neighbours to update 

their rates and Lagrange multipliers. LIMERIC is based on linear control, where each 

vehicle measures CBR locally and adapts its rate linearly with respect to the difference 

between the current channel load and the desired. LIMERIC was selected for 
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comparison because, similar to NORAC, vehicles do not communicate their algorithm 

parameters with each other. 

   The parameters of LIMERIC and FABRIC are the same as those suggested in [49] 

and [50]. Parameters 𝑢𝑖 and 𝑝𝑐𝑖 have been selected so that the congestion level is 

controlled between 0.4 and 0.8, and a reasonable speed of convergence is achieved. 

For simplicity, in all simulations in this section, 𝑝𝑐 of all vehicles was considered 

constant and equal to 0.2 and that the vehicles change only their u parameter. 

   The results in the previous section were obtained under the assumption that vehicles 

are synchronized and update their rates at the same instant. This is a valid assumption 

because in VANETs, devices should be synchronized, and it has been considered in 

IEEE Std 1609.0-2013 [22] and IEEE Std 1609.4-2016 [26]. This synchronization is 

necessary for multi-channel operation and security purposes, and it can be achieved by 

GPS, as has been mentioned in said standards. However, conventionally, congestion 

control mechanisms have been tested under asynchronous conditions too. From now 

on, we assume that vehicles are not synchronized. The simulation results show that 

asynchronous update simply increases the convergence time of NORAC, but it is still 

faster than the other mechanisms selected for comparison. 

 

4.4.1 Single-hop Scenario 

The first scenario is a single-hop scenario with n = 120 vehicles on a 3-lane track 

measuring 300 m in length and with homogenous distribution of vehicles. With a 

communication range of 300 m all, vehicles are within range of each other. Figure 4.4 

shows the beacon rate and CBR of the vehicles after convergence. While all congestion 

control algorithms control CBR well, LIMERIC is not fair in beacon rate allocation. 

As the Figure shows, vehicles have different beacon rates ranging from 4 to 10 Hz. 

The unfairness of LIMERIC has been indicated in [53], too. In NORAC similar to 

LIMERIC vehicles do not exchange the algorithm parameters, but NORAC is superior 

in terms of fairness. In FABRIC, with both 𝛼 = 1 and 2, all vehicles converge to the 

same rate, however convergence is faster with 𝛼 = 1. Moreover, because all vehicles 

are within the range of each other, they can receive parameters of all other vehicles; 
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thus, they converge to the same beacon rate, as shown in Figure 4.4. NORAC has good 

fairness, too, with beacon rates between 5.5 and 7 Hz all over the track.  

 

 

 

Figure 4.4 Beacon rate and CBR for a single-hop scenario with 120 vehicles 

 

   Figure 4.5 shows the changes in the beacon rate of a vehicle at position x = 152 m 

(almost the centre of the track). Despite its unfairness, LIMERIC converges in 20 

iterations. NORAC converges in fewer than 15 iterations, which with a sampling time 

of 500 ms, it is equal to 7.5 s. Actually, after the first few iterations of the algorithm, 

the beacon rate is very close to the final value, which signifies the congestion level is 

controlled rather rapidly. This makes NORAC suitable for congestion control in 

dynamic VANETs scenarios. There is a jump in beacon rate in the first iteration of 

FABRIC because it is updated in every step as  
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Thus, the size of this jump depends on the initial values of 𝜋𝑖(𝜋𝑖
0), 𝛼, and the number 

of vehicles. The recommended value of 𝜋𝑖
0 in [50] is given in Table 4.1. Using this 

value, at the first step, the algorithm for 𝛼 = 1 jumps to a point close to the final rate 

for this scenario and converges fast. Assuming that all vehicles have equal 𝜋𝑖
0 is not 

realistic because vehicles change their 𝜋𝑖 over time, and when they contribute to a 

congestion control scenario, they might have different 𝜋𝑖 than the recommended value.  

   In FABRIC, the beacon rate updates with 𝛼 = 1 when every vehicle 𝑖 has a random 

value of 𝜋𝑖
0 between 0.001252 and 2×0.001252, was shown in Figure 4.5 for 

comparison. At every step in FABRIC,  𝜋𝑖s is increased or decreased by 𝛽, which is a 

very small number (2.8 × 10-5), and this generally results in a high number of iterations 

before convergence, and convergence speed becomes heavily dependent on  𝜋𝑖
0. In 

subsequent simulations, it is still assumed that 𝜋𝑖
0 values are identical and equal to the 

recommended value, which seems to result in the best convergence time for FABRIC. 

 

 

Figure 4.5 Beacon rate against number of iterations of the algorithms for a vehicle at 

x = 152 m on a track measuring 300 m in length 
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4.4.2 Static Multi-Hop Scenarios 

This scenario comprises a track measuring 1000 m in length with three lanes and 399 

vehicles distributed homogenously along the track. Figure 4.6 shows beacon rates and 

CBR of the algorithms. The unfairness of LIMERIC worsened in this scenario, but it 

did control congestion efficiently and converged in about 30 iterations.  

 

Figure 4.6 Beacon rate and CBR for multi-hop scenario. n =399 vehicles on a track of length 

1000 m with three lanes 

 

   With both 𝛼 = 1 and 𝛼 = 2, FABRIC almost converges to the same beacon rate and 

CBR after an adequate number of iterations. Hence, to keep the figures clear, only the 

results for 𝛼 = 1 have been shown. FABRIC loses its fairness when the scenario is 

longer than one hop. Because vehicles communicate their parameters with their one-
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hop neighbours and the rate that they achieve cannot be fair as in one-hop scenario. 

Similar to the previous scenario, FABRIC with 𝛼 = 1 is faster than 𝛼 =  2, but as was 

explained, convergence speed depends on the initial values of 𝜋𝑖, which are not 

controllable in realistic situations. 

   With NORAC, vehicles all over the track converge to a rate between 4 and 8 Hz. 

Vehicles far enough from the ends of the track, which sense almost the same CBR, 

have rates between 4 and 5 HZ.  

 

 

Figure 4.7 Jain Index for NORAC and FABRIC against the iteration of the algorithms 

 

   Figure 4.7 shows the Jain Index [59] at different iterations of NORAC and FABRIC 

with α =1. The Index was computed using the following formula. 
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When all the nodes have the same rate (maximum fairness) the Index would be 1 

otherwise it is less than 1 and higher values shows better condition regarding fairness. 

At the beginning of the experiment all the nodes have the rate of 10 Hz thus the Jain 

Index is 1 for both the algorithms. After enough iterations, the Jain Index for NORAC 

is 0.96 and for FABRIC is 0.91 which shows better fairness with NORAC. 

Furthermore, the figure shows after the seventh iteration there is no considerable 
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change in vehicles rate for NORAC while change in rates continues for a longer time 

with FABRIC. Figure 4.8 shows changes in the beacon rate of a vehicle at the centre 

of the track at position x = 501 m. NORAC converges faster than the other algorithms 

considered herein. 

 

 

Figure 4.8 Beacon rate against number of iterations for the three algorithms for a vehicle at 

x = 501 m on a track of length 1000 m 

 

   Figures 4.9 and 4.10 show the same results for n = 792 vehicles on a track of length 

1500 m with four lanes. Again, for vehicles far enough from the ends of the track, 

NORAC is fairer in terms of beacon rate. Both FABRIC and NORAC can control CBR 

below 0.6 however NORAC is more efficient than FABRIC in using available 

bandwidth.  

   Figure 4.10 shows the beacon rate updates of the algorithms when the initial beacon 

rate is 10 HZ. It also shows the result for NORAC when the initial rate is 1 Hz. In both 

conditions, NORAC converges in about five iterations. The results for LIMERIC are 

not shown because it fails to provide fairness. 

   Figure 4.11 shows beacon rate for the same scenario when vehicles have random 

initial rate. For each algorithm, rate of two vehicles V1 and V2 at the middle of the 

track are shown. Vehicle V1 initial rate is almost 4.5 Hz and vehicle V2 initial rate is 

almost 10 Hz. NORAC converges in 10 iterations and after that, beacon rates are 

almost constant while, with FABRIC beacon rates change for a longer time. 



Chapter 4. Beacon Rate and Awareness Control 

 

 

73 

 

 
Figure 4.9 Beacon rate and CBR for a multi-hop scenario with 792 vehicles on a track of 

length 1500 m with four lanes 

 

 

Figure 4.10 Beacon rate against number of iterations for NORAC and FABRIC for a vehicle 

at x = 752 m on a track of length 1500 m with four lanes and 792 vehicles 



Chapter 4. Beacon Rate and Awareness Control 

 

 

74 

    

Figure 4.11 Beacon rate against number of iterations of NORAC and FABRIC (α=1) for 

vehicles V1 and V2 at x ≈ 750 m on a track of length 1500 m with four lanes and 792 

vehicles when the vehicles have random initial beacon rate 

 

   For the above scenarios, average Information Dissemination Rate (IDR) [44] over 

all the vehicles has been compared in Figure 4.12. IDR indicates how many beacons 

per seconds are delivered successfully. In Figure 4.12, the scenarios with track lengths 

300 m, 1000 m and 1500 m are indicated with scenarios 1, 2 and 3, respectively. Only 

in scenario 1 does FABRIC have higher IDR than NORAC.  

 

               

 Figure 4.12 IDR for the static scenarios 

 

4.4.3 Dynamic Scenario 1 

Thus far, 𝑢𝑖 was assumed to have the same constant value for all vehicles. However, 

this parameter (and 𝑝𝑐𝑖) can be set per-vehicle to meet the application and awareness 
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requirements of that vehicle, which might be different from those of others. For 

example, in a dynamic scenario, it is desirable that vehicles with higher speed use a 

higher beaconing rate to create a higher level of awareness. Vehicles moving at a speed 

of 15 m/s change their positions thrice as fast as vehicles moving at a speed of 5 m/s. 

Then, in a congested scenario where the congestion level should be maintained around 

0.65, vehicles moving at a higher speed should have a higher beaconing rate. In this 

section, it is shown that NORAC has awareness control property, too. To this end, the 

following simple function is used instead of constant 𝑢𝑖. 

        
4i iu v                                                       (4.25) 

where 𝑣𝑖 is the speed of vehicle 𝑖. In this way, every vehicle sets its utility parameter 

equal to its speed, and the minimum value of the utility parameter is 4. The minimum 

value was selected based on the experiments in section 4.3 and to prevent vehicles 

with very low speed from always using the minimum beaconing rate (1 Hz). Two 

important points are worth noting. First, 𝑢𝑖  can be selected by the application layer as 

a function of speed, acceleration, or even based on vehicle position (for example, at 

junctions, a higher beacon rate is desirable). The utility based on (4.25) is selected as 

an example to show how the algorithm functions. The design of 𝑢𝑖 and 𝑝𝑐𝑖 could be 

based on the application requirements and is out of the scope of this work. Second, 

every vehicle can set its parameters 𝑢𝑖 and  𝑝𝑐𝑖 individually and need not communicate 

it with other vehicles while the algorithm works well. 

   Three different scenarios are compared to show how NORAC can control awareness. 

All scenarios comprise a track of length 1200 m with vehicles moving at speeds of 0, 

10, 15, and 20 m/s. The first scenario has two lanes with stationary vehicles (316 

stationary vehicles) and three lanes with vehicles moving at speeds of 10, 15, and 20 

m/s; the vehicles set their 𝑢𝑖 according to (4.25). In the second scenario, there are 

twelve lanes, six of them are with stationary vehicles (3 × 316 stationary vehicles). 

The vehicles use the same 𝑢𝑖 as in the first scenario. The third scenario has the same 

number of vehicles as in the first scenario but with 𝑢𝑖 = [𝑣𝑖/2]4. The beacon rates and 

CBRs of these scenarios are shown in Figures 4.13–4.15, respectively. 
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Figure 4.13 Beacon rate and CBR for a track of length 1200 m with two lanes of stationary 

vehicles - vehicles in the various lanes have speeds of 0, 10, 15, and 20 m/s and  𝑢𝑖 = [𝑣𝑖]4 

 

    In the three aforementioned scenarios, congestion was controlled efficiently and in 

each of them, vehicles with higher utilities (speeds) achieved higher beacon rates. 

Moreover, fairness in beaconing rate was maintained among vehicles with the same 

utility. In the first scenario, vehicles with speeds of 15 and 20 m/s did not contribute 

to congestion control because their utility was higher than those of the others, and 

congestion was not so high as to warrant their contribution. This can be explained as 

follows: at the NE point for every vehicle, 
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Figure 4.14 Beacon rate and CBR for a track of length 1200 m with 12 lanes - vehicles have 

different speeds of 0, 10, 15, and 20 m/s and 𝑢𝑖 = [𝑣𝑖]4 
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Thus, for vehicles 𝑖 and 𝑗 with the same measured CBR, 
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   For these scenarios, the same 𝑝𝑐𝑖 was used for all vehicles. Thus, the following 

relation is expected for the beacon rates of the vehicles at the same x-position because, 

those vehicles sense the same CBR. 

                   
 
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ii

j j

vr

r v
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                                                   (4.29) 

    In the first scenario, (4.29) is true for vehicles with speeds of 0 and 10 m/s. For 

example, at position x = 600 m, these vehicles have beacon rates of almost 3 Hz and 

8 Hz, respectively. The ratio of these rates is proportional to the ratio of their utilities. 

For vehicles moving at higher speeds, the beacon rate is constrained by the algorithm 

to the maximum accepted rate (10 Hz). 

   In the second scenario with a larger number of vehicles, the beacon rates of 

vehicles with speed of 20 m/s is still the maximum, and vehicles moving at speeds of 

15 m/s contribute to congestion control by reducing their beacon rates to control the 

channel usage (almost around 0.65). The relation (4.29) is observable among the 

beacon rates of vehicles moving at speeds of 0, 10 and 15 m/s. 

   In the third scenario, where vehicles have smaller utility than those in scenario 1, 

vehicle with speeds of 0, 10, 15 m/s contribute to congestion control in smaller CBRs. 

In Figure 4.15, relation 
𝑟𝑖

𝑟𝑗
≈

[ 𝑣𝑖/2]4

[ 𝑣𝑗/2]
4

 is observed among the beacon rates of vehicles 

with speeds of 0, 10, 15 m/s as none of these rates has the extreme values. 

   These experiments show that with NORAC, vehicles can share bandwidth based on 

their application requirements (utility parameter), while congestion is controlled to a 

desired level and fairness is ensured among the vehicles with the same requirements 

(utility). 

   In LIMERIC, the parameters α and β can be set per-vehicle [130], so vehicles with 

different parameters converge to different rates. However, in this situation, fairness is 

worse than that in the case where all vehicles have the same parameters, and the results 

are not comparable to those of NORAC. FABRIC has parameter α, but the above 

experiments showed that for different values of α, vehicles converged to almost the 

same beacon rate with different convergence times. Moreover, for larger α such as 
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α = 6, even for the static scenarios in sections 4.4.1 and 4.4.2, the beacon rate 

oscillates; thus, FABRIC is not comparable with NORAC in this aspect. 

 

  

 

Figure 4.15 Beacon rate and CBR for a track of length 1200 m - vehicles have different 

speeds of 0, 10, 15, and 20 m/s and 𝑢𝑖 = [𝑣𝑖/2]4 

 

4.4.4 Dynamic Scenario 2 

In this scenario, two clusters of vehicles with the number of vehicles 63 and 80 at 

speeds of 15 m/s and 10 m/s, respectively, move toward each other on a highway of 

length 1200 m. The utility introduced in (4.25) was used for this scenario too. 

Figure 4.16 shows the beacon rate and the congestion level at different times. At 

𝑡 =  5 𝑠, the vehicles in both the clusters use their maximum beaconing rate. At this  
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Figure 4.16 Beacon rate and CBR for two clusters of vehicles with speeds of 10 and 15 m/s and 

𝑢𝑖 = [𝑣𝑖]4 
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time, the two clusters are far enough to have not any effect on each other’s CBR and 

the number of vehicles in each cluster is not so large that they require to reduce their 

beacon rates. As the two clusters move closer, first, the vehicles in the cluster with the 

lower utility start to reduce their rate as it is indicated in the figure at 𝑡 = 20 𝑠. At 

𝑡 =  35 𝑠, where the clusters have the maximum overlap, (4.29) can be observed for 

the nodes in the middle of the scenario. When the clusters move farther apart, the 

vehicles with the higher utility increase their rate earlier than those with the lower 

utility. While bandwidth is shared between two clusters in a manner proportional to 

their utilities, CBR is maintained below 0.65 throughout. This experiment indicates 

that NORAC is fast enough to be suitable for dynamic scenarios encountered in 

VANETs. Every vehicle as a non-cooperative player tries to maximize its payoff and 

changes its strategy (beacon rate) for this purpose, without exchanging information 

with other players, and the entire system ends up at a desirable condition (controlled 

CBR). 

 

 Summary 

In this chapter, a beacon rate and awareness control algorithm called NORAC, based 

on a non-cooperative game, was proposed. A payoff function for the game was 

presented. The existence and uniqueness of NE was proved, and a sufficient condition 

for stability of NE was derived mathematically. The gradient method was used to find 

NE in a distributed way. The presented algorithm was tested in several static and 

dynamic scenarios and compared to state-of-the-art rate control algorithms.  

In the comparison, characteristics such as fairness, efficiency in controlling 

congestion, and algorithm speed were considered. All the compared algorithms could 

control congestion at a desired level, although NORAC was considerably better in 

terms of fairness than the others. NORAC has a short convergence time both in static 

and dynamic scenarios. In the experiments, it converged in less than 20 iterations. In 

very rare cases, FABRIC can be faster than NORAC.  

   In addition to the above criteria used for comparison, which are the system outputs, 

NORAC is superior in its design to congestion control mechanisms that achieve 

fairness by exchanging information between nodes. Information exchange creates 
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overhead and makes the system error-prone. Moreover, it cannot always solve the 

problem. As the simulation results showed, when a scenario was longer than the range 

over which information can be shared, the unfairness problem appeared in FABRIC. 

Furthermore, in algorithms that exchange the information over more than one hop, the 

beacon rate or power of vehicles that do not contribute to congestion might be reduced 

unnecessarily. Such scenario has been discussed in [50].    

   NORAC achieves fairness because NE is unique and at the NE point, players with 

the same payoff function will have the same rate. If there is no fairness at the 

equilibrium point, some vehicles can change their strategy unilaterally to obtain higher 

payoff, and this is in contradiction with the NE point concept. 

   NORAC can also meet safety application requirements and assign a rate based on 

the requirement to every single vehicle, while controlling CBR and ensuring fairness 

among vehicles with the same requirement. This feature was evaluated in a number of 

dynamic scenarios where utility was a function of speed, so vehicles with higher 

speeds could achieve higher beacon rates.
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Chapter 5                                        

Non-Cooperative Beacon Power 

Control 

Adapting beaconing power is another option to limit the channel usage to around 0.65 

(ideally within a range between 0.4 and 0.8) [44] thus, this chapter specifically focuses 

on beaconing transmission power control. Several approaches have been proposed to 

reduce the beaconing power during the congested situations [45]-[48]. All of them rely 

on including excess information in beacons to obtain fairness while, in the previous 

chapter it was explained why this is not a good approach. In this chapter, the problem 

of beacon’s power control is presented as a non-cooperative game. It is proven the NE 

exists for the game and that the NE is unique and an algorithm is presented to find the 

equilibrium point in a distributed manner.  

   Like other beacon power control approaches for VANETs, it is assumed that there 

is no power restriction and every node transmits its beacons with the maximum 

allowed power level. When there is congestion in the network, vehicles reduce their 

power level to prevent BSM loss due to collision. 

   The proposed approach differs from previous works in this area in two aspects: 

Firstly, the fairness is obtained whiteout exchanging information between nodes, 

which results in bandwidth saving. The fairness in this protocol is obtained based on 

the fairness concept of NE. Secondly, weighted fairness in power allocation is 

achieved which is useful to meet application requirements [61]. Some safety 

applications require that the status of vehicles be disseminated longer distances thus, 

assigning the same power to vehicles with different requirements cannot meet this 

goal. As an example of such situations similar to Chapter 4, a scenario in which there 

is traffic jam in one side and free flow of vehicles on the other side is considered. As 

the simulation results indicate, the proposed protocol can provide weighted fairness in 

such conditions. 
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 Non-Cooperative Power Control Game 

Let 𝒢 = {𝒩, {𝒫𝑖}𝑖∈𝒩 , {𝐹𝑖}𝑖∈𝒩} denotes the Non-cooperative Power Control (NOPC) 

game, where 𝒩 = {1, … , 𝑛} is the set of players (vehicles), and 𝒫i is the set of possible 

beaconing powers for player 𝑖. 𝒫i is called the strategy set of player 𝑖 and the power 

𝑝𝑖 ∈  𝒫𝑖 is called the strategy of player 𝑖. Each player selects its strategy independently. 

The vector 𝒑 = (𝑝1, 𝑝2, … , 𝑝𝑛) ∈ 𝑷 shows the selected power of all the players, where 

𝑷 = ∏ 𝒫𝑖
𝑛
𝑖=1 . ℱ𝑖 is the payoff function of player 𝑖 and is indicated as 𝐹𝑖(𝒑) =

𝐹𝑖(𝑝𝑖, 𝒑−𝑖), where 𝒑−𝑖 denotes the vector consisting of the beacon powers of all the 

players except the 𝑖th player.  

   Every vehicle transmits its beacons with a power between 1 and 100 mW [25]. Thus, 

the strategy set of vehicle 𝑖 is 𝒫𝑖 = [1, 100]. A higher power is desired because the 

beacon is disseminated over larger distance thus, it creates higher awareness under 

normal conditions. But high power has a negative effect on awareness in congested 

situations. Therefore, the desirable payoff function would yield lower payoff with the 

same power in situations with high levels of congestion. To fulfil this goal, the pay-

off function is modelled as the difference between a utility function (𝑈𝑖(𝑝𝑖)) and a 

price function (𝐽𝑖(𝑝𝑖, 𝒑−𝑖)). Accordingly, the payoff for player 𝑖 is defined as follows: 
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where 𝑢𝑖 and 𝑐𝑖 are positive parameters, 𝑙𝑛(. ) is natural logarithm, and 𝐶𝐵𝑅𝑖(𝒑) is 

the channel busy ratio that player 𝑖 experiences, and it is a function of all the players’ 

power level.  

   The first term in the payoff function (𝑢𝑖 ln(𝑝𝑖 + 1)) is called utility, it is an increasing 

function of BSM power level. A logarithmic function has been selected as utility 

because it is increasing, concave and differentiable. The second term 

(𝑐𝑖 𝑝𝑖 (1 − 𝐶𝐵𝑅𝑖(𝒑))⁄ ), is the price function. Which indicates that a user should pay 

more price to use the network resource (bandwidth), in higher congestions. This term 

is a function of 𝐶𝐵𝑅 because 𝐶𝐵𝑅 is a good indicator of successful information 

dissemination in VANETs [44]; high 𝐶𝐵𝑅 results in poor inter-vehicle awareness. The 
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price function becomes larger in scenarios with higher levels of congestion, yielding a 

lower payoff. 

   Again for 𝐶𝐵𝑅𝑖(𝒑), the mathematical model developed in [121], given below, is 

used. However, unlike what was defined for NORAC, here the beaconing rate 𝑟 is 

constant (10 Hz) and 𝑝𝑗 transmission power of 𝑗th player is variable. 
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the other variables are similar to what described for NORAC in the previous chapter. 

𝛻𝑖𝐹𝑖(𝒑) = 𝜕𝐹𝑖(𝒑) 𝜕𝑝𝑖⁄  is the marginal payoff of player 𝑖. The vector of marginal 

payoffs of all the players is given as 𝛻𝐹(𝒑) = (𝛻1𝐹1(𝒑), 𝛻2𝐹2(𝒑), … , 𝛻𝒏𝐹𝒏(𝒑))
𝑇
 and 

its Jacobian as 𝐺(𝒑).  

 

 Nash Equilibrium of the Games 

5.2.1 Existence and Uniqueness 

A game 𝒢 with twice differentiable pay-off functions 𝐹𝑖, is submodular if and only if 

[122]:   
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                                      (5.5)               

In addition, according to Theorem 3.1 in [122] the set of equilibrium points of such 

game is not empty and a least and a greatest equilibrium point exist. Considering the 

NOPC game, the pay-off functions are twice differentiable and  
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Therefore, NOPC is a submodular game and has a greatest and a least NE. The proof 

of uniqueness of the NE is similar to the proof in Chapter 4. 

 

5.2.2 Stability 

In [124] it was proved that for a strictly concave game, the unique equilibrium of the 

game is globally stable and gradient method converges to the NE. In NOPC, −𝐺(𝒑) 

is an 𝑛 × 𝑛 matrix with elements: 
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   Localizing the eigenvalues of −𝐺(𝒑) using analytical methods if not impossible, is 

very difficult. In such conditions, Numerical-based or simulation-based techniques are 
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used to conclude stability of the system [17]. We use simulation-based technique for a 

large number of vehicles to show the stability of the system under gradient method in 

the next sections. 

 

 Congestion Control Process 

   To find the NE of NOPC in a distributed manner, using the gradient method, every 

vehicle updates its beacon power as follows. 
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                                       (5.18) 

Algorithm 5.1 shows the NOPC mechanism. In the algorithm 𝑝𝑚𝑎𝑥 and 𝑝𝑚𝑖𝑛 are 100 

mW and 1 mW, respectively [25]. As the Algorithm shows, every vehicle updates its 

BSM power, according to the locally measured CBR in each iteration of the algorithm, 

and vehicles do not communicate excess information in their beacons. 

 

Algorithm 4.1 Beacon’s power updates in NOPC based on the gradient method 

1. Every vehicle measures CBR 

2. Every vehicle updates the beacon power according to:  
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 Selection of the Parameters 

As mentioned before, the purpose of the NOPC algorithm is to control CBR around 

0.65 (according to [44] between 0.4 and 0.8); thus, simulations are run, in order to find 

the appropriate values for 𝑢𝑖 and 𝑐𝑖. For this purpose, OMNeT++ as network simulator 

and SUMO as mobility generator have been used. The simulation parameters are 

summarized in Table 5.1. 
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Table 5.1 Simulation parameters 

Parameter Value 

Thermal Noise -100 dBm 

Carrier Sense Threshold -90 dBm 

MAC Protocol IEEE 802.11p 

Carrier Frequency 5.89 GHz 

Bit Rate 6 Mbps 

Beacon Size 500 Byte 

Beacon Rate 10 Hz 

Sampling Time  500 msec 

Propagation Model Nakagami m = 2.0 

Nmax (SBCC-N) 98.3 

Cmax (SBCC-C) 0.7 

 

           
Figure 5.1 Beacon power and CBR for NOPC with different values of u and c 

parameters on a 1000 m track with three lanes and homogenous distribution of 396 

vehicles 
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   Simulations were run for a scenario of a track with three lanes and a total number of 

vehicles N = 396, with a homogeneous distribution. Figure 5.1 shows the beacon 

power and CBR for the different values of the parameters of the game. By 

increasing 𝑐𝑖, the CBR is controlled at a lower level and vehicles tend to use lower 

power. The increase of 𝑢𝑖 has the reverse effect. Figure 5.1 also shows that for all the 

indicated values, the CBR is controlled around the desirable level 0.65, thus for a wide 

range of parameters the algorithm works efficiently. In these experiments all the 

vehicles have the same  parameters however, later it is shown that vehicles can change 

their 𝑢𝑖 parameter individually, in order to meet their application requirements, while 

they do not need to communicate their parameter with other vehicles and the algorithm 

works properly and is stable. The Figure also shows that for  𝑐𝑖 = 2 and 𝑢𝑖 = 300, the 

CBR is controlled around the desired level 0.65. These values are used to compare 

NOPC algorithms with SBCC-N and SBCC-C [45] in a static scenario. In Section 5.5.2 

it is shown that vehicles can change their 𝑢𝑖 parameter individually in order to meet 

their application requirements; and they do not require to exchange their parameters 

with other vehicles for the algorithm to work properly and remain stable. 

 

 Performance Evaluation 

5.5.1 Static Scenarios 

The same scenario in the previous section; the track with length 1000 m and n = 396 

vehicles is used to compare NOPC algorithm with SBCC-N and SBCC-C. Figure 5.2 

shows beacon power and CBR for the vehicles in the scenario; as it is evident, the 

NOPC algorithm is fairer in power allocation. The Jain Index [59] for the allocated 

power for SBCC-N and SBCC-C and NOPC is 0.57, 0.90 and, 0.96 respectively, which 

indicates NOPC is fairer than the others. The average IDR for SBCC-N and SBCC-C 

and NOPC is 517 beacon/s, 537 beacon/s and 591 beacon/s respectively which indicate 

with NOPC vehicles receive more information from their neighbouring vehicles. 

Figure 5.2 also shows that the CBR over the track has more fluctuations with SBCCs 

than NOPC does. In SBCC algorithms, vehicles require to compute average 

transmission power used by neighbouring nodes. They also estimate channel 

parameters such as path loss component and shape parameter in Nakagami fading 
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model. In SBCC-N the number of neighbouring vehicles should be estimated too. 

Because different vehicles might estimate different values for the mentioned 

parameters, unfairness happens in beacon power. In addition, the functionality of 

SBCC algorithms relies on the exchange of excess information in beacons; every 

vehicle should include the beacon transmission power in its beacons. Thus, NOPC is 

better, in bandwidth usage too. 

 

 

 

Figure 5.2 Beacon power and CBR for the algorithms 

 

   To verify the stability of the algorithm and the uniqueness of the NE in a scenario 

with a higher number of vehicles, the next scenario is selected so that there are 600 

vehicles randomly distributed, over a track with a length of 1400 m and with six lanes. 

The experiment has been repeated with different initial values of power for vehicles: 
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when all the vehicles have an initial power 1 mW, 100 mW and when every vehicle 

has a random initial power between 1 and 100 mW. For all the conditions, NOPC 

converges to the same level of power and CBR, which signifies the uniqueness and 

stability of the NE. 

 

 

Figure 5.3 Beacon power and CBR for a 1400 m track with six lanes and random distribution 

of 600 vehicles 

 

   Figure 5.3 shows the power and CBR for this scenario, for the three algorithms. It is 

clear that NOPC is much fairer in terms of power allocation than SBCCs and that CBR 

is smoother along the track. IDR for NOPC, SBCC-C and SBCC-N is 545 beacon/s, 

507 beacon/s and 483 beacon/s respectively. Figure 5.4 shows the changes in beacon 

power against iterations of the algorithms, for a vehicle at a position almost middle of 

the track (almost x=700) for SBCC-N and SBCC-C when the initial power is 100 mW 
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and also for NOPC with initial powers 1 mW and 100 mW. It is observed that NOPC 

converges in about ten iterations of the algorithm. 

 

 

Figure 5.4 Beacon power changes versus the iteration of the algorithms for a 1400 m track 

with six lanes and random distribution of 600 vehicles 

 

5.5.2 Dynamic Scenarios 

In the next experiments, it is indicated how NOPC can assign different power levels 

to vehicles with different beaconing power requirements. In the proposed power 

control algorithm, every vehicle can adjust its 𝑢𝑖 (and 𝑐𝑖 ) parameter to meet its 

application requirement. For example, when there is a traffic jam in one side of a 

highway and there is free flow on the other side, it is desired that vehicles with higher 

speed will have higher power. Such a scenario has been simulated in the next 

experiments. In the scenario, there is a traffic jam on one side of a highway, so vehicles 

are stationary.  

   The stationary vehicles are distributed homogenously over two lanes (316 stationary 

vehicles). On the other side of the highway, vehicles move with speeds of 10, 15 or 20 

m/s. All the vehicles have the same 𝑐𝑖 (𝑐𝑖 = 𝑐 = 2) and every vehicle adjusts its 𝑢 

parameter proportional to its speed, as follows. 

           
4

50i iu v                                                                    (5.22) 
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Figure 5.5 Beacon power and CBR for a 1200 m track, with vehicles which have different 

speeds of 0, 10, 15 and 20 m/s with 𝑢𝑖 = 50 × [𝑣𝑖]4 

 

where 𝑣𝑖 is the speed of the vehicle. Thus, for example, the utility parameter for 

stationary vehicles would be 50×4 = 200 and, for vehicles with 10 m/s speed it would 

be 50×10 = 500. Figure 5.5 shows that for vehicles far enough from the edges of the 

scenario, the vehicles with higher speeds use higher power for beaconing and the CBR 

is controlled. This could be explained in this way that, at equilibrium point: 
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thus, 
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Figure 5.6 Beacon power and CBR for a 1200 m track, with vehicles which have 

different speeds of 0, 10, 15 and 20 m/s with 𝑢𝑖 = 50 × [𝑣𝑖/2]4 
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The vehicles 𝑖 and 𝑗 at the same x position sense the same CBR, so: 
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   Thus, the ratio of allocated powers is equal to the ratio of speed of vehicles. In other 

words, the NOPC algorithm has per-vehicle parameter 𝑢𝑖 that every vehicle can 

change it without communicating it with other vehicles to meet its requirement. 

Besides, it is seen that there is fairness in power amongst the vehicles that have the 
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same requirement (in this example the same speed). The parameter 𝑢𝑖 could be a 

function of acceleration, deceleration…. so that the vehicles which are in a status that 

needs a longer beaconing power, can obtain this by adjusting their 𝑢𝑖 parameters, while 

the CBR is controlled at the desired level. 

   Figure 5.6 shows the results for the same scenario when 𝑢𝑖 = 50 × [𝑣𝑖/2]4. In this 

condition, all the vehicles reduce their beacon power, because they are using lower 

utility and they start to reduce their power in lower channel loads. In addition, weighted 

fairness is seen among the power level of them. 

 

 Summary 

A distributed algorithm for congestion control, by adapting BSM power for VANET, 

was proposed. The algorithm is based on non-cooperative game theory for which the 

uniqueness of the equilibrium point was proved. Using simulation, it was indicated 

that the algorithm is stable for a large number of vehicles. The algorithm was compared 

with other power control algorithms and it was indicated that it performs much better 

in terms of fairness and band width usage. In addition, NOPC can meet application 

requirements; it has per-vehicle parameter so that every vehicle can obtain appropriate 

power for its requirements by adapting them, while congestion is controlled. 
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Chapter 6                                      

Joint Beacon Power and Rate 

Control 

In very dense traffic situations, vehicles might be required to reduce both their beacon 

power and rate. ETSI Decentralized Congestion Control (DCC) [70] proposes a joint 

beacon rate and power control mechanism. However, several researches have revealed 

that ETSI DCC suffers unfairness and oscillation [54], [71], [72] . In this chapter, a 

protocol for joint beacon rate and power control that is based on game theory is 

proposed. The protocol models the interaction between vehicles as a non-cooperative 

game in which the strategy space of every player is two-dimensional (power and rate). 

 

 Non-Cooperative Beacon Power and Rate 

Control Game 

Let 𝒢 = {𝒩, {𝒳𝑖}𝑖∈𝒩 , {𝒬𝑖}𝑖∈𝒩} denote the Non-cooperative Power And Rate Control 

(PARC) game, where 𝒩 = {1, … , 𝑛} is the set of players (vehicles), and 𝒳𝑖 ⊂ ℝ2 is 

the set of two-tuples 𝑥𝑖 = (𝑝𝑖, 𝑟𝑖) of possible beaconing powers and rates for player 𝑖. 

𝒳𝑖 is called the strategy set of player 𝑖 , and the tuple 𝑥𝑖 ∈  𝒳𝑖 is called the strategy of 

player 𝑖. Each player selects its strategy independently. The vector 

𝒙 =  (𝑥1, 𝑥2, … , 𝑥𝑛) ∈ 𝓧 shows the selected power and rate of all the players, where 

𝓧 = ∏ 𝒳𝑖
𝑛
𝑖=1 . The expression 𝒬𝑖 is the payoff function of player 𝑖 and is indicated as 

𝒬𝑖(𝒙) = 𝒬𝑖(𝑥𝑖, 𝒙−𝑖), where 𝒙−𝑖 denotes the vector consisting of the beacon powers 

and rates of all the players except the 𝑖th player.  

   As with the previous chapters, the range of beaconing rate and power are [1, 10] 𝐻𝑧 

and [1, 100] 𝑚𝑊, respectively. Higher beaconing power and rate is desired because it 

creates higher awareness under typical conditions. But high power and rate have 

negative effects on awareness in congested situations. Therefore, the desirable payoff 
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function would yield lower payoff in congested situations. To fulfil this goal, the pay-

off functions are defined as the difference between a utility function (𝑈𝑖(𝑥𝑖)) and a 

price function (𝐽𝑖(𝑥𝑖, 𝒙−𝑖)). Accordingly, the payoff for player 𝑖 is defined as follows: 

     , ,i i i i i iQ x U x J x -i -ix x  
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where 𝑢𝑖, 𝑤𝑖, and 𝑐𝑖 are the positive parameters of rate utility, power utility, and price, 

respectively. Similar to previous chapters, the same mathematical function used for 

𝐶𝐵𝑅𝑖(𝒙) is employed in this chapter. However, every vehicle can change its rate and 

power. Thus, we have 
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The components of (6.2) and (6.3) are as defined in Chapter 4. 

 

 Nash Equilibrium 

The payoff functions (6.1) are twice differentiable. Thus, according to [122] the game 

is a submodular game if (6.4) and (6.5) hold. 
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For PARC we have, 
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where 
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Thus, PARC is a submodular game; the set of its equilibrium points is nonempty, and 

a greatest and a least equilibrium point exist (Theorem 3.1 in [122]). The proof of 

uniqueness of the equilibrium point is similar to the proof for NORAC in Chapter 4. 

   The gradient projection method is used to solve the game. Algorithm 6.1 shows the 

PARC mechanism for rate and power adaptation based on this method. As indicated 

in the previous chapters, greater utility parameter leads to using higher power or rate. 

Thus, we select the parameters 𝑢𝑖, 𝑤𝑖 ,  𝑐𝑖 so that typically the vehicles contribute in 

congestion control simply by reducing their rates, and when the congestion (the 

number of vehicles) is higher, the vehicles start to reduce their power too. To this 
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objective, a greater value than what was chosen for power utility in Chapter 5 is 

selected for 𝑤𝑖  in the following experiments. 

 

Algorithm 6.1 Beacon power and rate updates in PARC 

1. Every vehicle measures CBR 

2. Every vehicle updates the beacon power according to 
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3. Every vehicle updates the beacon rate according to  
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 Simulation Results 

The simulation parameters are as indicated in Table 5.1 (Chapter 5) except for the 

beacon rate, which is not constant and can be adapted in the interval [1,10] Hz.  

 

6.3.1 Static Scenarios 

For the experiments of this section, a 1000 m track with stationary vehicles distributed 

homogenously is modelled. Simulations are run with parameters 

𝑢𝑖 =  4, 𝑐𝑖 =  3.0, and two different values for  𝑤𝑖, 650 and 450. The value of 𝑐𝑖 is 

selected so that the term 𝑐𝑖ℎ𝑖𝑖𝑝𝑖 that appears in the beacon rate update of the algorithm 

(line 3 of algorithm 6.1) instead of the  𝑝𝑐𝑖 parameter in Chapter 4, at 𝑝𝑖 = 100 𝑚𝑊 

becomes almost 0.2. This is because 0.2 is the value that was used for 𝑝𝑐𝑖 in Chapter 4 

and produced reasonable results. The track has three lanes with 396 vehicles, and all 

vehicles use the same parameters for the static scenarios. The vehicles at the beginning 

of the simulation have random rate and power, as Figures 6.1 and 6.2 show, to validate 

the convergence of the algorithm from any initial point.  
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Figure 6.1 Initial beacon rate of the vehicles over the 1000 m track with three lanes 

 

 

Figure 6.2 Initial beacon power of the vehicles over the 1000 m track with three lanes 

 

   Figures 6.3, 6.4, and 6.5 indicate the simulation results for the scenario. As observed, 

when 𝑤𝑖 = 450, vehicles reduce both their power and rate to control the congestion, 

whereas with 𝑤𝑖 = 650, vehicles contribute to congestion control simply by adapting 

their rates. Therefore, with 𝑤𝑖 = 650, the vehicles use less rate in comparison to the 

case with  𝑤𝑖 = 450 to control the CBR almost at the same level (approximately 0.5). 
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Figure 6.3 Beacon power over the 1000 m track with 396 vehicles 

 

     

Figure 6.4 Beacon rate over the 1000 m track with 396 vehicles 

 

 
Figure 6.5 CBR over the 1000 m track with 396 vehicles 
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Figure 6.6 Beacon Power over the 1000 m track with 660 vehicles 

 

 
Figure 6.7 Beacon Rate over the 1000 m track with 660 vehicles 

 

 
Figure 6.8 CBR over the 1000 m track with 660 vehicles 
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     Then, the number of lanes was increased to five lanes (660 vehicles). Figures 6.6, 

6.7 and 6.8 indicates the results for this condition. Figure 6.7 shows when the number 

of nodes increased, even in with  𝑤𝑖 = 650, the vehicles reduce their power. However, 

in comparison to the state with 𝑤𝑖 =  450, they still use higher power and lower rate. 

   In all the presented configurations, it is observed that CBR is controlled at an 

acceptable level, and good fairness in rate and power is seen for the nodes that are far 

enough from the edges. In addition, considering rate and power over the entire track 

(including positions close to the edges), the protocol is fairer than other protocols used 

for comparison in previous chapters. In other words, the edge effect that is observed 

in most beaconing congestion control mechanisms is more moderate in PARC.  

 

6.3.2 Dynamic Scenarios 

For this section, the same scenarios that were used in the previous chapters are 

simulated: a 1200 m track with two or six lanes of stationary vehicles and also moving 

vehicles with speeds of 10 m/s, 15 m/s, and 20 m/s. The parameters of the PARC 

protocol are 𝑤𝑖 = 650, 𝑐𝑖 = 3.0, and  𝑢𝑖 = [𝑣𝑖]4, where 𝑣𝑖 is the speed of the 𝑖th 

vehicle. Figures 6.9-6.11 show beacon rate, beacon power, and CBR for the case with 

two lanes of stationary vehicles (316 stationary vehicles). Only the vehicles with 

speeds of 0 m/s and 10 m/s contribute to congestion control by adapting their rates. In 

addition, because  𝑤𝑖 has a high value, the vehicles do not decrease their power. All 

the vehicles use the same 𝑤𝑖; thus, there is fairness in power. The values for 𝑢𝑖  are 

proportional to the speed; therefore, the achieved rates are proportional to the speeds 

of the vehicles.   

   Figures 6.12-6.14 show the results for the case with six lanes of stationary vehicles 

(948 stationary vehicles). In this condition, all the vehicles have decreased their power. 

Furthermore, vehicles with speed of 15 m/s also contribute in congestion control by 

reducing their rate. As observed, again there is fairness in beacon power and weighted 

fairness in rate. 
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Figure 6.9 Beacon rate for a track of length 1200 m with two lanes of stationary vehicles - 

vehicles in the other lanes have speeds of 10, 15, and 20 m/s 

 

 
Figure 6.10 Beacon power for Figure 6.9 

 

 

Figure 6.11 CBR for Figure 6.9  
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Figure 6.12 Beacon rate for a track of length 1200 m with six lanes of stationary vehicles - 

vehicles in the other lanes have speeds of 10, 15, and 20 m/s 

 

 

Figure 6.13 Beacon power for Figure 6.12 

 

 

Figure 6.14 CBR for Figure 6.12 
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 Summary 

The problem of beaconing congestion was addressed with using joint adaption of 

beacon rate and power that was formulated as a non-cooperative game, in which the 

strategy spaces of the players are two-dimensional. The existence and uniqueness of 

the NE was proven mathematically, and an algorithm based on the gradient projection 

method for solving the game was proposed. The stability and convergence of the 

algorithm was demonstrated by simulation. Simulation results indicate that the 

algorithm converges to the NE from any initial point. It is seen that by selecting 

appropriate values for the parameters of the algorithm, fairness in beacon power and 

weighted fairness in beacon rate is achieved, and CBR is controlled at an appropriate 

level.  
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Chapter 7                      

Conclusions and Future Work 

This thesis is commenced by a brief introduction to VANETs technology. As 

simulators are necessary tools for the study of VANET, a review on features of four 

widely used open source simulators in the simulation of VANETs is presented. As a 

result of the study, OMNeT++ was selected for making experiments in this thesis. 

   Next, the requirement of adaptive beaconing has been indicated by studying the 

performance of a proposed position-based routing protocol with a constant beaconing 

rate. In particular, we looked at a decrease of performance of the routing protocol by 

increasing the speed of vehicles. The proposed protocol is a bio-inspired routing 

protocol called EGSR based on the ACO. EGSR adds traffic awareness to the well-

known GSR protocol without using any infrastructure or information obtained from 

outside the network. 

   In dense vehicular traffic conditions, many of the BSMs are lost due to packet 

collision. To increase the number of successfully disseminated packets, the channel 

load should be controlled under a specified level. Moreover, the scarce channel 

capacity should be allocated to vehicles based on their requirements or dynamics to 

have an efficient beaconing mechanism. This goal was addressed in Chapter 4 by BSM 

rate adjustment [131]. The problem of rate adjustment was modelled as a non-

cooperative game; then, an algorithm was proposed so that the network nodes could 

solve the game.  

   Then, in the study, we turned our attention to BSM congestion control by beacon 

power adaptation. An algorithm for BSM power adjustment was proposed that can 

control channel usage at a desired level in a non-cooperative way. In addition, the 

algorithm has per-vehicle parameters so that every vehicle can control its share of the 

channel and weighted fairness in power is achieved by adjusting these parameters. 

   Afterwards, an algorithm for joint BSM power and rate control is proposed. This 

approach is useful in very dense traffic conditions when a decrease in beacon power 
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or rate alone cannot reduce the channel usage to an appropriate level. As shown, the 

algorithm can achieve fairness in power and weighted fairness in rate in a non-

cooperative manner. In addition, the stability and convergence of the algorithm from 

any initial point to the unique equilibrium point of the system was verified in 

simulation scenarios. 

    

    Conclusions 

In Chapter 3, it was indicated that in dense vehicular conditions, BSMs consume a lot 

of channel capacity. In addition, it was shown that a constant low beaconing rate 

cannot create a good awareness of neighbouring vehicles in VANETs when the speed 

of the vehicles is high. Therefore, an adaptive beaconing that is capable of decreasing 

the beaconing load in dense networks and increasing the beaconing rate based on the 

dynamics of a vehicle will result in higher performance for VANETs protocols. 

   Then, in Chapters 4 to 6, algorithms for beacon rate and power adaptation were 

proposed. The algorithms were compared with other state-of-the-art algorithms in 

several stationary and dynamic scenarios. The algorithms can efficiently control 

channel load at a desired level with reasonable speed. One important feature of the 

proposed congestion control algorithms is that their functionality does not rely on 

excess information exchange in beacons between vehicles, which results in bandwidth 

saving and more robustness to errors. In contrast to other congestion control algorithms 

that obtain fairness by exchanging algorithms information between nodes, fairness in 

the proposed algorithm is achieved based on the fairness concept of NE, which results 

in overhead-free algorithms. Furthermore, using simulation it was indicated that 

algorithms that obtain fairness by exchanging local information fail to provide fairness 

when the length of the scenario exceeds the range of information exchange. Being 

overhead free also makes the algorithms more scalable. Actually, the proposed 

algorithms just require local information, while, they achieved good fairness globally. 

   The proposed algorithms also have the capability to meet application requirements 

and provide weighted fairness in rate or power. This achievement is useful for 

situations in which vehicles with different application requirements contribute to 
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congestion control. The proposed algorithms also converge in a few seconds, which 

makes them suitable for high-speed scenarios of VANETs. 

 

 Future Work 

For future work, we are interested in security issues in VANETs. As with any other 

computer network, a malicious attacker can inject incorrect information into VANETs 

or disable the services, which endangers the safety of driving. In VANETs, every node 

should be able to detect intruders and make the best decision in response. 

   Traditional network security solutions solve particular problems for which they are 

designed. In general, they fail to respond well in a dynamically changing scenario. 

This trend cannot be acceptable in the future world, and more sophisticated approaches 

will be required to manage such scenarios. Game theory has the potential of presenting 

improved security mechanisms. Network security shares many concerns with 

decision-making in game theory [132]. Securing networks requires detecting 

vulnerabilities and attacks, controlling access to networks, developing protocols for 

safe access to services, etc. and all these involve decision-making in different network 

layers. The security game framework has applications in security problems in a variety 

of areas ranging from intrusion detection to social, wireless and vehicular networks 

[132]. By applying game theory, instead of designing a defence against a specific 

attack, it is possible to design a defence against a sophisticated attacker who 

dynamically and strategically changes her attack methods and targets to fulfil her aims 

[18]. 

   Game theory provides a rich mathematical tool for multi-person strategic decision-

making to model the interactions of agents in security problems and to deploy limited 

security resources to maximize their effectiveness [18], [133]. This feature of game 

theory has many advantages over traditional security measures [132]. First, the process 

of decision-making is expressed through mathematical models in a transparent and 

persistent manner that enables a meticulous analysis of the problem. Second, the 

decision-making can now be generalized and deployed on a large scale as opposed to 

traditional methods, which are suitable just for specific problems. Third, it creates the 

opportunity to implement them numerically, so machines can run them as fast as the 
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machine speed allows. Finally, the decision-making process implemented by the 

analytical model can be checked experimentally and improved on a daily basis, 

providing a way of aggregating the knowledge of security experts.  
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Appendix A  

A.1  Mathematical Model for CBR [121] 

If there are N transmitter then the Channel load sensed by node 𝑖 at position 𝑥 is the 

sum of the load created by each one of those transmitters at point 𝑥 so we can write: 

𝑙𝑜𝑎𝑑𝑖(𝑥) = ∑ 𝑙𝑜𝑎𝑑𝑛(𝑥) =𝑛∈𝑁

∑ 𝑠𝑒𝑛𝑠𝑖𝑏𝑙𝑒 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑠𝑖𝑜𝑛𝑠 𝑎𝑡 𝑥 𝑐𝑟𝑒𝑎𝑡𝑒𝑑 𝑏𝑦 𝑛𝑜𝑑𝑒 𝑛 × 𝑇𝑓𝑟𝑎𝑚𝑒𝑛∈𝑁                    (A.1.1) 

Where 𝑇𝑓𝑟𝑎𝑚𝑒 is the duration of receiving a packet and 𝑙𝑜𝑎𝑑𝑛(𝑥) is the load created 

by node n at 𝑥 and can be written as: 

𝑙𝑜𝑎𝑑𝑛(𝑥) = 𝑟𝑛 𝑃𝑟𝑜𝑏(𝑑𝑛) 𝑇𝑓𝑟𝑎𝑚𝑒                                   (A.1.2) 

Where, 𝑑𝑛 is the distance between sender and receiver, 𝑃𝑟𝑜𝑏(𝑑𝑛) is the probability of 

reception of a packet at distance 𝑑𝑛 and 𝑟𝑛 is the packet rate of node n. By considering 

a Nakagami-m distribution for the received power 𝑝: 
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𝑝𝑡 is the transmitter power, 𝑚 is shape factor in Nakagami model and λ is the 

wavelength, then we can write: 
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By considering 𝑡 =
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Thus  
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And therefore, the sensed CBR by node 𝑖 is: 
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In the above formulas the effect of packet collision was not considered. The formula 

can be corrected by multiplying it to a coefficient less than one in order to include the 

effect of collisions. 

 

A.2  Upper Incomplete Gamma Function [134] 
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A.3  Gamma Function [134] 
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