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Latent  Thermal  Energy  Storage  (LTES)  is  a promising  solution  to  reduce  cooling  energy  consumption  in
buildings.  Laboratory  and  computational  studies  have  demonstrated  its capabilities  while  commercial
passive  and active  systems  are  available.  This  paper  presents  data  and  analysis  of  the  performance  of
an active  LTES  ventilation  system  in two  case-studies,  a  seminar  room  and an  open  plan  office  in  the
UK.  Analysis  using  environmental  data  from  the  system’s  control  as well  as  additional  space monitoring
indicates  that  (a)  internal  temperature  is  maintained  within  adaptive  thermal  comfort  limits,  (b)  accept-
able  Indoor  Air Quality  is also  maintained  (using  metabolic  CO2 as  indicator)  and  (c)  energy  costs  are
ctive LTES
perational performance
ooling
entilation

low  compared  to air-conditioned  buildings.  Thermal  and  CFD  computational  studies  indicate  that  purg-
ing  and  charging  duration  and  associated  set-points  for  room  temperature  as  well  as air  flow  rate are
the  important  parameters  for optimised  performance  for a given  LTES  design.  These parameters  should
be  optimised  according  to  the  use  of  the  space  and prevailing  external  conditions  to maintain  internal
thermal  comfort  within  upper (usually  in the  afternoon)  and  lower  (usually  in  the  morning)  limits.

ublis
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. Introduction

Energy storage is a very active area of research in recent years
s it provides a sustainable solution to energy demand fluctu-
tions and increases energy efficiency. Different energy storage
ethods such as mechanical energy storage (gravitational energy,

ywheels); electrical storage (e.g. batteries); thermal storage (sen-
ible, latent) and thermochemical heat storage [1] can be used.
hermal energy storage (TES) is particularly suited to buildings
ecause a high percentage of their energy demand relates to heating
nd cooling needs. Sensible TES utilizes the heat capacity prop-
rties of materials while latent TES uses heat exchanges via the
hase change of materials, usually between solid and liquid for
uilding applications. Latent thermal energy storage (LTES) can
rovide more energy per volume than a sensible thermal stor-
ge system, making LTES a promising solution for buildings either
ntegrated into building envelope (passive LTES) or in ventilation

ystems (active LTES) to reduce cooling demand [2] or reduce heat-
ng demand [3].

∗ Corresponding author.
E-mail address: maria.kolokotroni@brunel.ac.uk (M.  Kolokotroni).

1 Permanent address: Federal Institute of Pernambuco, Av. Prof Luiz Freire, 500,
ecife/PE, Brazil.
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hed  by  Elsevier  B.V.  This  is  an open  access  article  under  the  CC  BY  license
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Active LTES integrated in mechanical ventilation systems has
received attention during the last two  decades. A room ventilation
system incorporating heat pipes embedded in PCM thermal bat-
tery was  tested experimentally for applications in the UK 20 years
ago [4,5]. Heat transfer rates of up to 200 W were measured under
simulated UK summer conditions comparing the system favor-
ably to conventional air conditioning and other technologies such
as cooled beams. Since then, many investigations through exper-
iments and simulations followed. A recent review [6] critically
discusses experimental studies of PCM applications in buildings
dividing them in free cooling passive and active methods, active
and passive heating methods and hybrid applications. It describes
developments in ventilation and air-conditioned systems based
on PCMs as well as nano-enhanced PCMs. The extensive litera-
ture review has revealed that active LTES incorporated within the
ventilation system can overcome heat exchange limitations of pas-
sive systems because of the increased heat transfer by convection
and LTES is an appropriate solution to increase energy efficiency
of cooling systems in buildings. A review [7] focusing on cooling
LTES applications summarises experimental results of active LTES
and discusses the importance of PCM selection according to cool-
ing needs due to internal heat gains and climatic conditions. The

PCM melting temperature is one of the most influencing parame-
ters for the success of the application. Such recent reviews have also
highlighted that limited analysis has been published from oper-
ational buildings with commercially installed LTES systems; such

nder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Nomenclature

Symbols
yi Measured data
ŷi Simulated data
N Sample size
Ys Sample mean of the measured data
T1 Cool external intake air temperature
T2 Recirculated temperature
T5 Temperature before thermal batteries
T7 Temperature after thermal batteries
Tmin Minimum temperature
Tmax Maximum temperature
Trm Running mean temperature

Superscripts
N Sample size

Abbreviations
AC Air Conditioning
ASHRAE American Society of Heating, Refrigerating and Air-

Conditioning Engineers
CFD Computational Fluid Dynamics
CIBSE Chartered Institution of Building Services Engineers
COP Coefficient of performance
CVRMSE Coefficient of Variation of the Root-Mean-Square

Error
EPP Expanded Polypropylene
EWY  Example Weather Year
HUI Internal Space Humidity
HVAC Heating, Ventilation and Air Conditioning
IAQ Indoor Air Quality
EWY  IESVE
LTES Latent Thermal Energy Storage
MBE  Mean Bias Error
PCM Phase Change Material
ppm Parts per million
RH Relative Humidity
TES Thermal Energy Storage
LTES Latent Thermal Energy Storage
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TUI Internal Space Temperature

esults are important to accelerate inclusion in designs for new and
efurbished buildings.

This paper attempts to fill part of this gap by presenting field
easurements from two operational case-study rooms ventilated

nd cooled through a commercially available mechanical ventila-
ion system incorporating an active LTES. Section 2 describes the
entilation unit, the two case-studies and how the system works.
ection 3 presents the operational performance of the system in
erms of thermal comfort, indoor air quality and energy use. Sec-
ion 4 presents validated thermal and CFD models which were used
o carry out parametric analysis for performance improvements.
inally, Section 5 includes the conclusions.

. Description of the system and the case-study buildings

.1. LTES ventilation unit

There are few technologies available on the market of LTES for
®

ree cooling and heating; one is Cool-Phase by Monodraught Ltd.
ig. 1 shows the system investigated in this paper indicating its
omponents consisting of a G4 filter, recirculation damper, fan, LTES
nd diffusers. The LTES physical size varies according to capacity (6,
Fig. 1. Diagram of Cool-Phase® Unit [source: Monodraught Ltd].

8 and 10 kW)  and model; 3995 mm to 5805 mm width, 966 mm
depth and 400 mm height. The PCM is encapsulated in an alu-
minium panel available commercially [8]. Each panel holds 2 kg
of PCM able to provide 88 Wh  (317 kJ); each module of the LTES
studied has 18 panels. Modules are put together depending on the
required capacity; for the 10 kW model, the unit consists of 18 pan-
els x 6 modules (3 modules per side) which equals to 9.5 kWh
(34.2 MJ); the 8 kW model consists of 18 panels x 4 modules (2
modules per side) which equals to 6.37 kWh  (22.8 MJ). An elec-
tronic system controls the damper and directs the airflow through
the LTES or bypasses it through an EPP Expanded Polypropylene
duct. The fan provides 260 l/s maximum during cooling mode and
300 l/s during charging mode.

The PCM’s solidifying temperature used in LTES is limited by
the temperature used to charge the material (night outside air
temperature). This selection is also based on the cooling demand
(lower melting point for high demand and higher melting point for
lower demand) [9]. Due to this, the Salt-hydrated PCM SP 21E by
Rubitherm (melting: 22–23 ◦C; solidifying: 21–19 ◦C; heat capac-
ity: 170 kJ/kg for a temperature range of 13–28 ◦C) suits the studied
system and its applications. Salt hydrates work by arranging and
breaking the reaction salt-water (hydrate-dehydrate). They have
high latent heat per unit volume, high conductivity (double of
paraffin) and little volume change during melting. However, salts
have a density higher than water and stay at the bottom of the
container, making the freezing process more complicated [1].

The studied system is essentially a demand control ventilation
and cooling system, controlled by temperature, relative humidity
and CO2 levels inside the conditioned space. A summary of the oper-
ation modes is presented in Table 1. Fig. 2 presents a schematic of
the system indicating the location of the sensors used to control
its operation. Temperature is controlled by either air drawn from
outside or recirculated from the room; depending on the tempera-
ture and relative humidity in the conditioned space, external air is

used directly or mixed with recirculated air by-passing the LTES. If
cooling is needed the air is directed to the LTES. If the room exceeds
metabolic CO2 concentration limit, fresh air from outside is intro-
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Fig. 2. Schematic of the LTES system indicating the location of the sensors analysed in this paper.

Table 1
Brief description of operation modes.

Direct outside air ventilation Used when the outside temperature is cooler than inside, the air is supplied into the room bypassing the LTES until it
reaches a set point temperature.

Outside ventilation and cooling Used when the outside temperature is lower than inside but is not low enough to cool the space; the air crosses the
LTES before entering the room.

Recirculation and cooling When the temperature outside is higher than inside, recirculating air passes over the LTES before entering the room.
Summer Charging During unoccupied hours, the fan supplies outside cold air to charge the LTES and release the build-up heat. When the

LTES  is full charged, the system turns off automatically.
Heat recovery cycle In winter times, when the room is unoccupied or warm,  the air is re-circulated through the LTES to charge and use it

to  reduce the heating system load.
CO2 control When CO2 concentration inside is higher than a specific set point, outside air is supplied.
Humidity control When the room relative humidity is lower or higher of a preset set point, the system will change outside air supply

until  the set point range is achieved.
For all modes during occupied hours, an outside minimum volume flow is provided to ensure a minimum air flow rate according to regulations

Table 2
Default control strategy parameters.

Season Autumn Winter Spring Summer

Start Day 01-Oct 01-Dec 01-Mar 01-May
Temperature (◦C) 23 24 23 22
Desired CO2 (ppm) 900
High  CO2 (ppm) 1200
Charging mode 1:00 to 6:59
Cooling mode 8:00 to 20:59
Boost charge mode 00:00 to 00:59

Flow Rate (l/s) Temperature ◦C CO2 Level (ppm) Notes Enhanced flow rate (l/s)

300 >26 Purge 300
240  26 1800 Max  under normal conditions 300
210  25 1600 260
175  24 1300 240

d
a
s
fl
m

2

a
i
b

140  23 1000 

100  22 900 

0  off off 

uced. The control system has default set-points but the user is
ble to adapt them according to needs. Table 2 presents the default
et-points; air temperature varies according to the season and air-
ow rate according to metabolic CO2 and air temperature while
aintaining relative humidity within a range of 30–70%.

.2. Description of case-studies
The main case-study with the system installed is a seminar room
t a university campus in West England. Similar units have been
nstalled in many rooms (typical classrooms and offices) of the
uilding but a seminar room was chosen because of its use (com-
210
Default min  level 175

off

puter laboratory) with higher internal heat gains. In addition, an
open plan office building is presented as a second case-study. This
second case-study shows the system’s performance (based only
on the system’s monitoring data) to indicate a range of applica-
tions.

The climate in both locations (UK, Bristol and Cambridge) is tem-
perate maritime with 2684/2024 Heating Degree Days and 196/319
Cooling Degree Days (base 15.5 ◦C) [10] indicating low cooling

requirements due to external conditions so cooling load is mainly
determined by internal heat gains.

The main case-study was  renovated into a seminar room by join-
ing three pre-existing rooms. The existence of a plenum favoured
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Table 3
Space monitoring sensors description.

Parameter Measured Logger Range Accuracy Resolution

Temperature and RH HOBO UX100-003 −20◦ to 70 ◦C15% to 95% RH ±0.21 ◦C from 0◦ to 50 ◦C, ±3.5% from 25% to 85% RH 0.024 ◦C, 0.07% RH at 25 ◦C
Temperature ibutton DS1922L –40 ◦C to +85 ◦C ±0.5 ◦C from −10 ◦C to +65 ◦C 0.5 ◦C
CO2 Telaire 7001 0 to 2500 ppm ±50 ppm or 5% of reading ±1 ppm
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Fig. 3. Floor plan of the seminar room case-study also showing th

he installation of the suspended ceiling system model of the sys-
em. The refurbished seminar room floor plan can be seen in Fig. 3
here the position of space monitoring sensors (for the purpose

f this study) are shown. The room has a floor area of 117 m2 and
ncludes 29 desk top computers, peak occupancy of 29 students,
nd artificial lighting comprising of 24 luminaires each equipped
ith one 48 W lamp. The total maximum internal heat gain in

he room is 60 W/m2. The room has one external wall facing west
ith U-value of 0.56 W/m2 K while 23% is glazing (overall U-value

.82 W/m2 K) with internal blinds. Ventilation and cooling is pro-
ided via the 10 kW LTES unit which is positioned in the middle of
he room above the suspended ceiling. Heating is provided through
erimeter hot water radiators and windows are openable.

The second case-study is a ground floor open plan office with a
oor area of 535 m2, housing 50 office workers with internal max-

mum heat gains of 45 W/m2. Five 8 kW units (two master and 3
laves) have been installed and can be seen on Fig. 4. The mas-
er units are directly connected to the control sensors while the
laves follow the operation of the master unit. The open plan office
s one storey with external walls facing north, east and south and

 pitched roof with a false ceiling. Wall U-value is 0.46 W/m2 K,
oor 0.75 W/m2 K, roof 0.187 W/m2 K and window 3.3 W/m2 K with

nternal blinds. The area of windows is 30% of external wall area.
eating is provided through perimeter hot water radiators and
indows are openable.

.3. Description of system operation
Indicative operation of the LTES units in the two  case-study
paces during summer is shown in Figs. 5 and 6 . The control system
s very similar apart from differences in the times of ‘day mode’ due
ion of the LTES unit and the position of purpose installed sensors.

to the different use of space. A description of the operation modes
is presented below:

Operation Mode 2: Night Purge-Midnight to 01:00–the fan runs at
the highest speed setting for 1 h with the aim of flushing the room
of stale air. Fig. 5 shows that all temperatures within this period
decrease including the Internal Space Temperature, TUI. It should
also noticed that T1 (external intake duct) is the temperature of
the sensor placed at the face of the intake duct. This sensor can
be influenced by infiltration from the room if the plenum is not
well sealed. This is what happened in this case and highlights the
importance of sensor position for optimum operation of the system.
In the open plan office (Fig. 6) the external intake duct sensor is
better positioned.

Operation mode 3: Summer Night Charge- 01:00 to 07:00–During
this period, the inlet and outlet temperatures of the LTES (T5 and
T7, respectively) can be seen to decrease indicating that the LTES
is being ‘charged’ as the external intake air is being passed through
them.

Operation mode 4: System Switched Off − 07:00 to 08:00–The
system is turned off for 1 h in the morning in a period before the
occupancy schedule begins. A crucial observation however, is that
the internal space temperature (TUI) rises during this period which
effectively negates some of the work done to cool the space during
the night. The internal space temperature at 7:00 was well within
the thermal comfort range and there was no risk of overcooling. A
similar increase of internal space temperature is observed in the
open plan office (Fig. 6); in this case by more than 1 ◦C and it may
influence the timing of peak internal temperatures later in the day.
Operation mode 1: Summer Day Mode – 08:00-21:00 (seminar
room) 08:00 to 18:00 (open plan office). In the seminar room (Fig. 5)
the cooling mode starts at 8:00 until 21:00. In the beginning of
the day (8:00–∼12:00) the LTES is by-passed as the outside air is
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Table  4
CO2 concentration in the seminar room from 8:00 to 21:00.

Month 2014 2015 >1500 ppm for more than 20 min

Avg. CO2 Max. CO2 Avg. CO2 Max. CO2

Jan 601 1963 563 1312 0
Feb  719 2019 671 1358 1
Mar  695 2019 645 1204 0
Apr  559 2019 549 1236 0
May  469 885 443 978 0
Jun  412 607 420 531 0
Jul  409 663 420 575 0
Aug  423 580 418 826 0
Sep  493 1199 541 1326 0
Oct  599 1229 689 1268 0
Nov  701 1317 752 

Dec  551 1463 586 

Avg.  553 – 558 

c
∼
d
t
t

Fig. 4. Open plan office floor plan.

ooler and room temperature is below summer set-point (22 ◦C). At

12:00, the external temperature measured by the external intake
uct (T1) reaches the summer set-point and air is directed through
he LTES maintaining air temperature in the room below external
emperature. Differences between T5 and T7 from 12:00 to 21:00
1480 0
1551 0
– –

confirm LTES absorbing heat and delivering cool air into the room,
although complete melting must have been reached towards the
end of the cooling mode.

In the open plan office (Fig. 6), the internal space temperature is
above the set-point (23 ◦C) at 8:00, so the cooling mode is initiated.
The outside air temperature is below the set-point so recirculated
air is by-passing the LTES until about 10:40 when the internal
temperature reaches the set-point. During this period, T5 and T7
readings are misleading as there is no air flow through the route of
these sensors and so T1 is effectively the supply air temperature. At
10:40 the air is directed to the LTES and the inlet air (T7) is cooled
by the melting PCM; this is shown by the sudden rise of T5 and drop
of T7. The difference between T5 and T7 reaches its maximum at
17:15 with a 7.2 ◦C difference. Internal space temperature is main-
tained to below adaptive themal comfort upper limit calculated to
27.5 ◦C for this day (see Fig. 8).

Operation mode 4: System Switched Off − 21:00 to 00:00 (sem-
inar room) 18:00-00:00 (open plan office) -At 21:00 or 18:00 the
conditioned period in the space ends, the system switches off and
all temperatures converge to the same value. The system remains
switched off until midnight where the process starts again.

3. Operational performance during the year

3.1. Method

As mentioned before, data from the unit’s control system were
available as well as additional space monitoring inside the seminar
room. These are used for the performance evaluation. Monitoring
of room temperature and relative humidity was carried out within
the seminar room using 8 HOBO loggers measuring for one year
at 5 min  interval. The position of the sensors are shown in Fig. 3.
Sensors H1, H2, H3 and H4 were installed at 0.70 m from the floor,
H5 and H6 at 1.80m, H7 at the same level as the system’s wall
mounted user control (1.5m) and H8 was  placed close to exhaust
grille (located on the ceiling). In addition, four ibutton loggers were
placed in the inlet diffuser measuring air temperature at 5 mins
interval. CO2 measurements were taken using two Telaire sen-
sors on two  days (25–26/11/2015) to analyse CO2 distribution and
compare with system data. Sensors’ specifications are presented in
Table 3.

3.2. Thermal comfort analysis – summer
Adaptive thermal comfort approach is used for the evaluation
during cooling season [11], as these are current guidelines for
school buildings in the UK [12] and followed for non-AC office
buildings [13]. The upper and lower limits of adaptive thermal com-
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Fig. 5. Operation of LTES unit in the seminar room one day in August. (1 = cooling mode, 2 = purge mode, 3=charging mode, 4 = off).
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Fig. 6. Operation of LTES unit in the open plan office one day i

ort are based on category II (Tmin = T − 3 and Tmax = T + 3) with Tmin
nd Tmax calculated by: T = 0.33 Trm +18.8 where Trm is the run-
ing mean external temperature. Fig. 7 shows the results during
eekdays (8:00 to 21:00) for the seminar room for two  summers;

emperature and relative humidity is the average of all sensors at
.7m. Relative humidity is within a good range between 30 (apart
orm 3 h on one day in May) and 70% (apart from one day in August).
emperature did not exceed the upper thermal limit. In general, the
ow solar gains because of the small area of windows and ground
oor position of the room allow the system to maintain comfortable
onditions during summer periods with full occupancy; for exam-

le during examination times in mid  May  and mid  August 2016.
owever some overcooling occurs for some hours indicating that
ight purging might need more detailed control than relying on a
. (1 = cooling mode, 2 = purge mode, 3=charging mode, 4 = off).

timer; this is discussed in more detail in Section 4. Comparison of
temperatures at different heights have shown no deviation from
thermal comfort ranges [14].

Fig. 8 shows the system space temperature in the open plan
office for one summer season. There is a gap due to lost data.
The system shows very good performance with regards to the
calculated thermal comfort, with very few thermal comfort lim-
its exceedance, during one week in July (upper limit) and in May
(lower limit). The exceedance in May  is due to low night temper-
atures and during the charging at night the 18 ◦C night cooling
limit is reached very quickly so when the system is turned off at

7:00 the increase in temperature is not enough to reach the lower
limit of thermal comfort when the conditioned period begins. This
behaviour of the control system is representative of the trade-off
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Fig. 7. Temperature and Relative Humidity at seating height in the seminar room for two summer seasons during cooling period (8:00-21:00).
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Fig. 8. Temperature in the open plan office for on

etween sufficiently charging the LTES and cooling the space dur-
ng the night in preparation for optimum performance on a hot day
ut causing the space to be too cool for thermal comfort if the morn-

ng (and day) turns out to be unusually cold for a summer period.
his is a known issue and highlighted in guidelines [13] that the
ower limit of thermal comfort can sometimes be misleading for
old mornings of summer periods. As such, this characteristic of the
ystem should not be considered as a major performance-defining
ownfall, but still addressed within the investigation.

.3. Indoor air quality during winter based on metabolic CO2

During winter, thermal comfort is provided by a separate heat-
ng system (perimeter radiators) but is controlled by the LTES
entral unit. Table 4 presents CO2 levels monitored by the system
uring the occupied hours of 2014 and 2015 in the seminar room.
verage CO2 is below the limit of 1000 ppm for any month and
500 ppm is exceeded by more than 20 min  [15] only once (29 min

n 2014) which shows a good performance in terms of IAQ. Addi-

ional CO2 monitoring was carried out in the seminar room space.
ig. 9 shows the CO2 distribution during two days (25–26/11/2015).
t can be seen that the values were always below 1500, with the
xception of one minute on 25/11/2015 where CO2 concentration
mer season during cooling period (8:00-18:00).

reaches 1923 ppm. Because this value cannot be observed on the
second sensor, it is possible that one student has blown direct on
the sensor or an unexpected error occurred.

In addition, CO2 system data compare well with room data but
a response delay was  noticed (Fig. 9). This will cause the system’s
reaction to be delayed and could provide unnecessary air flow
when the room is unoccupied. A faster response system CO2 sensor
or positioned well within occupancy space (if possible) or in the
exhaust air might improve performance.

Regarding the open office, Fig. 10 shows that the limit of
900 ppm of CO2 (maximum set-point) measured by the system data
was not exceeded during the coldest months of the year (January
and February) when ventilation rate is kept to a minimum. The
ventilation flow rate is controlled by the system based on CO2
monitoring within the space to ensure that the set-point is not
exceeded.

3.4. LTES system energy consumption
The system includes a variable speed fan and motors to control
the dampers resulting in low overall energy consumption. Electri-
cal energy consumption in the seminar room was  91.7 kWh  (0.78
kWh/m2/annum) in 2014 and 78 kWh  (0.67 kWh/m2/annum) in
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Fig. 9. CO2 measurements on two subsequent days in November in the seminar room.
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Fig. 10. CO2 concentration in the 

015. In monetary terms, this will cost less than £10 per year
based on 2015 cost average of £0.104 per kWh  for a medium size
uilding [16]. Simulations with IESVE (discussed in more detail in
ection 4) show an energy demand of 8.83 MWh  to maintain the
ame internal conditions. Therefore, the energy used by the system
s a small fraction of the energy required by an AC system (the
xact saving is dependent on the AC system and its COP). Annual
lectricity energy use intensity for secondary schools in the UK has

 median of 51 kWh/m2 [17] including electricity used for lighting
nd office equipment. This increases by 5kWh/m2 when moving
rom ‘heating and natural ventilation’ to ‘heating and mechanical
entilation’ buildings, indicating the typical magnitude of energy
se by mechanical ventilation. CIBSE TM57 [17] presents good case-
tudies with cooling energy intensity of 12.5 kWh  and 3.5 kWh/m2.

In the open plan office, fan energy during the summer period

May to September) was 121 kWh  (0.21 kWh/m2). The good prac-
ice energy benchmark in the UK [18] for the cooling, fans, pumps
nd controls of a ‘standard air conditioned office space’ is 44
Wh/m2 annually.
lan office in February and March.

Therefore in both cases, energy needed to operate the system is
small compared to available benchmarks.

4. Thermal and air flow modelling

The thermal simulation program IESVE [19] and ANSYS FLUENT
[20] were used to carry out energy, environmental conditions and
air flow simulations in the seminar room to examine the perfor-
mance of the system in more detail and propose improvements.
IESVE was  chosen because it has a plug-in that enables the user to
design the LTES system by changing parameters such as the sys-
tem type, size and number of units required according to the heat
gains.

4.1. Thermal modelling
The computer room model was run for one year and the accuracy
was checked by comparing with measured air temperature data on
an hourly and monthly basis for one year by calculating the Mean
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Fig. 11. CFD predictions of air temperature and air velocity at 0.70 m at 15:00pm in the seminar room.
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Fig. 12. Frequencies of internal air temperature w

ias Error (MBE) and the Coefficient of variation of the Root-Mean-
quare Error CV(RMSE) [21]:
BE  =
∑N

i=1

(
yi − ŷ1

)
∑N

i=1 yi

(1)
hances air flow (see Table 2) in the seminar room.

CV (RMSE) =

√∑N
i=1

(
yi−ŷ1

)2
/N

Ys

(2)

∑N
Ys = i=1yi

N
(3)

yi andŷi are measured and simulated data at instant i, respec-
tively; Ys is the sample mean of the measured data and N is the
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Table 5
MBE  and CVRSME for 2015 calibration of the seminar room.

Jan Feb Mar  Apr May Jun Jul Aug Sep Oct Nov Dec

MBE  −0.59 0.68 0.09 −0.37 −0.81 −0.81 −0.29 −0.37 −0.20 −1.15 −1.21 −0.32
CVRMSE 12.93 14.84 2.10 8.49 18.27 18.28 6.76 8.38 4.67 26.33 27.15 5.81
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Fig. 13. Comparison of duration above thermal comfort lim

ample size (8760 for hourly based validation analysis or 12 for
onthly based validation analysis.
ASHRAE Guideline 14 [21] and recent research studies [22–24]

ecommend to achieve a difference of less than 5% in MBE  and
ess than 15% in CV(RMSE) between monthly prediction and mea-
urements. When hourly data are used, a difference of 10% in MBE
nd 30% in CV(RMSE) is recommended as good agreement between
redictions and measurements.

Weather data for the prediction period was sourced from
eather Underground [25] and introduced in simulations by

pdating the EWY  weather file with air temperature and rela-
ive humidity data of the monitored period (2015). IESVE plug-in
tandard control system was improved using CO2 data [26] to cal-
ulate the number of students and computers during operation
ntil the simulation results for each month achieved values of MBE
nd CV(RSME) below 10% and 30% respectively when compared to
easurements (Table 5).
The same calibration procedure was followed for the open plan

ffice but using available data during the summer period in 2016.
he MBE  achieved was 2.55 and 2.65 for July and August respec-
ively, while the CV(RMSE) was 25.52 for July and 28.42 for August.

.2. Space temperature and air flow modelling

To analyse the system performance and propose further
mprovements, CFD modelling was carried out to investigate that
pace conditions are within thermal comfort ranges throughout the
oom. A 3D model of the seminar room was constructed and the day
f 24/09/2015 was chosen for investigation due to the better match
etween room data, system data and IESVE temperature profiles.
 constant air flow (100 l/s) by the system was also important to
ecure a uniform air distribution and a consistent CFD simulation.
00 l/s is the design air flow to operate for most of the cooling period
nd when occupants are accommodated (for this particular case,
arious control strategies simulated for the open plan office.

when students are seated). 100 l/s occur in 26.8% and 44.3% of the
cooling time in 2014 and 2015 respectively. Airflows between 100
and 140 l/s in 2014 and 2015 occur in 63% and 78% of the cooling
time. Heat gains from computers (11) and students (14) at 15:00
were extracted from IESVE and introduced in ANSYS FLUENT as the
boundary condition. Because most of the students are seated dur-
ing the class, the body (represented as a cylinder) have diameter
of 0.4 m and 1.36 m of height. The body surface area of approxi-
mately 1.83 m2 corresponds, according to DuBois [27], to a man
with 1.70 height and approximately 73 kg. Thermal skin properties
were introduced with a skin temperature of 33.7 ◦C [28], computers
and lights have a temperature of 40 ◦C [29], tables are made of wood
with zero heat flux. The room wall, ceiling and floor temperature
was assumed to have the same temperature as the outer rooms and
because of this the heat flux is zero. The fourth wall faced to out-
side building has convection as a boundary condition and the heat
transfer coefficient was  calculated using McAdams correlation [30]
with weather data taken from Weather Underground [25].

Boussinesq approximation was used because density does not
vary a high range. Radiation model was  not considered on this anal-
ysis and Realizable k-e with standard wall function was  chosen with
second order upwind solution methods for momentum, turbulence
and energy. Meshes of 580,094, 801,471, 920,117 nodes were gen-
erated and a few variation on average temperature between the
last two meshes on the z plane located at 1.2 m above the floor was
encountered. Due to that the mesh of 801,471 nodes was used.

Results of this simulation are presented in Fig. 11 where a plane
at seated level (0.70m) shows an average of 24.21 ◦C, 1.62 ◦C higher
(or 7.14%) from room data at the same height. This is a reason-
able result; the indoor environmental modelling chapter of ASHRAE

fundamentals [31] indicates that a difference of 20% could be con-
sidered excellent for complex flow problems. Fig. 11 also shows
that at 0.70m, no thermal discomfort is expected based on the adap-
tive thermal comfort limits. Air velocity contours show a range of
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Fig. 14. Comparison of duration below thermal comfort limit for various control strategies simulated for the open plan office.
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Fig. 15. Comparison of duration above system set-point f

.1–0.2 m/s  within the space apart from a small area near or directly
nder the air inlet.

.3. Parametric analysis for performance improvements

With the calibrated models, parameters in IESVE were adjusted
nd improvements on system performance can be tested with con-
dence.

.3.1. Increased air flow rate
Improvements in the computer room were simulated. The ques-
ion investigated is whether air flow rate increases will improve
AQ and reduce CO2 levels and whether this might affect ther-

al  comfort and energy use negatively. This was  investigated
y increasing the airflow at each temperature set-point (see
ious control strategies simulated for the open plan office.

Table 2). The results presented in Fig. 12 indicate increased per-
centage of air temperature inside the summer, autumn/spring
and winter set-points. For the summer period, 43.6% of hourly
temperatures are inside the set-point range (22 ◦C ± 0.5 ◦C) an
increase of 14.2%. During the autumn there was  also an increase
of 12.3% of hourly temperatures inside the set point temperature
(23 ◦C ± 0.5 ◦C) while temperatures above 24.5 ◦C had a significant
reduction of 27.7%. During winter, temperatures were at set point
of 24 ◦C (±0.5 ◦C) for 69.6% of the time, an increase of 3.7%. For
the whole year, the base-case model present temperatures inside
the season set-point range for 37.4% and the model with enhanced

air flow rates 47.4%. This increase in air flow rate of approxi-
mately 10% will consume additionally 44 kWh  per year (or 51.4%)
which is a small penalty despite the high increase in percentage
value.
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.3.2. Timing and set points of night purge and night charge
odes

Improvements during the summer period in the open plan office
ere investigated. Summer is the target period for cooling in the

ffices as IAQ assessment based on metabolic CO2 is less important
han in the seminar room because of the much lower occupancy
ensity. A parametric analysis was carried out changing timing
nd set points of the operational modes described in section 2, as
ollows:

Night Purge-extended to 2 and 3 h.
Summer Night Charge-extended; no system shut-off period and
varying set points of internal temperature (18 ◦C, 19 ◦C, 20 ◦C, and
21 ◦C).

The main aim was to reduce peak internal temperatures and
ime spent above the upper limit of thermal comfort. Fig. 13
resents the results showing the reduction in temperature frequen-
ies above the upper thermal comfort limit over a 3 day period;
uly 20th-22nd. With the exception of the 21 ◦C target temperature,
he extended night charge modes provide the best improvements
n comparison to the base model, with the largest reduction of
30 min  (34%) by the extended night charge with 18 ◦C internal
arget temperature. However the night charges to 19 ◦C and 20 ◦C,
s well as the 2 optimised simulations, have very similar reduc-
ions. As the modified night charge and purge modes were effective
nd achieving a lower PCM temperature, it was considered that
nvolving the increased air flow rates within the combined simula-
ions might mitigate the rate at which the PCM rose in temperature,
hich led to an increase in peak internal temperatures. This was

rialled but the same impact of the increased air flow rates was
ealised due to the small temperature differential.

To increase the cooling capacity any further, other elements of
he system (such as the shape of the heat exchange surfaces or the
CM itself) must first be developed to increase the heat transfer
ates of the thermal batteries, and thus improve thermal comfort.
his is an area of current investigation by the authors. However, as
he simulations analysed in the parametric analysis do achieve a
ositive influence on the time spent below the upper thermal com-
ort limit, it is predicted that these improvements to performance
ill be amplified with any increase in system cooling capacity.

Despite the benefits that are recognised throughout the analysis,
here are consistent disadvantages in the frequency and magnitude
f breaches of the lower thermal comfort limit (Fig. 14). The general
rend shows that the results with most notable reductions in time
pent above the upper limit, also tend to acquire the most breaches
f the lower limit. These are found to occur within the first 2 h of
he conditioned period due to the modified night modes cooling the
pace to a lower temperature. Some of these occurrences are also
ound to be unavoidable, even by the Base model, when the system
oes not even activate during the night period and the limit is still
reached. As mentioned before this is a point raised in the literature
13] about the lower limit of adaptive thermal comfort calculations
hich can be overcome with behavioural adjustments.

.3.3. Increased flow rates in the open plan office
A summary of the performances in relation to cooling set-point

nd increased flow rate is presented in Fig. 15. The results show a
imilar trend to those concerning the upper thermal comfort limit
Fig. 13) with the exception of the 3 h night purge and increased air
ow rates simulations providing better performance compared to
he other strategies than they did for peak temperatures. Increas-

ng the air flow rates means that cool air can be provided at a faster
ate and control the internal temperatures more effectively, how-
ver the downside to this was that during peak temperatures, the
hermal batteries losing their cooling capacity too early within the
ings 159 (2018) 529–541

occupied period to cope with peak temperatures. In nearly all the
analysis conducted, the extended night charge to 21 ◦C was  shown
to perform worse than the Base model as it was  shown that it did not
provide sufficient cooling of the space or charging of the thermal
batteries to control the internal conditions as effectively.

In terms of energy consumption for the fan, the optimised strat-
egy to 19 ◦C with increased air flow rate results to an increase
in energy consumption of 168 kWh  for the whole summer period
(May–September 2016). This increase equates to 0.31 kWh/m2 fan
energy consumption compared to 0.21 kWh/m2 of the base case, an
increase of approximately 48%.

5. Conclusions

This paper presented an active ventilation cooling system that
can be suitable for newly built and retrofit applications. The sys-
tem is a mechanical ventilation system which uses PCM thermal
storage in the ventilation path and utilise night cool air for solidify-
ing the PCM which in turn cools recirculated or external air during
its melting phase. The two  case-studies presented are both retrofit
applications; a seminar computer room (with internal heat gains
of 60 W/m2) and an open plan office (with internal heat gains of
45 W/m2). The system was installed in the existing plenum of the
space with access to outside. Detailed monitoring of the spaces
and thermal/CFD analysis indicated that the system can provide
acceptable thermal comfort throughout at seating occupant level
(0.7 m from the floor) in the moderate weather summer condi-
tions of south and west England using adaptive thermal comfort
limits.

A parametric analysis was carried out to investigate possi-
ble improved performance by an optimised control strategy. It
was found through simulations that increasing air flow will keep
internal temperatures more frequently within the set-point range
without compromising thermal comfort and indoor air quality with
a small electricity increase penalty. Considering the increase of
night purge duration and charging in relation to room air tem-
peratures, the maximum improvement to thermal comfort was
obtained by increasing air flow rates with an extended night purge
of 3 h and extended night charge mode with a night time internal
space target temperature of 20 ◦C that runs through until the occu-
pied period. This strategy achieved an improvement which is 3%
less than the biggest reduction in the time spent over the upper
thermal comfort limit achieved by the extended night charge with
a target temperature of 18 ◦C. The control proposed also achieves
smallest time spent below the lower thermal comfort limit, with
21% less time spent below the limit compared to the strategy of
night charge to 18 ◦C.

The analysis indicated that changes in the control strategy
improve the performance of the system. However, this is limited by
the cooling capacity of the PCM. One solution is to increase the PCM
material but this will result to larger space requirements. Another
solution is to increase the heat transfer rate of the existing con-
figuration; further research will investigate this numerically and
experimentally by examining the geometry of encapsulation and
stacking density in relation to pressure drop and cost of production.
The first author would like to thank Science Without Borders
program of CNPq – Brazil, for doctoral funding (PDE: 200815/2014-
8). Thanks are also due to Mitch Neksojevic who  facilitated the
installation of monitoring equipment in the seminar room.
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