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Abstract An investigation on how to produce a fast and accurate prediction of user
behaviour on the Web is conducted. First, the problem of predicting user behaviour
as a classification task is formulated and then the main problems of such real-time
predictions are specified: the accuracy and time complexity of the prediction. Sec-
ond, a method for comparison of online and batch (offline) algorithms used for user
behaviour prediction is proposed. Last, the performance of these algorithms using
the data from a popular question and answer platform, Stack Overflow, is empirically
explored. It is demonstrated that a simple online learning algorithm outperforms
state-of-the-art batch algorithms and performs as well as a deep learning algorithm,
Deep Belief Networks. The proposed method for comparison of online and offline
algorithms as well as the provided experimental evidence can be used for choosing
a machine learning set-up for predicting user behaviour on the Web in scenarios
where the accuracy and the time performance are of main concern.

1 Introduction

The era of the Internet and Big Data has provided us with access to a tremendous
amount of digital data generated as a result of user activities on the Web. Recently,
many researchers have achieved promising results in using Machine Learning (ML)
for predicting user activity at home [20, 9], in online forums [6], social media [24],
and customer preference [26].

Ideally, a prediction provides accurate results delivered in real time. However, in
the real world predictive models cannot provide 100% accuracy as well as instanta-
neous predictions. Also, a complex model which provides accurate predictions can
be unacceptably slow [17]. Thus, there is a need to find a ML set-up for a trade-off
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in the accuracy and the speed of a prediction, especially in the cases when the speed
of the prediction is crucial.

There are two modes of learning commonly used in machine learning, online
and offline/batch learning. In most scenarios, online algorithms are computation-
ally much faster and more space efficient [15]. However, there is no guarantee that
online learning provides results as accurate as batch learning results [17, 9]. Thus,
choosing the learning mode is a challenge.

Choosing a ML algorithm for both batch and online learning modes is a chal-
lenge as well. Recently deep learning showed promising results in terms of the ac-
curacy but training such models may take significant time [9]. In contrast, simple
linear classifier can provide fast but probably less accurate results [6]. The following
question is addressed in this paper:

1. How do online and batch (offline) learning modes compare in terms of accuracy
and time performance?

In order to answer this question, we compare five batch algorithms, including a
deep learning algorithm, to three online learning algorithms in terms of their accu-
racy and time performance. Due to the conceptual difference in online and offline
learning, this comparison is not straightforward. Thus, we propose a method for
such comparison. We investigate the performance of these two learning modes and
the chosen algorithms for Stack Overflow, the largest Q&A forum. We predict user
behaviour, more specifically users’ response time to questions at this forum.
To sum up, our intended contribution is as follows:

e To provide a method to compare online and offline learning algorithms in terms
of accuracy and time performance;

e To compare the efficiency of online algorithms to offline state-of-the-art algo-
rithms including a deep learning algorithm for user behaviour on a Q&A forum;

e To find and propose a ML set-up for a fast and accurate prediction of user be-
haviour on a Q&A forum.

The remainder of this paper is organised as follows. Section 2 summarises related
works. In Section 3 we introduce ML options for predicting user behaviour. Then in
Section 4, we describe our method for comparing the efficiency of such predictions.
In Section 5 we empirically evaluate offline and online algorithms for an efficient
prediction. Finally, we conclude the paper in Section 6.

2 Related Work

Predicting user behaviour has been broadly researched in the literature. This be-
haviour includes but is not limited to predicting one’s location at a particular time
[22], customer preferences [26], user activities at home [20, 9], and behaviour on
social media [27, 6]. As a result, a variety of statistical models have been used for
predicting user behaviour. For example, a predictive model of time-varying user
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behaviour based on smoothing and trends of user activities was proposed in [21].
Generally speaking, advanced machine learning algorithms along with intelligent
feature engineering demonstrates higher accuracy but the complexity of such mod-
els and features negatively affects the time performance of the models [25, 12].
Nevertheless, analysis and evaluation of the time needed for training and predicting
user behaviour is often omitted [9, 21].

Predicting user behaviour on social media has included, for example, predicting
the posting time of messages in Q&A forums [25, 12], churn of users [27], response
time to a tweet [24]. For example, the authors in [27] focused on churn prediction in
social networks where the authors proposed using a modified Logistic Regression
(LR) model. A similar prediction was accomplished in [24] where a novel approach
of activity prediction was proposed. The problem formulated by the authors of [24]
was “given a set of tweets and a future timeframe, to extract a set of activities that
will be popular during that timeframe”. However, in these papers the authors did not
address the problem of how to build a fast and accurate model for the prediction of
user behaviour.

The authors in [20] proposed an approach to predict the start time of the next
user’s daily activity. The approach was based on using continuous normal distri-
bution and outlier detection. In another paper [26], the authors showed that neural
networks can provide accurate predictions of customer restaurant preference. Both
works were focused on providing an accurate prediction but the complexity of the
approach as well as the time required to build the model were not analysed.

At the moment of writing this paper, Deep Learning (DL) was an evolving topic
attracting many ML researchers and, as a result, we found some promising results
of applying DL for prediction of user behaviour. For instance, in [9] the researchers
used Deep Belief Networks (DBN) for predicting user behaviour in a smart home
environment. They demonstrated that DBN-based algorithms outperformed exist-
ing methods, such as a nonlinear Support Vector Machines (SVM) and k-means. A
similar advantage of DBN in terms of accuracy was shown in [6] where the authors
showed that a DBN-based algorithm outperformed other existing methods such as
LR, Decision Trees (DT), k Nearest Neighbours (k-NN), and SVM.

Online prediction is a hot research topic due to the need of the Big Data world to
provide real-time results. For example, predicting daily user activity for the next few
seconds or minutes prohibits the user of batch training unless a model is very sim-
ple. The authors of the paper [9] compared the accuracy of prediction using online,
mini-batch, and batch training. However, they did not evaluate the time performance
of the prediction.

A comparison of training and testing times for different ML algorithms was per-
formed in [16]. However, the authors did not compare online and offline settings.

Even though many works have shown high accuracy for different prediction
tasks, the time and complexity of the trained models are usually omitted. In our
paper, we evaluate both the accuracy and time efficiency of online and batch learn-
ing modes across several state-of-the-art algorithms including a deep learning algo-
rithm. First, we introduce a method for comparison of these two modes of learning.
Second, we compare five batch algorithms, LR, DT, k-NN, SVM, and DBN with
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three online learning algorithms, namely Stochastic Gradient Decent (SGD), Per-
ceptron, and Passive-Aggressive (PA) algorithms. Last, we provide a guideline how
to choose ML algorithms for real-time prediction of user behaviour on the Web.

3 Machine Learning for Predicting User Behaviour

We formulate the problem of predicting user behaviour as a classification task. This
task is defined by an input feature set X and a class label set ¥ where the goal is
to match labels from the set Y to instances in the set X. The input feature set X is
formed from factors potentially affecting the accuracy of predicting user behaviour
which are identified in the literature [25, 2, 12, 1, 14, 6, 3]. Then the class label
Y is formulated. Supervised ML algorithms can be divided into two large groups,
namely batch or offline learning and online learning algorithms. The batch training
can also be divided in full-batch learning where a model is trained over the entire
training data and mini-batch learning when the model is trained and then updated
after some number m of training instances. On the contrary, online learning means
that a model is updated after every new instance.

3.1 Batch Prediction

A batch learning algorithm uses a training set D;, to generate an output hypothesis,
which is a function F that maps instances of an input set X to a label set Y. Thus,
batch learners build a statistical assumption on a probability distribution over the
product space X x Y. The batch learning algorithm is expected to generalise, in the
sense that its output hypothesis predicts the labels Y of previously unseen examples
X sampled from the distribution [11].

3.2 Online Prediction

Online prediction is based on a training algorithm in which a learner operates on a
sequence of data entries. At each step ¢, the learner receives an example x; € X in a
d-dimensional feature space, that is, X = R¢. The learner predicts the class label ¥,
for each example x; as soon as it receives it:

9 = sgn(f(x,w)) €Y (D

Where 3, is the predicted class label, x; is an example, w; is the weight assigned
to the example, sgn() is the sign function returning {0, 1}, f is a function mapping
X;,wy into a real number r € R, and Y is a class label. Then the true label y, € Y
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is revealed which allows the calculation of the loss I(x;,y;,w;) which reflects the
difference between the learner’s prediction and the revealed true label y;. The loss
is used for updating the classification model at the end of each learning step.

A generalised online learning algorithm is shown in Algorithm 1 which was de-
scribed in [13]. This algorithm can be instantiated by substituting the prediction
function f, loss function /, and update function A.

Online algorithms process data sample by sample which is natural for predicting

Algorithm 1 Online Learning

1: Initialise: w; =0

2: fort=1,2,..,T do

3: The learner receives an incoming instance: x; € X;
The learner predicts the class label: §; = sgn(f(x;,w;));
The true class label is revealed from the environment: y, € Y;
The learner calculates the suffered loss: /(w, (x;,y:));
if [(wy, (x;,y/)) > 0 then

The learner updates the classification model: wyy1 < w; + A (wy, (x¢,31));

e AR A

user behaviour since the records of user activities are often in a chronological or-
der. In this paper. we chose Stochastic Gradient Descent (SGD), Perceptron, and
Passive-Aggressive (PA) as three of the most popular instances of the algorithm
[13].

e Stochastic Gradient Descent: the function f in Algorithm 1 for this learner is
the dot product: f(x;,w;) = w; - x, and the function A is calculated as follows:
A =n(y; — ¥;)x; where 1 is the learning rate. For simplicity, we chose hinge loss
as the loss function: /(y,) = max(0, 1 — y; (w; - x;)).

e Perceptron: the difference to SGD is in the way the learner’s loss is calculated:
1(yr) = max (0, =y (wy - xt)).

e Passive-Aggressive: the family of these algorithms includes a regularisation pa-
rameter C. The parameter C is a positive parameter which controls the influence
of the slack term on the objective function. The update function is: A = Ty,x;
where T = min(C, Hxlt—’HQ) and the loss function / is hinge loss. It was demonstrated

that larger values of C imply a more aggressive update step [10].

3.3 Time Complexity of ML Algorithms

The complexity of ML algorithms for both training and testing times varies signifi-
cantly across different families of algorithms and depends on the number of samples,
number of features, and algorithm parameters. For some algorithms, a formal time
complexity analysis has been performed [23, 8, 4, 18]. This analysis can be used in
choosing an algorithm for a prediction. For example, if time performance is crucial
then it might be advantageous to choose an algorithm with lesser time complexity.
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In this paper, we decided to choose algorithms with different time complexity. As
a result, we chose five algorithms, namely a Decision Tree Algorithm (DT), Logis-
tic Regression (LR), Support Vector Machines (SVM), k Nearest Neighbors (k-NN),
and Deep Belief Networks (DBN), and three online algorithms, namely Stochastic
Gradient Descent (SGD), Perceptron, and Passive-Aggressive (PA). The time com-
plexity of training these models is in Table 1.

For the DT learning algorithm C4.5, the time complexity is O(mn?) where m is
the number of features and # is the number of samples [23]. The time complexity
of Logistic Regression (LR) is O(mn) but might be worse depends on the imple-
mentation of the optimisation method [18]. For SVM, the time complexity, again,
depends on the optimisation method but for one of the most popular implementa-
tions, in LibSVM, the time complexity is O(n>) [8]. For a k-NN learner implemented
as a kd-tree, the training cost is O(nlog(n)) in time and the predicting complexity
is O(klog(n)), where k is the number of nearest neighbors and » is the number of
instances. For more complicated models, such as Deep Belief Networks (DBNs), a
formal complexity analysis is hard since there is no measure to evaluate the com-
plexity of functions implemented by deep networks [4].

The training cost for all linear online learners is O(knp), where n is the number

Table 1 Time complexity of the algorithms.

Algorithm Implementation |[Complexity |Ref.
DT C4.5 O(mn?) [23]
SVM LibSVM on?) [8]
k-NN kd-tree O(klog(n)) |-
LR LM BFGS O(mn) [18]
DBN m hidden layers  |high [4]
SGD, P, PA Algorithm 1 O(knp) [5]

of training samples, k is the number of iterations (epochs), p is the average number
of non-zero attributes per sample [5]. Although kernel-based online learners poten-
tially can achieve better accuracy compared to linear online learners, kernel-based
online learners require more memory to store the data, as well as more computa-
tional effort, which makes them unsuitable for large-scale applications. Thus, we
considered only linear online learners in this paper.

4 The Method to Compare Online and Offline Learning Modes

Due to the conceptual difference in online and offline learning, it is hard to make
a comparison between them. Thus, we propose a method for comparing the accu-
racy and the time performance of training and testing the learners. The standard
performance measurements for offline learning are accuracy, precision, recall, and
F1-measure [19].

The performance of online learners is usually measured by the cumulative loss a
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Fig. 1 Proposed training and testing scheme for comparison of online and offline learning algo-
rithms.

learner suffers while observing a sequence of training samples. In order to compare
online and offline learning algorithms, we introduced a method which is a modifi-
cation of mini-batch training (see Figure 1).

First, we used a classical 5-fold validation for training and testing the models.

Algorithm 2 Calculating the accuracy of learners
1: Initialise training and testing times: 7;, = 0,7;; =0
2: Sort the data D chronologically from the oldest to the latest;
3: Divide the data D into m equal batches D;
4. for i=1,2,..,m do
R Divide each batch D; into a training set Dj; and test set Djy;
Train a learner /; on Djy,;
Record the time taken for the training Tj;,;
Update the training time 7;, = T3, + Ty}
9: Test I; on Dj;,;
10: Record the time taken for the testing 7j;;
11: Update the testing time Tz = Ty + Ty
12: Calculate the average accuracy A; over Dj,;
13: Calculate the average accuracy A,, over all A;

AN

We divided the whole set into five parts (Figure 1), trained a model on any four parts
and then tested on the fifth part. Then we changed the parts for training and testing
and repeated the process until we eventually used all the five possible combinations
of the parts for training and testing. Then we calculated the average accuracy A,y
and the time performance for training 7;, and testing 7;, for these five tests. We re-
peated the same process for both online and offline algorithms.

In the second set-up, we applied Algorithm 2 to online learners /,, and then we
repeated the same algorithm for offline learners [,r¢. The purpose of applying the
same aforementioned algorithm to both online and offline learners was to compare
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the accuracy A,, and the performance of online and offline algorithms in terms of
the training time 7, and testing time 7;; on the same data D in the same set-up.

5 Empirical Study

In order to compare offline to online learning, and to evaluate the performance of
a deep learning algorithm, DBN, we conducted an empirical study to predict user
behaviour in a Q&A forum. Q&A forums are the platforms where users ask and
answer questions. We chose Stack Overflow website for the experiments since it is
one of the most popular and fastest growing Q&A platforms (see Table 2).

We formulated the prediction task as a binary classification task — we predicted
users’ response time to asked questions [6]. Stack Overflow allows an asker to ac-
cept a satisfactory answer explicitly by clicking a button ‘accept an answer’. In our
experiments, we used this information to predict users’ response time - the time
when the first accepted answer for a question will be received. We created the label
for prediction by assigning ‘1’ to response times ¢ < T, and ‘0’ to response times
t > T,, where T,, = 26 minutes was the median time. Since we chose the median
time for binarisation, the class for prediction was balanced.

The raw data dump (September 2014 data dump) of Stack Overflow consists of
eight xml files: Users, Posts, Badges, Posts History, Post Links, Comments, Tags,
and Votes (~96.6 GB). We imported Users, Posts, Badges, Comments, Tags, and
Votes into an sqlite database (~41.3 GB). Then we extracted features influencing
user behaviour on the Web. These features potentially affecting the accuracy of pre-
dicting user behaviour were identified from the literature [25, 2, 12, 1, 14, 6, 3]. As
aresult, we extracted 32 features (see Table 3) for 1,537,036 samples (~1.5 GB).
System set-up
To run the experiment, we designed and implemented a software system for storing,
retrieving, visualisation, statistical analysis, and prediction using machine learning
algorithms '. We built the system using a Python library scikit-learn for machine
learning 2. For Deep Belief Networks, we used Theano Lasagne library 3. For cal-
culating the text-related features, NLTK library was deployed *. As a machine for
processing this data (~96.6 GB), a computer with 8 GB RAM and 4 CPUs was
used.

! The source code is at https://github.com/NikOl/UTemPr
2 http://scikit-learn.org/

3 https://github.com/Lasagne/Lasagne

4 http://www.nltk.org/
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Table 2 The statistics on the Stack Overflow dataset used in the experiments.

Questions Question Response Time

Forum Users Total Answered Temporal statistics Answered within
Mean,|Med, |Min, |[Max, |1 1 |1

days |min |min [|days |hour|day|month

Stack 3,472,204|7,990,4884,596,829 |5.7 26 0.20 (2,087 |61 |84 |96

Overflow

5.1 Experiments

In our experiment, we trained and tested three online (SGD, Perceptron, PA) and five
offline (LR, &-NN, DT, SVM, DBN) algorithms on the same dataset with 1,537,036
samples of 32 features (see Table 3). We scaled the data to [0, 1] since the SGD al-
gorithm is sensitive to feature scaling. We did not shuffle the training data since the
records of user activities were recorded in a chronological order and we wanted to
preserve that order.

Online algorithms: we chose the number of iterations equal to one since it was
enough for the convergence of SGD. We did not use any regularisation methods .
The learning rate ) was set to be equal ‘1°.

Batch algorithms: DBN was trained with 10 epochs, the hidden layer was repre-
sented as a Restricted Boltzmann Machine (RBM) with 300 nodes. We chose k=3
nearest neigbours for the k-NN learner.

In the first experiment we use the proposed method for comparison of online and
offline learning modes. This set-up has mini-batchs with 5000 samples each (see
Table 4 columns‘l’ and ‘2’ correspondingly). In the second experiment we use a
classic 5-fold validation. Since there is variance in prediction models trained on the
same data, each algorithm was executed ten times and then we calculated the aver-
age of these ten independent runs. The results of these runs for the two experiments
are shown in Table 4.

5.2 Results and Discussions

The results for the prediction of users’ response time are in Table 4. DBN slightly
outperformed other machine learning algorithms in all set-ups by 3% - 9% in terms
of the accuracy. There was no significant difference in the accuracy of the batch
learning algorithms compared to online learning algorithms. However, the time
spent on training and testing the batch models was significant especially compared
to DBN and SVM.

The fastest batch learning algorithm, LR, showed almost 3% poorer accuracy and
was 13 times slower in terms of the training time. SGD showed the highest accu-

3 In our experiments, we tried L| and L, regularisation but we did not find any significant improve-
ments in the results compared to the results without regularisation reported in this paper.
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Table 3 Features for the Prediction of Users” Response Time.

question during a time interval

replies for a question during the last day

F; |Description Comments Ref.
F; |The total number of question|This number is calculated from the time a user reg-|[25, 2,
asked by a user istered at a website 14]

F, |The total number of answers|This number is calculated from the time a user reg-|[25, 2,
given by a user istered at a website 14]

F3 |The total number of user’s pro-|Some websites provide with the information on|[1]
file views by other users how many times user’s profile has been viewed

F; |The number of user’s answers|Stack Exchange websites provide a functionality for|[6]
accepted by other users an asker to accept an answer

Fs |The reputation of the user Stack Exchange provides with user’s reputation.  [[1, 14]

Fg |The number of user’s upvotes  |Some websites provide this feature [2, 14]

F; | The number of user’s downvotes [Some websites provide this feature [2, 14]

Fg |The location of a user For example, USA, FL, Miami [6]

Fy |User’s latitude For example, 101.67 [6]

Fip|User’s longitude For example, 20.27 [6]

Fy1 |User’s time zone For example, UTC+2 [6]

Fi2|The number of days a user has|Tyow — Tregisterea (i) Where Ty, is the current time|[14]
been registered and Tegisrerea 1S the time when a user u; registered

Fi3|The average answering time The time is calculated for all questions [6]

F14|12 entries vector: the number of|(p (), ..., p12(u;)) where p; is the number of posts|[6]
posts for each month in last year [by a user u; in a particular month j

Fi5|24 entries vector: the average|(pi(u;),..., p2a(u;)), where p; is the average num-|{[25,
number of posts for each hour |ber of posts by a user u; at a particular hour j 12]

Fi|The number of questions asked|In this paper, we used the number of questions|[7]
by a user during a time interval |asked by a user during the last week

F17|The number of answers given by |In this paper, we used the number of answers given|[7]
a user during a time interval by a user in the last week

Fi3|The length of the question title |We ignored spaces in the titles [2, 3]

Fi9|The length of the question body |We ignored spaces in the text [2,3]

F>o |# of ‘wh’ words in the title ‘Wh’ words are question words, i. e. ‘who’,‘what’ |[12, 3]

F>1 |# of ‘wh’ words in the body Wh’ words are question words, i. e. ‘who’,‘what’ [[12, 3]

F>; |# of active verbs in the title Active verbs include such verbs as ‘do’, ‘make’ [3]

F3 |# of active verbs in the body Active verbs include such verbs as ‘do’, ‘make’ [3]

F4 |# of times a user mentioned him- |If a user mentioned themselves in a question means|[3]
self, (for ex., ‘we’, ‘I, ‘me’) they tried to solve the problem

F>5 |The number of url links For example, the number Aref words [12]

F6|The number of images For example, the number of img words in the text |[3]

F»7|The total number of times a|A question can be viewed by both registered and|[6]
question was viewed not registered users

F>g |The number of tags in a question|Usually questions are tagged with some words, for|[25,

example, ‘computers’ or ‘linux’. 14]

F>9 | The popularity of the tags Frequency of the tags in the questions [3]

F30|The number of popular tags The tags are divided into popular and non-popular |[3]

F3;|The ‘togetherness’ of tags a %, p(x,y) is the probability of tags x and y oc-|[2, 3]
question is tagged with cur together, whereas p(x) and p(y) - independently

F3>|The number of comments for a|In this paper, we used the number of comments and|[6]
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racy of 63.8% out of the online learners (see Table 4). On contrary, a Perceptron
learner showed relatively poor performance with the accuracy of 57.7% probably
due to the fact that it is sensitive to badly labelled examples even after training on
many examples whereas the SGD and Passive-Aggressive algorithms are more ro-
bust to badly labelled examples. Also, the aspect that the used online algorithms put
different importance on each training instance over time might have influenced the
results. Also, the online learners had less variation in the accuracy over the process
of training the models compared to the batch learners.

The time performance of batch algorithms corresponds to their time complexity
evaluated in Section 3.3 earlier. We can notice that the time complexity of DBN is
similar to the time complexity of SVM since both DBN and SVM performed the
worst and relatively similar in terms of the training time.

The time performance of online algorithms in the conducted experiments corre-
sponds to their time complexity evaluated in Section 3.3 as well. However, training
a Perceptron algorithm took slightly longer than the other algorithms.

We expected online learning to perform faster than batch learning in both train-
ing and the prediction. The reason is in the nature of these algorithms - in online
learning the weights of the model are updated at each step compared to the compu-
tationally expensive training in the batch mode. However, we did not expect such
significant differences. Even though the experimental results are very hardware de-
pendent, in our experiments the online training and predicting took 13-3000 times
less time than batch training and predicting.

It is important to mention that most learners, both online and batch except DT,
SVM, and LR, showed poorer accuracy in the results for 5-fold validation (see Table
4) whereas DT, SVM, and LR showed almost the same accuracy. One possible cause
of such drop in the accuracy can be the sequential nature of user behaviour and, as
a result, the models must be trained in a sequential order rather than shuffling parts
of data as it is done in 5-fold validation.

Table 4 The results for online and offline learning in comparison (1,537,036 samples) for 5-fold
validation (5 fold) any mini-batches of 5,000 samples (batch).

Algorithm Accuracy, % Training Time, s|Testing Time, s

5 fold batch Sfold| batch{5fold| batch
k-NN 57.4 +£0.72|157.7 £ 0.72| 819.7 98.2| 2813 944.3
DT 60.0 + 0.20{59.2 + 0.43| 193.8 60.8/0.568|  0.993
LR 63.7 £ 0.35|61.1 £ 0.69| 85.3 18.1/0.068|  0.356
SVM 62.4 + 0.46|61.9 + 0.46(2,933.3| 2,333.3/380.6| 360.6
DBN 64.5 £+ 0.82|66.5 + 0.52|2,812.2| 3,009.2|705.3| 725.7
Perceptron  |55.6 + 0.61(57.7 £ 0.61 4.8 1.4{0.066|  0.002
PA 59.6 £+ 0.52|63.0 & 0.52 4.2 0.7(0.052| 0.003
SGD 61.2 + 0.42(63.8 & 0.82 4.7 1.3{0.056|  0.002
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6 Conclusions

We investigated the problem of comparing online and batch ML set-ups in the con-
text of user behaviour on the Web. This comparison allows to choose a ML set-up
which provides a fast and accurate prediction. Predicting user behaviour on the Web
often requires fast predictions performed in units of seconds or minutes. Thus, as a
case study, we predicted the time when a user will answer a question on the largest
technical Q&A forum, Stack Overflow. Our experiment showed that even though a
deep learning algorithm demonstrated slightly more accurate results, the time for
both training and predicting was several magnitudes higher compared to the sim-
plest online learning algorithms. Thus, in the world of Big Data, online learning
can serve as a simple solution for providing a fast, near real-time prediction. Even
though we conducted the experiment only for Stack Overflow, we are planning to
explore more datasets and prediction tasks for improving the generalisation of our
findings beyond the context of user behaviour on the Web. In the future, these find-
ings will be useful for choosing a ML setup for predictions when there are tough
requirements on computational complexity as well as the accuracy of a real time
prediction system.
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