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Abstract

The importance of the Stokes system stems from the fact that the Stokes sys-

tem is the stationary linearised form of the Navier Stokes system [Te01, Chap-

ter 1]. This linearisation is allowed when neglecting the inertial terms at a

low Reinolds numbers Re << 1. The Stokes system essentially models the be-

haviour of a non-turbulent viscous fluid. The mixed interior boundary value

problem related to the compressible Stokes system is reduced to two different

BDIES which are equivalent to the original boundary value problem. These

boundary-domain integral equation systems (BDIES) can be expressed in terms

of surface and volume parametrix-based potential type operators whose prop-

erties are also analysed in appropriate Sobolev spaces. The invertibility and

Fredholm properties related to the matrix operators that define the BDIES are

also presented.

Furthermore, we also consider the mixed compressible Stokes system with vari-

able viscosity in unbounded domains. An analysis of the similarities and dif-

ferences with regards to the bounded domain case is presented. Furthermore,

we outline the mapping properties of the surface and volume parametrix-based

potentials in weighted Sobolev spaces. Equivalence and invertibility results still

hold under certain decay conditions on the variable coefficient

The last part of the thesis refers to the mixed boundary value problem for the sta-

tionary heat transfer partial differential equation with variable coefficient. This

BVP is reduced to a system of direct segregated parametrix-based Boundary-

Domain Integral Equations (BDIEs). We use a parametrix different from the



one employed by Chkadua, Mikhailov and Natroshvili in the paper [CMN09].

Mapping properties of the potential type integral operators appearing in these

equations are presented in appropriate Sobolev spaces. We prove the equivalence

between the original BVP and the corresponding BDIE system. The invertibil-

ity and Fredholm properties of the boundary-domain integral operators are also

analysed in both bounded and unbounded domains.
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Chapter 1

Introduction

The Stokes system of partial differential equations is derived from the linearised steady-state

Navier Stokes system. This line highlights the importance of the Stokes system as the main

step to understand the popular Navier Stokes system whose study is highly encouraged and

rewarded by the Clay Institute which offers a million dollars for the sophisticated proofs of

existence, uniqueness and regularity of the solutions.

Needless to say, that if such amount of money is involved is because of the numerous

applications in Science and Engineering such as Oceanography, Climatology or Magnetoflu-

idynamics.

The Stokes system models the motion of a laminar viscous fluid, that is, a fluid whose

motion does not depend on the time. A graphical picture of this scenario, would be a calm

river.

The case of variable viscosity, as in general for any variable coefficient, refers to non

homogeneous media, in this case, the viscosity of the fluid depends on the point within the

fluid. A possible scenario to illustrate this situation could be a river of lava. The higher

the temperature of the lava, the lower the viscosity. Therefore the fluid will tend to move

slower as the viscosity increases.

The Stokes system also models how the fluid behaves when it encountes an obstacle.

Returning to the river of lava example, it could happen that the lava comes accross with

a house or a rock. Thanks to the Stokes system with variable viscosity we could predict
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the possible directions the lava could take around the around the building and maybe

predict how much time we have to save the building before it is consumed by the heat.

Mathematically, this is the most general approach for the Stokes system, when the domain

is not simply connected and it can be easily derived from the results of this thesis.
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1.1 Arrangement of the thesis

Chapter 1 Literature review

In this chapter, we will go through some of the most influential authors on the study of the

incompressible and compressible Stokes system for the constant viscosity case, boundary

integral equations and boundary-domain integral equations. Results on the fundamental

solution, theory of hydrodynamic potentials, Green identities, existence and uniqueness of

Dirichlet, Neumann-traction and mixed boundary value problems are presented.

Chapter 2 BDIES for the compressible Stokes system in bounded domains

In this chapter, we introduce an appropriate parametrix for the compressible Stokes system

in order to deduce two equivalent boundary domain integral equation systems (BDIES) to

the mixed compressible Stokes problem. We study in detail the relationships of the new

parametrix-based volume and surface potentials to obtain mapping properties. Theorems

of equivalence, Fredholm and invertibility properties are proved at the end of the chapter.

Chapter 3 BDIES for the compressible Stokes system in exterior domains

In this chapter, we follow the same route as in Chapter two to obtain boundary domain

integral equation systems, however, this time in unbounded domains. We prove mapping

properties in weighted Sobolev spaces under certain decay conditions on the variable coef-

ficient. Theorems of equivalency, Fredholm properties and invertibility are proved at the

end of the chapter.

Chapter 4 A new family of BDIES for a scalar mixed elliptic interior BVP

In this chapter, we consider a scalar partial differential equation A(x, ∂x; a(x))u = f ,

where a(x) is the variable coefficient. For this scalar equation, a parametrix of the form

P y(x, y; a(y)) for the operator A(x, ∂x; a(x)) has already been studied in [CMN09]. Here,

we introduce parametrices of the form P x(x, y; a(x)) for the same operator A(x, ∂x; a(x)).

This parametrix leads to a new family of boundary domain integral equations. A system
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of BDIES is derived. Results on equivalence of the BDIES and the mixed BVP are shown

on Sobolev spaces. Mapping properties of the surface and volume potentials based on this

new parametrix are proven.

Chapter 5 A new family of BDIES for a scalar mixed elliptic exterior BVP

Following the introduction of the previous chapter, we tackle the same mixed boundary

value problem in a unbounded domain. We derive an analogous system of BDIEs, prove

equivalence and invertibility. We analyse the obstacles to overcome for unbounded domains

to prove similar results as in chapter 4 for bounded domains.

Chapter 6 Conclusions and further work

In this chapter, we present a summary of the conclusions drwan from the results as well as

open problems to be studied in the future.

1.2 Literature Review

Although the first construction of hydrodynamical potentials is owed to Lichtenstein and

Odqvist, see [Li27] and [Od30]. However, the first author gathering an exhaustive descrip-

tion of the potential theory applied to the Stokes system is given in [La69]. The importance

of the hydrodynamic potential theory stems from the fact that it only differs from the

harmonic potential theory in the kernels of the potentials. Therefore, as the potential the-

ory has been extensively studied during the XIX and XX century, similar results can be

obtained for the case of the Stokes system.

The derivation of the fundamental solution using the Fourier transform and the Helmholtz

decomposition is given in [La69, p.50-p.51]. This has a double great advantage. On one

hand, an explicit fundamental solution allows to use fast and robust numerical methods in

order to approximate the solution such as the boundary element method (BEM) [Ste07,

Chapter 10]. On the other hand, the Helmholtz decomposition, see e.g. [Bo04, Appendix
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2.5], allows to understand in depth the properties of the solutions of the Navier Stokes

equations (cf. [So01]).

An integral representation formulae for the velocity and pressure, for an incompressible

fluid with constant viscosity is also presented in [La69]. The third Green identites are

then used to derive integral equations for the Dirichlet problem and Neumann-traction

problem for the Stokes system. The main results are shown in [La69, Section 3.3], where

there is a further investigation of the solvability and uniqueness of the solution for both

aforementioned problems. Nevertheless, there is not much detail about the spaces where

this unique solvability is discussed. Thus, in the following sections a functional approach

is used to study the existence in the classical spaces of continuous functions and in some

weaker classes of Sobolev spaces.

In broad words, Ladyzhenskaya develops an extensive study of the Stokes system mainly

using a functional approach rather than from the point of view of boundary integral equa-

tions or the Fredholm alternative. To understand in depth both approaches, it is essential

to study first the mapping properties of the surface and volume (newtonian) hydrodynamic

potentials.

M. Costabel presents in [Co88] the elementary results of continuity and positivity of the

boundary potentials and newtonian potentials in the general case of a second order elliptic

operator. Furthermore, he shows some elementary results of uniqueness using the variational

approach in Sobolev and Lebesgue spaces over Lipschitz domains, via Lax-Milgram Lemma.

W. Wenland and G. Hsiao, in [HsWe08] gather most of the boundary integral operators

mapping properties for various partial differential equations, in particular for the incom-

pressible Stokes system. A table with the compatibility conditions for the interior and

exterior incompressible Stokes, with Dirichlet and Neumann boundary conditions can be

found in [HsWe08, Table 2.3.3]. Variational formulations for the Stokes system are also

deduced for the Dirichlet and Neumann, interior and exterior boundary value problems.

In addition, in this book, results on Fredholm theorems and Fredholm properties of the
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potentials are presented.

Furthermore, I would like to highlight Theorem 2.3.2. from [HsWe08]. This theorem,

with versions in [KoPo04] and [ReSt03], characterises the eigenspaces of the direct value of

the single layer potential and hypersingular operator for the constant coefficient case.

Existence, non uniqueness and uniqueness for the compressible Stokes with constant rate

of expansion, this means the divergence of the velocity field remains constant, are discussed

in [Ko07] using classical spaces of continuous functions.

The great advantage of applying the BEM in the homogeneous constant coefficient case

is the fact that we can reduce a boundary value problem for a partial differential equation

(PDE) defined in a three dimensional domain to a integral equation over the boundary of

the domain. Computationally, the complexity considerably decreases since we reduce the

dimensionality of the problem. Consequently, some algorithms involving boundary elements

are able to approximate the solution of such boundary value problems - homogeneous with

constant coefficient - much more rapidly than, for example, with the finite element method

(FEM).

Following the same approach as in [McL00, Chapters 6 & 7], it is possible to input

the fundamental solution and the right hand side of the PDE with constant coefficient,

into the second Green identity to obtain a integral representation formula, third Green

identity, for the solution, its trace and its conormal derivative (or traction in the case of the

Stokes system). The solution of the boundary value problem will satisfy these third Green

identities in the domain. Then, some extensions to the boundary data are introduced in

order to completely segregate the trace and conormal derivative from the solution function,

[McL00, Theorem 7.9]. Using this approach, one can derive integral equations for the

Dirichlet and Neumann problem, or systems for the case of the mixed problem.

The subsequent essential steps are: proving the equivalence between the original bound-

ary value problem and the boundary integral equation system (BIES) and showing the

invertibility of the operators that define the boundary integral equation (BIE).
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Furthermore, since we work with Sobolev spaces in bounded domains, we can apply the

Rellich compactness theorem to prove compact properties of integral operators related with

embeddings of Sobolev spaces. The importance of the compactness property stems from

the fact that it can be very useful at the time of applying Fredholm alternative theorems,

(cf., [McL00]) to prove uniqueness of a BIE.

In general, it is essential to have an explicit fundamental solution in order to use BEM

for numerical approximations. Examples of numerical approximation of boundary domain

integral equations BDIEs) can be found in [GMR13, MiMo11, Mi06].

For elliptic equations and systems, even though the fundamental solution may exist, see

[Ru06, Theorem 8.4 and Theorem 8.5], it is not always known explicitly. This is the most

common scenario when the PDE has variable coefficients.

Although fundamental solutions might not be available for the variable coefficient case;

if the corresponding PDE with constant coefficient has a fundamental solution explicitly

known, it might be possible to construct a parametrix or Levi function (cf. [CMN09, Mi02,

MiPo15-I]). This parametrix plays the role of an approximation to the fundamental solution.

It can substituted into the second Green identity to obtain integral representation formulas

and from there, deduce an integral equation. However, in contrast with the constant coeffi-

cient case, the integral equations derived will be not only defined on the boundary but also

within the domain leading to BDIEs.

Boundary value problems (BVPs) with variable coefficients normally arise in the context

of non-homogenenous media such as a material with heterogeneous electrical conductivity

or a fluid with different temperatures.

BDIEs and parametrices are well studied nowadays for scalar equations for elliptic

boundary value problems, e.g., [CMN09, MiPo15-II, CMN13] and references therein. Nev-

ertheless, little is known about other types of BVPs. For instance: the Stokes system is

elliptic in the sense of Douglis - Nirenberg but not in the sense of Petrovski and therefore the

analysis of the Stokes system with variable coefficient remains open, see [KoPo04, HsWe08].
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Chapter 2

BDIES for the compressible Stokes
system in bounded domains

2.1 Introduction

Boundary integral equations and the hydrodynamic potential theory for the Stokes system

with constant viscosity have been extensively studied by numerous authors, e.g., [La69,

LiMa73, HsWe08, ReSt03, Ste07, KoWe06, WeZh91].

Although the compressible Stokes System with variable viscosity has been extensively

studied, it has not yet been reduced to BDIES following a similar approach as in [CMN09].

In contrast to [CMN09], the BVP approached in this chapter consists of a system of four

equations with four unknowns: the three component velocity field and the scalar pressure

field.

In the case of constant viscosity, fundamental solutions for both, velocity and pressure,

are available. Notwithstanding, these fundamental solutions are not available in the variable

coefficient case for which a parametrix (Levi function), (see e.g., [CMN09, Mi02, MiPo15-I,

MiPo15-II]) is needed in order to derive the (BDIES).

However, a parametrix for a certain PDE is not unique and neither is it in the case of

a PDE system. Therefore, the choice of an appropriate parametrix is not a trivial decision

at all. In [MiPo15-I], we develop BDIES for the mixed imcompressible Stokes problem

defined over a bounded domain. Equivalence between the BVP-BDIES is shown, however,

invertibility results are not proved.
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In this chapter, we derive two BDIES equivalent to the original mixed compressible

Stokes system defined on a bounded domain. Furthermore, mapping properties of the hy-

drodynamic surface and volume potentials are shown. The main results are the equivalence

theorems and the invertibility theorems of the operators defined by the BDIES.

2.2 Preliminaries

Let Ω = Ω+ be a bounded and simply connected domain and let Ω− := R3 r Ω
+

. We will

assume that the boundary S := ∂Ω is simply connected, closed and infinitely differentiable,

S ∈ C∞. Furthermore, S := SN ∪ SD where both SN and SD are non-empty, connected

disjoint manifolds of S. The border of these two submanifolds is also infinitely differentiable,

∂SN = ∂SD ∈ C∞.

Let v be the velocity vector field; p the pressure scalar field and µ ∈ C∞(Ω) be the

variable kinematic viscosity of the fluid such that µ(x) > c > 0.

The Stokes operator is defined as

Aj(p,v)(x) : =
∂

∂xi
σji(p,v)(x) (2.1)

=
∂

∂xi

(
µ(x)

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

))
− ∂p

∂xj
, j, i ∈ {1, 2, 3},

where δji is Kronecker symbol. Here and henceforth we assume the Einstein summation

in repeated indices from 1 to 3. We also denote the Stokes operator as A = {Aj}3j=1.

Ocassionally, we may use the following notation for derivative operators: ∂j = ∂xj :=
∂

∂xj

with j = 1, 2, 3; ∇ := (∂1, ∂2, ∂3).

For a compressible fluid divv = g, which gives the following stress tensor operator and

the Stokes operator, respectively, to

σji(p,v)(x) = −δji p(x) + µ(x)

(
∂vi(x)

∂xj
+
∂vj(x)

∂xi
− 2

3
δji g

)
,

Aj(p,v)(x) =
∂

∂xi

(
µ(x)

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji g

))
− ∂p

∂xj
, j, i ∈ {1, 2, 3}.
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In what followsHs(Ω), Hs(S) are the Bessel potential spaces, where s ∈ R is an arbitrary

real number (see, e.g., [LiMa73], [McL00]). We recall that Hs coincide with the Sobolev–

Slobodetski spaces W s
2 for any non-negative s. Let Hs

K := {g ∈ H1(R3) : supp(g) ⊆ K}

where K is a compact subset of R3. In what follows we use the bold notation: Hs(Ω) =

[Hs(Ω)]3 for 3-dimensional vector spaces. We denote by H̃
s
(Ω) the subspace of Hs(R3),

H̃
s
(Ω) := {g : g ∈Hs(R3), supp g ⊂ Ω}; similarly, H̃

s
(S1) = {g ∈Hs(S), supp g ⊂ S1}

is the Sobolev space of functions having support in S1 ⊂ S.

We will also make use of the following space, (cf. e.g. [Co88] [CMN09])

H1,0(Ω;A) := {(p,v) ∈ L2(Ω)×H1(Ω) : A(p,v) ∈ L2(Ω)},

endowed with the norm

‖(p,v)‖H1,0(Ω;L) :=
(
‖p‖2L2(Ω) + ‖v‖2

H1(Ω)
+ ‖A(p,v)‖2L2(Ω)

)1/2
.

The operator A acting on (p,v) is well defined in the weak sense provided µ(x) ∈ L∞(Ω)

as

〈A(p,v),u〉Ω := −E((p,v),u), ∀u ∈ H̃
1
(Ω),

where the form E :
[
L2(Ω)×H1(Ω)

]
× H̃

1
(Ω) −→ R is defined as

E ((p,v),u) :=

∫
Ω
E ((p,v),u) (x) dx, (2.2)

and the function E ((p,v),u) is defined as

E ((p,v),u) (x) : =
1

2
µ(x)

(
∂ui(x)

∂xj
+
∂uj(x)

∂xi

)(
∂vi(x)

∂xj
+
∂vj(x)

∂xi

)
− 2

3
µ(x)divdivv(x) divu(x)− p(x)divu(x). (2.3)

For sufficiently smooth functions (p,v) ∈ Hs−1(Ω±) × Hs(Ω±) with s > 3/2, we can

define the classical traction operators on the boundary S as

T±i (p,v)(x) := γ±σij(p,v)(x)nj(x), (2.4)
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where nj(x) denote components of the unit outward normal vector n(x) to the boundary

S of the domain Ω and γ±( · ) denote the trace operators from inside and outside Ω.

Traction operators (2.4) can be continuously extended to the canonical traction oper-

ators T± : H1,0(Ω±,A) → H−1/2(S) defined in the weak form similar to [Co88, Mi11,

CMN09] as

〈T±(p,v),w〉S := ±
∫

Ω±

[
A(p,v)γ−1w + E

(
(p,v),γ−1w

)]
dx,

∀ (p,v) ∈H1,0(Ω±,A), ∀w ∈H1/2(S).

Here the operator γ−1 : H1/2(S)→H1(R3) denotes a continuous right inverse of the trace

operator γ : H1(R3)→H1/2(S).

Furthermore, if (p,v) ∈ H1,0(Ω,A) and u ∈ H1(Ω), the following first Green identity

holds, cf. [Co88, Mi11, CMN09, MiPo15-I],

〈T+(p,v),γ+u〉S =

∫
Ω

[A(p,v)u+ E ((p,v),u) (x)]dx. (2.5)

Applying the identity (2.5) to the pairs (p,v), (q,u) ∈ H1,0(Ω,A) with exchanged

roles and subtracting the one from the other, we arrive at the second Green identity, cf.

[McL00, Mi11], ∫
Ω

[Aj(p,v)uj −Aj(q,u)vj + q divv − p divu] dx =

〈T+(p,v),γ+u〉S − 〈T+(q,u),γ+v〉S . (2.6)

Now we are ready to define the mixed BVP for which we aim to derive equivalent BDIES

and investigate the existence and uniqueness of their solutions.

For f ∈ L2(Ω), g ∈ L2(Ω), ϕ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN ), find (p,v) ∈

H1,0(Ω,A) such that:

A(p,v)(x) = f(x), x ∈ Ω, (2.7a)

div(v)(x) = g(x), x ∈ Ω, (2.7b)

rSD
γ+v(x) = ϕ0(x), x ∈ SD, (2.7c)

rSN
T+(p,v)(x) = ψ0(x), x ∈ SN . (2.7d)
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Applying the first Green identity it is easy to prove the following uniqueness result.

Theorem 2.1. Mixed BVP (2.7) has at most one solution in the space H1,0(Ω,A).

Proof. Let us suppose that there are two possible solutions: (p1,v1) and (p2,v2) belonging

to the space (p,v) ∈ H1,0(Ω,A), that satisfy the BVP (2.7). Then, the pair (p,v) :=

(p2,v2) − (p1,v1) also belongs to the space (p,v) ∈ H1,0(Ω,A) and satisfies the following

homogeneous mixed BVP

A(p,v)(x) = 0, x ∈ Ω, (2.8a)

div(v)(x) = 0, x ∈ Ω, (2.8b)

rSD
γ+v(x) = 0, x ∈ SD, (2.8c)

rSN
T+(p,v)(x) = 0, x ∈ SN . (2.8d)

The first Green identity (2.5) holds for any u ∈H1(Ω) and for any pair (p,v) ∈H1,0(Ω,A).

Hence, we can choose u ∈H1
0,div(Ω;SD) ⊂H1(Ω), where the spaceH1

0,div(Ω;SD) is defined

as

H1
0,div(Ω;SD) := {u ∈H1(Ω) : γ+

SD
u = 0, divu = 0 in Ω}.

Due to (2.8a), (p,v) ∈ H1,0(Ω,A). Consequently, the first Green identity can be applied

to u ∈H1
0,div(Ω;SD) and (p,v) ∈H1,0(Ω,A),∫

Ω

1

2
µ(x)

(
∂ui(x)

∂xj
+
∂uj(x)

∂xi

)(
∂vi(x)

∂xj
+
∂vj(x)

∂xi

)
dx = 0. (2.9)

In particular, one could choose u := v since v ∈ H1
0,div(Ω;SD). Then, the first Green

identity now reads: ∫
Ω

1

2
µ(x)

(
∂vi(x)

∂xj
+
∂vj(x)

∂xi

)2

dx = 0.

As µ(x) > 0, the only possibility is that v(x) = a + b × x, i.e., v is a rigid movement,

[McL00, Lemma 10.5]. Nevertheless, taking into account the Dirichlet condition (2.8c), we

deduce that v ≡ 0. Hence, v1 = v2.

Considering now v ≡ 0 and keeping in mind the Neumann-traction condition (2.8d), it

is easy to conclude that p1 = p2.
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2.3 Parametrix and Remainder

When µ(x) = 1, the operator A becomes the constant-coefficient Stokes operator Å, for

which we know an explicit fundamental solution defined by the pair of fields (q̊k, ůk), where

ůkj represent components of the incompressible velocity fundamental solution and q̊k rep-

resent the components of the pressure fundamental solution (see e.g. [La69], [KoWe06],

[HsWe08]).

q̊k(x,y) =
(xk − yk)

4π|x− y|3
,

ůkj (x,y) = − 1

8π

{
δkj

|x− y|
+

(xj − yj)(xk − yk)
|x− y|3

}
, j, k ∈ {1, 2, 3}.

Therefore, (q̊k, ůk) satisfy

Åj(q̊k, ůk)(x) =

3∑
i=1

∂2ůkj
∂x2

i

− ∂q̊k

∂xj
= δkj δ(x− y).

Let us denote σ̊ij(p,v) := σij(p,v)|µ=1. Then, in the particular case µ = 1, the stress

tensor σ̊ij(q̊
k, ůk)(x− y) reads as

σ̊ij(q̊
k, ůk)(x− y) =

3

4π

(xi − yi)(xj − yj)(xk − yk)
|x− y|5

,

and the boundary traction becomes

T̊i(x; q̊k, ůk)(x,y) : = σ̊ij(q̊
k, ůk)(x− y)nj(x)

=
3

4π

(xi − yi)(xj − yj)(xk − yk)
|x− y|5

nj(x).

Let us define a pair of functions (qk,uk)k=1,2,3 as

qk(x,y) =
µ(x)

µ(y)
q̊k(x,y) =

µ(x)

µ(y)

xk − yk
4π|x− y|3

, j, k ∈ {1, 2, 3}. (2.10)

ukj (x,y) =
1

µ(y)
ůkj (x,y) = − 1

8πµ(y)

{
δkj

|x− y|
+

(xj − yj)(xk − yk)
|x− y|3

}
, (2.11)

Then,

σij(x; qk,uk)(x,y) =
µ(x)

µ(y)
σ̊ij(q̊

k, ůk)(x− y),

Ti(x; qk,uk)(x,y) := σij(x; qk,uk)(x,y)nj(x) =
µ(x)

µ(y)
T̊i(x; q̊k, ůk)(x,y).
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Substituting (2.11)-(2.10) in the Stokes system with variable coefficient (2.1) gives

Aj(x; qk,uk)(x,y) = δkj δ(x− y) +Rkj(x,y), (2.12)

where

Rkj(x,y) =
1

µ(y)

∂µ(x)

∂xi
σ̊ij(q̊

k, ůk)(x− y) = O(|x− y|)−2)

is a weakly singular remainder. This implies that (qk,uk) is a parametrix of the operator

A.

2.4 Hydrodynamic parametrix-based potentials

2.4.1 Volume and surface potentials

Let us define the parametrix-based Newton-type and remainder vector potentials

Ukρ(y) = Ukjρj(y) :=

∫
Ω
ukj (x,y)ρj(x)dx,

Rkρ(y) = Rkjρj(y) :=

∫
Ω
Rkj(x,y)ρj(x)dx, y ∈ R3,

for the velocity, and the scalar Newton-type pressure and remainder potentials

Qρ(y) = Qjρj(y) :=

∫
Ω
qj(x,y)ρj(x)dx, (2.13)

Qρ(y) = Qjρ(y) :=

∫
Ω
qj(x,y)ρ(x)dx, (2.14)

R•ρ(y) = R•jρj(y) := 2 v.p.

∫
Ω

∂q̊j(x,y)

∂xi

∂µ(x)

∂xi
ρj(x)dx− 4

3
ρj
∂µ

∂yj
, y ∈ R3, (2.15)

for the pressure. The integral in (2.15) is understood as a 3D strongly singular integral in

the Cauchy sense.

For the velocity, let us also define the parametrix-based single layer potential, double

layer potential and their respective direct values on the boundary, as follows:

Vkρ(y) = Vkjρj(y) := −
∫
S
ukj (x,y)ρj(x) dS(x), y /∈ S,

Wkρ(y) = Wkjρj(y) := −
∫
S
Tj(x; qk,uk)(x,y)ρj(x) dS(x), y /∈ S,

Vkρ(y) = Vkjρj(y) := −
∫
S
ukj (x,y)ρj(x) dS(x), y ∈ S,

Wkρ(y) =Wkjρj(y) := −
∫
S
Tj(x; qk,uk)(x,y)ρj(x) dS(x), y ∈ S.
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For pressure in the variable coefficient Stokes system, we will need the following single-

layer and double layer potentials:

Pρ(y) = Pjρj(y) := −
∫
S
q̊j(x,y)ρj(x)dS(x),

Πρ(y) = Πjρj(y) := −2

∫
S

∂q̊j(x,y)

∂n(x)
µ(x)ρj(x)dS(x), y /∈ S.

Let us also denote

W ′kρ(y) =W ′kjρj(y) := −
∫
S
Tj(y; qk,uk)(x,y)ρj(x) dS(x), y ∈ S,

L±k ρ(y) := T±k (Πρ,Wρ)(y), y ∈ S,

where T±k are the traction operators for the compressible fluid.

2.4.2 Mapping properties

The parametrix-based integral operators, depending on the variable coefficient µ(y), can be

expressed in terms of the corresponding integral operators for the constant coefficient case,

µ = 1,

Ukρ(y) =
1

µ(y)
Ůkρ(y), (2.16)

Rkρ(y) =
−1

µ(y)

[ ∂

∂yj
Ůki(ρj∂iµ)(y) +

∂

∂yi
Ůkj(ρj∂iµ)(y)− Q̊k(ρj∂jµ)(y)

]
, (2.17)

Qjρ(y) =
1

µ(y)
Q̊j(µρ)(y), (2.18)

R•jρj(y) = −2
∂

∂yi
Q̊j(ρj∂iµ)(y)− 2ρj(y)

∂µ

∂yj
(y), (2.19)

Vkρ(y) =
1

µ(y)
V̊kρ(y), Wkρ(y) =

1

µ(y)
W̊k(µρ)(y), (2.20)

Vkρ(y) =
1

µ(y)
V̊kρ(y), Wkρ(y) =

1

µ(y)
W̊k(µρ)(y), (2.21)

Pjρj(y) = P̊jρj(y), Πjρj(y) = Π̊j(µρj)(y), (2.22)

W ′kρ = W̊ ′kρ−
(
∂iµ

µ
V̊kρ+

∂kµ

µ
V̊iρ−

2

3
δki
∂jµ

µ
V̊jρ

)
ni, (2.23)

L̂k(τ ) := L̊k(µτ ). (2.24)

Note that the velocity potentials defined above are not incompressible for the variable co-

efficient µ(y). The following assertions of this section are well-known for the constant
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coefficient case, see e.g. [KoWe06, HsWe08]. Then, by relations (2.16)-(2.23) we obtain

their counterparts for the variable-coefficient case.

Theorem 2.2. The following operators are continuous:

Uik : H̃
s
(Ω)→Hs+2(Ω), s ∈ R, (2.25)

Uik : Hs(Ω)→Hs+2(Ω), s > −1/2, (2.26)

Rik : H̃
s
(Ω)→Hs+1(Ω), s ∈ R, (2.27)

Rik : Hs(Ω)→Hs+1(Ω), s > −1/2, (2.28)

Qk : H̃
s
(Ω)→ Hs+1(Ω), s ∈ R, (2.29)

Qk : Hs(Ω)→ Hs+1(Ω), s > −1/2, (2.30)

R•k : H̃
s
(Ω)→ Hs(Ω), s ∈ R. (2.31)

R•k : Hs(Ω)→ Hs(Ω), s > −1/2. (2.32)

Proof. Since the surface S is infinitely differentiable, the operators U and Q are respectively

pseudodifferential operators of order −2 and −1, see [HsWe08, Lemma 5.6.6. and Section

9.1.3]. Then, the continuity of the operators U and Q from the ‘tilde spaces’ immediately

follows by virtue of the mapping properties of the pseudodifferential operators (see, e.g.

[Es81, McPr86]). Alternatively, these mapping properties are well studied for the constant

coefficient case, i.e. operators Ů and Q̊, see [HsWe08, Lemma 5.6.6]. Consequently, the

respective mapping properties for the remainder operators (2.27) and (2.31) immediately

follow by considering the relation (2.17).

For the remaining part of the proof, we shall assume that s ∈ (−1/2, 1/2). In this case,

Hs(Ω) = H̃s(Ω). Hence, the continuity of the operator (2.26) immediately follows from the

continuity of (2.25).

Let us consider now that s ∈
(
1/2, 3

2

)
. Then, let g = (g1, g2, g3), g ∈ Hs(Ω). It is

well known that ∂jgi ∈ Hs−1(Ω) and that γ+g ∈ Hs−1/2(S) due to the continuity of the

∂j operator and the trace theorem. Consequently, it is possible to use the representation
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obtained by integrating by parts, (see [CMN09, Theorem 3.8])

∂jŮikgk = Ůik(∂jgk) + V̊ik(γ
+gknj), i, j, k ∈ {1, 2, 3} (2.33)

where nj denotes the components of the normal vector to the surface S directed outwards

the domain.

Keeping in mind the mapping properties Vik and Uik, provided by Theorems 2.2 and

2.5, we can deduce that ∂jŮikgk ∈ Hs+1(Ω) is continuous for j ∈ {1, 2, 3}. Consequently,

the continuity of the operator (2.26) immediately follows from relations (2.16) and (2.20),

for s ∈ (1/2, 3/2).

Furthermore, one can prove by induction on k ∈ N, using the representation provided by

the identity (2.33) and the fact that the operator (2.26) is continuous for s ∈ (−1/2, 1/2),

that the operator (2.26) is also continuous for s ∈ (k− 1/2, k+ 1/2). The continuity of the

operator (2.26) for the cases s = k + 1/2 is proven by applying the theory of interpolation

of Bessel potential spaces (see, e.g. [Tr78, Chapter 4]).

The continuity of the operator (2.30) can be proven following a similar argument.

Consequently, the respective mapping properties for the remainder operators (2.28) and

(2.32) immediately follow from the continuity of the operators (2.30), (2.26) and the relation

(2.17).

The following corollary reflects the mapping property of the vector operator Q̊ which

transforms a scalar function into a vector as opposed as the scalar operator Q̊, which

transforms a vector function into a scalar function, whose mapping properties are already

well known, see e.g. [HsWe08, Lemma 5.6.6.] for the constant coefficient case and presented

in the previous theorem for the variable coefficient case.

Corollary 2.3. The following operators are continuous

Q̊k : H̃s(Ω)→Hs+1(Ω), s ∈ R, (2.34)

Q̊k : Hs(Ω)→Hs+1(Ω), s > −1/2. (2.35)
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Proof. Let us consider φ ∈ H̃s(Ω). We denote by

E∆(x, y) =
−1

4π|x− y|
,

the fundamental solution of the three-dimensional Laplace equation. Note the following

property

q̊k =
∂E∆

∂xk
= −∂E∆

∂yk
. (2.36)

The newtonian volume potential for the Laplace equation is defined as

P∆φ(y) =

∫
Ω
E∆(x, y)φ(x) dx, (2.37)

and solves the Poisson equation ∆ω = φ in Ω. It is well known that P∆ has the following

mapping properties, see [CMN09, Theorem 3.8]:

P∆ : H̃s(Ω) −→ Hs+2(Ω), s ∈ R, (2.38)

P∆ : Hs(Ω) −→ Hs+2(Ω), s >
−1

2
. (2.39)

Let us take into account the relation (2.36) to deduce,

Q̊kφ =

∫
Ω
q̊k(x, y)φ(x) dx =

∫
Ω

∂E∆

∂xk
(x, y)φ(x) dx

= − ∂

∂yk

∫
Ω
E∆(x, y)φ(x) dx = −∂P∆φ

∂yk
.

By virtue of the mapping properties (2.38) and (2.39), P∆φ ∈ Hs+2(Ω) and hence

−∂(P∆φ)

∂yk
∈ Hs+1(Ω),

from where it follows the result.

Theorem 2.4. The following operators, with s > 1/2,

Rik : Hs(Ω)→Hs(Ω), R•k : Hs(Ω)→Hs−1(Ω),

γ+Rik : Hs(Ω)→Hs−1/2(S), T±ik (R•,R) : H1,0(Ω;A)→H−1/2(S)

are compact.
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Proof. The proof of the compactness for the operators Rik, γ+Rik and R•k immediately

follows from Theorem 2.2 and the trace theorem along with the Rellich compact embedding

theorem. To prove the compactness of the operator T±ik (R•,R) we consider a function

g ∈H1(Ω). Then, (R•g,Rg) ∈ H1(Ω)×H2(Ω) and hence, (R•g,Rg) ∈H1,0(Ω;A).

The operator T± is the composite of a differential operator, of order 1 with respect to

the first variable and of order 2 with respect to the second variable, and the trace opera-

tor γ± which reduces the regularity by 1/2 according to the Trace Theorem. Therefore,

T±ik (R•g,Rg) ∈H1/2(S). Then, the compactness follows from the Rellich compact embed-

ding H1/2(S) ⊂H−1/2(S).

The theorems in the remainder of this section are well known for the constant coeffi-

cient case, see e.g. [KoWe06, HsWe08]. Then by relations (2.16)-(2.23) we obtain their

counterparts for the variable-coefficient case.

Theorem 2.5. Let s ∈ R. Let S1 and S2 be two non empty manifolds on S with smooth

boundary ∂S1 and ∂S2, respectively. Then, the following operators are continuous:

Vik : Hs(S)→Hs+ 3
2 (Ω), Wik : Hs(S)→Hs+1/2(Ω),

Vik : Hs(S)→Hs+1(S), Wik : Hs(S)→Hs+1(S),

rS2Vik : H̃
s
(S1)→Hs+1(S2), rS2Wik : H̃

s
(S1)→Hs+1(S2),

L±ik : Hs(S)→Hs−1(S), W ′ik : Hs(S)→Hs+1(S).

Proof. The theorem follows from the relations (2.16)-(2.23) and the continuity of the coun-

terpart operators for the constant coefficient case, see e.g. [KoWe06, HsWe08].

Theorem 2.6. Let s ∈ R, let S1 and S2 be two non-empty manifolds with smooth bound-

aries, ∂S1 and ∂S2, respectively. Then, the following operators are compact:

rS2Vik : H̃
s
(S1) −→Hs(S2),

rS2Wik : H̃
s
(S1) −→Hs(S2),

rS2W ′ik : H̃
s
(S1) −→Hs(S2).
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Proof. The proof follows by applying the Rellich compactness embedding to the mapping

properties of the operators V ,W and W ′ given by Theorem 2.5.

Theorem 2.7. The following operators are continuous

(P,V ) : H−1/2(S) −→H1,0(Ω;A), (2.40)

(Π,W ) : H1/2(S) −→H1,0(Ω;A), (2.41)

(Q,U) : L2(Ω) −→H1,0(Ω;A), (2.42)

(R•,R) : H1(Ω) −→H1,0(Ω;A), (2.43)

(
4µ

3
I,Q) : L2(Ω) −→H1,0(Ω;A). (2.44)

Proof. To prove that an arbitrary pair (p,v) ∈ H1,0(Ω;A), we need to see that (p,v) ∈

L2(Ω)×H1(Ω) and A(p,v) ∈ L2(Ω).

By expanding the operator Aj(y; p,v)

Aj(y; p,v) = Åj(y; p, µv)− ∂

∂yi

[
vj
∂µ

∂yi
+ vi

∂µ

∂yj
− 2

3
δji vl

∂µ

∂yl

]
, (2.45)

we can see that if v ∈H1(Ω), then the second them in (2.45) belongs to L2(Ω). Therefore,

we only need to check that Åj(y; p, µv) ∈ L2(Ω).

We will use this argument in what follows. First, let us prove the corresponding mapping

property for the pair the pair (2.40). Let Ψ ∈H−1/2(S). Then, (PΨ,VΨ) ∈ L2(Ω)×H1(Ω)

by virtue of Theorems 2.5 and 2.11. Now, Åj(PΨ, µVΨ) = Åj(P̊Ψ, V̊Ψ) by applying

relations (2.20) and (2.22). As (P̊, V̊ ) is the single layer potential for the Stokes operator

with constant viscosity µ = 1, we obtain Åj(P̊Ψ, V̊Ψ) = 0, what completes the proof for

the pair (2.40).

Let us now prove it for the operator (2.41). Let Φ ∈ H1/2(S). By virtue of Theorems

2.5 and 2.11, (ΠΦ,WΦ) ∈ L2(Ω) ×H1(Ω). Moreover, by applying relations (2.20) and

(2.22) we deduce Åj(ΠΦ, µWΦ) = Åj(Π̊(µΦ), W̊ (µΦ)) = 0, since (Π̊, W̊ ) is the double

layer potential for the Stokes operator with constant viscosity µ = 1, which completes the

proof for the operator (2.41).
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For the operator (2.42), we follow again a similar argumet. Let f ∈ L2(Ω), taking into

account the mapping properties of the volume potentials, see Theorem 2.2 and relation

(2.16), we deduce that Åj(Qf , µUf) = Åj(Q̊f , Ůf) = f since (Q̊, Ů), what completes the

proof for the operator (2.42).

In the case of the operator (2.43), the situation is easier due to the extra regularity.

Let v ∈ H1(Ω), then (R•v,Rv) ∈ H1(Ω) × H2(Ω) by virtue of Theorem 2.2. Hence,

A(R•v,Rv) ∈ L2(Ω).

Let us prove the corresponding property for the operator (2.44). Let g ∈ L2(Ω), then by

virtue of Corollary 2.3, the pair (
4µ

3
g,Qg) ∈ L2(Ω) ×H1(Ω). Now, applying the relation

(2.18), we obtain

Åj(
4

3
gµ, Q̊(µg)) =

∂

∂yi

(
∂Q̊j(µg)

∂yi
+
∂Q̊i(µg)

∂yj
− 2

3
δji divQ(µg)

)
− 4

3

∂(µg)

∂yj

=
∂

∂yi

(
2
∂Q̊i(µg)

∂yj
− 2

3
δji (µg)

)
− 4

3

∂(µg)

∂yj

= 2
∂

∂yj

(
∂Q̊i(µg)

∂yi

)
− 2

∂(µg)

∂yj
= 0, (2.46)

since, see [Bo04, Appendix A1],

∂Q̊i(µg)

∂yi
= µg,

which completes the proof of the theorem.

Theorem 2.8. If τ ∈H1/2(S), ρ ∈H−1/2(S), then the following jump relations hold:

γ±Vkρ = Vkρ, γ±Wkτ = ∓1

2
τk +Wkτ

T±k (Pρ,V ρ) = ±1/2ρk +W ′kρ.

Proof. The proof of the theorem directly follows from relations (2.20) and (2.23) and the

analogous jump properties for the counterparts of the operators for the constant coefficient

case of µ = 1, see [HsWe08, Lemma 5.6.5].
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Theorem 2.9. Let τ ∈H1/2(S). Then, the following jump relation holds:

(L±k − L̂k)τ =

γ±
(
µ

[
∂i

(
1

µ

)
W̊k(µτ ) + ∂k

(
1

µ

)
W̊i(µτ )− 2

3
δki ∂j

(
1

µ

)
W̊j(µτ )

])
ni. (2.47)

where

L̂k(τ ) := L̊k(µτ ).

Proof. The pair of operators (Π,W ) defines a continuous mapping by virtue of Theorem

2.7. In addition, the co-normal derivative is a continuous operator since it is the composition

of a differential operator σik and the trace operator, which is continuous by virtue of the

Trace Theorem. Consequently, it is only necessary to prove the theorem for functions of

C∞(S), since this set is dense in H1/2(S). Therefore, let τi ∈ C∞(S),

L±ikτi := T±k (Πiτi,Wikτi) = γ±σik(Πiτi,Wikτi)ni

= γ±σik(Π̊i(µτi),
1

µ
W̊ik(µτi))ni

= γ±σ̊ik(Π̊i(µτi), W̊ik(µτi))ni

+ γ±
(
µ

[
∂i

(
1

µ

)
W̊k(µτ ) + ∂k

(
1

µ

)
W̊i(µτ )− 2

3
δki ∂j

(
1

µ

)
W̊j(µτ )

])
ni

= L̊±ik(µτk)

+ γ±
(
µ

[
∂i

(
1

µ

)
W̊k(µτ ) + ∂k

(
1

µ

)
W̊i(µτ )− 2

3
δki ∂j

(
1

µ

)
W̊j(µτ )

])
ni.

Now, by virtue of the Lyapunov-Tauber theorem, L̊+
ik(µτk) = L̊−ik(µτk). Hence we can

define:

L̂kτ := L̊+
k (µτ ) = L̊−k (µτ ).

From which it follows (2.47).

25



Corollary 2.10. Let S1 be a non empty submanifold of S with smooth boundary. Then,

the operators

rS1L̂ : H̃
1/2

(S1) −→H−1/2(S),

rS1(L± − L̂) : H̃
1/2

(S1) −→H1/2(S),

are continuous and the operators

rS1(L± − L̂) : H̃
1/2

(S1) −→H−1/2(S),

are compact.

Proof. The continuity of the operators rS1L̂ and rS1(L± − L̂) and follows from Theorems

2.9 and 2.5. The compactness of rS1(L±− L̂) directly follows from the compact embedding

H1/2(S1) ⊂H−1/2(S1).

Theorem 2.11. The following pressure surface potential operators are continuous:

Pk : Hs− 3
2 (S)→ Hs−1(Ω), s ∈ R, (2.48)

Πk : Hs−1/2(S)→ Hs−1(Ω), s ∈ R. (2.49)

Proof. The proof follows from relations (2.22) and the analogous result [HsWe08, Lemma

5.6.6] for the potentials P̊ and Π̊.

2.5 The Third Green Identities

Let B(y, ε) ⊂ Ω be a ball with a small enough radius ε and centre y ∈ Ω. In this new

domain, the integrands of the operators R and R• belong to L2(Ω rB(y, ε)). In addition,

the parametrix (qk,uk) ∈ H1,0(Ω r B(y, ε);A) since we have removed the singularity.

Therefore, we can apply the second Green identity (2.6) in the domain Ω \ B(y, ε) to any

(p,v) ∈H1,0(Ω;A) and to the parametrix (qk,uk), keeping in mind the relation (2.12) and

applying the standard limiting procedures, i.e., ε→ 0, see, e.g. [Mr70], we obtain

v + Rv − V T+(p,v) +Wγ+v = UA(p,v) + Q(div(v)), in Ω. (2.50)
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Theorem 2.12. An integral representation formula for the pressure p is given by

p+R•v − PT (p,v) + Πγ+v = Q̊A(p,v) +
4µ

3
divv, in Ω. (2.51)

Proof. Multiplying equation (2.1) by the fundamental pressure vector q̊j , and integrating

the result over the domain Ω we obtain∫
Ω
q̊j

[
∂

∂xi

(
µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

))]
dx−

∫
Ω

∂p

∂xj
q̊jdx =

∫
Ω
Aj(p,v)q̊j dx. (2.52)

Applying the first Green identity to the first term〈
q̊j ,

∂

∂xi

(
µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

))〉
Ω

=

−
〈
∂q̊j
∂xi

, µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)〉
Ω

+

〈
q̊j , µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)
nj

〉
S

, (2.53)

and also in the second term〈
q̊j ,

∂p

∂xj

〉
Ω

= −
〈
∂q̊j
∂xj

, p

〉
Ω

+

〈
q̊j ,

∂p

∂xj
nj

〉
S

. (2.54)

The duality brackets < , >· in (2.53) and in the remaining part of the proof, emphasise the

fact that the kernel of the integral in the second term in (2.53) is strongly singular and

hence the integral should be understood in the distribution sense. This integral exists since

µ ∈ C∞(Ω) and the remaining part of the integrand belongs to L2(Ω). Consequently, the

convergence of this integral is guaranteed by the density of D(Ω) in Sobolev spaces.

Substituting (2.53) and (2.54) into (2.52) and rearranging terms we get〈
q̊j ,

∂

∂xi

(
µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

))〉
Ω

−
〈
q̊j ,

∂p

∂xj

〉
Ω

=

−
〈
∂q̊j
∂xi

, µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)〉
Ω

+

〈
µ , q̊j

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)
nj

〉
S

+

〈
∂q̊j
∂xj

, p

〉
Ω

−
〈
q̊j ,

∂p

∂xj
nj

〉
S

= 〈q̊j , Aj(p,v)〉Ω . (2.55)
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Grouping together the integral terms over S from (2.55) we obtain〈
q̊j , µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)
nj

〉
S

−
〈
q̊j ,

∂p

∂xj
nj

〉
S

= 〈q̊j , Tj(p,v)〉S . (2.56)

In addition, from [Bo04, Appendix 3], taking into account that the integration is in the

distribution sense 〈
∂q̊j
∂xj

, p

〉
Ω

= 〈δ, p〉 = p. (2.57)

Let us now simplify the first term in the right hand side of (2.55)〈
∂q̊j
∂xi

, µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)〉
=〈

∂q̊j
∂xi

, µ

(
∂vj
∂xi

+
∂vi
∂xj

)〉
Ω

−
〈
∂q̊j
∂xj

,
2µ

3
divv

〉
Ω

. (2.58)

The first term in (2.58) can be simplified using the symmetry
∂q̊j
∂xi

=
∂q̊i

∂xj
and the second

term can also be simplified in a similar manner as in (2.57). Hence,〈
∂q̊j
∂xi

, µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)〉
Ω

= 2

〈
∂q̊j
∂xi

, µ
∂vi
∂xj

〉
Ω

− 2µ

3
divv (2.59)

Applying the product rule and the first Green identity to the first term in (2.59), we obtain〈
∂q̊j
∂xi

, µ
∂vj
∂xi

〉
Ω

=

〈
dx ,

∂

∂xi

(
µ
∂q̊j
∂xi

vj

)〉
Ω

−
〈
∂

∂xi

(
µ
∂q̊j
∂xi

)
, vj

〉
Ω

=

〈
∂q̊j
∂xi

, µvjni

〉
S

−
〈
∂q̊j
∂xi

, vj
∂µ

∂xi

〉
Ω

−
〈
∂2q̊j
∂x2

i

, vjµ

〉
Ω

. (2.60)

The last term in (2.60) can be simplified further by taking into consideration the harmonic

properties of q̊k.〈
∂2q̊j
∂x2

i

, µvj

〉
Ω

=

〈
∂δ

∂xj
, µvj

〉
Ω

= −∂(µvj)

∂xj
= −vj

∂µ

∂xj
− µdivv. (2.61)

Let us now substitute backwards by plugging (2.61) into (2.60)〈
∂q̊j
∂xi

, µ
∂vj
∂xi

〉
Ω

=

〈
∂q̊j
∂xi

, µvjni

〉
S

−
〈
∂q̊j
∂xi

, vj
∂µ

∂xi

〉
Ω

−
〈
∂2q̊j
∂x2

i

, vjµ

〉
Ω

=

〈
∂q̊j
∂xi

, µvjni

〉
S

−
〈
∂q̊j
∂xi

, vj
∂µ

∂xi

〉
+ vj

∂µ

∂xj
+ µdivv. (2.62)
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Now, plug (2.62) into (2.59),〈
∂q̊j
∂xi

, µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)〉
Ω

=

2

〈
∂q̊j
∂xi

, µvjni

〉
S

− 2

〈
∂q̊j
∂xi

, vj
∂µ

∂xi

〉
Ω

+ 2vj
∂µ

∂xj
+ 2µdivv − 2µ

3
divv. (2.63)

Now, substitute (2.63) into (2.55), (2.57) into (2.56), and (2.56) into (2.55). As a result, we

obtain 〈
q̊j ,

∂

∂xi

(
µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

))〉
Ω

−
〈
∂p

∂xj
, q̊j

〉
Ω

=

−
〈
∂q̊j
∂xi

, µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)〉
Ω

+

〈
q̊j , µ

(
∂vj
∂xi

+
∂vi
∂xj
− 2

3
δji divv

)
nj

〉
S

+

〈
∂q̊j
∂xj

, p

〉
Ω

−
〈
q̊j ,

∂p

∂xj
nj

〉
S

= −2

〈
∂q̊j
∂xi

, µvjni

〉
S

+ 2

〈
∂q̊j
∂xi

, vj
∂µ

∂xi

〉
Ω

− 2vj
∂µ

∂xj
− 4µ

3
divv

+ p+ 〈q̊j , Tj(p,v)〉S = 〈q̊j , Aj(p,v) 〉Ω .

Finally, rearranging terms and writing this expression in terms of the potential operators,

we obtain the result (2.51).

If the couple (p,v) ∈ H1,0(Ω;A) is a solution of the Stokes PDEs (2.7a)-(2.7b) with

variable coefficient, then (2.50) and (2.51) give

p+R•v − PT (p,v) + Πγ+v = Q̊f +
4µ

3
g in Ω, (2.64)

v + Rv − V T+(p,v) +Wγ+v = Uf + Qg in Ω. (2.65)

We will also need the trace and traction of the third Green identities for (p,v) ∈H1,0(Ω;A)

on S. We highlight that the traction operator is well defined applied to the third Green

identities (2.64)-(2.65) by virtue of Theorem 2.7.

1/2γ+v + γ+Rv − VT+(p,v) + Wγ+v = γ+Uf + γ+Qg, (2.66)

1/2T+(p,v) + T+(R•,R)v −W ′T+(p,v) + L+γ+v = T̃+(g,f) (2.67)
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where

T̃+(g,f) := T+(Q̊f +
4µ

3
g, Uf + Qg). (2.68)

One can prove the following three assertions that are instrumental for proving the equiv-

alence of the BDIES and the mixed PDE.

Theorem 2.13. Let v ∈ H1(Ω), p ∈ L2(Ω), g ∈ L2(Ω), f ∈ L2(Ω), Ψ ∈ H−1/2(S) and

Φ ∈H1/2(S) satisfy the equations

p+R•v − PΨ + ΠΦ = Q̊f +
4µ

3
g in Ω, (2.69)

v + Rv − VΨ +WΦ = Uf + Qg in Ω. (2.70)

Then (p,v) ∈ H1,0(Ω,A) and solve the equations A(p,v) = f and div(v) = g. Moreover,

the following relations hold true:

P(Ψ− T+(p,v))−Π(Φ− γ+v) = 0 in Ω, (2.71)

V (Ψ− T+(p,v))−W (Φ− γ+v) = 0 in Ω. (2.72)

Proof. Firstly, the fact that (p,v) ∈H1,0(Ω,A) is a direct consequence of the Theorem 2.7.

Secondly, let us prove that (p,v) solve the PDE and div(v) = g. Multiply equation

(2.70) by µ and apply relations (2.16)-(2.18) along with relation (2.20) to obtain

v = Ůf + Q̊(µg)− µRv + V̊Ψ− W̊ (µΦ). (2.73)

Apply the divergence operator to both sides of (2.73), taking into account relation (2.17)

and the fact that the potentials Ů , V̊ , and W̊ are divergence free. Hence, we obtain

div(µv) = div
(
Ůf + Q̊(µg)− µRv + V̊Ψ− W̊ (µΦ)

)
=

= divQ̊(µg)− div(µRv). (2.74)

To work out div(µRv) we apply the relation of (2.17) and take into account the diver-

gence free of the operators involved and the harmonic properties of the pressure newtonian

potential as follows.
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div(µRv) =
∂(µRkv)

∂yk
=

− ∂

∂yk

(
∂

∂yj
Ůki(vj∂iµ) +

∂

∂yi
Ůkj(vj∂iµ)− Q̊k(vj∂jµ)

)
=

∂

∂yk
Q̊k(vj∂jµ) = −v∇µ. (2.75)

From (2.74) and (2.75), it immediately follows

div(µv) = divQ̊(µg)− div(µRv) = µg + v∇µ⇒ div(v) = g.

Further, to prove that (p,v) is a solution of the PDE we use equations (2.64) and (2.65)

which we can now use as we have proved that (p,v) ∈ H1,0(Ω;A). Then, substract these

from equations (2.69) and (2.70) respectively to obtain

ΠΦ∗ − PΨ∗ = Q(A(p,v)− f), (2.76)

WΦ∗ − VΨ∗ = U(A(p,v)− f). (2.77)

where Ψ∗ := T+(p,v)−Ψ, and Φ∗ = γ+v −Φ.

After multiplying (2.77) by the variable viscosity coefficient and apply the potential

relation (2.22) along with (2.16) and (2.20), to equations (2.76) and (2.77), we arrive at

Π̊(µΦ∗)− P̊Ψ∗ = Q̊(A(p,v)− f),

W̊ (µΦ∗)− V̊Ψ∗ = Ů(A(p,v)− f).

Applying the Stokes operator with µ = 1, to these two previous equations, taking into

account that the right hand side are the newtonian potentials for the velocity and pressure,

Å(Π̊(µΦ∗)− P̊ (Ψ∗), W̊ (µΦ∗)− V̊Ψ∗) = Å(Q̊(A(p,v)− f), Ů(A(p,v)− f));

⇒ 0 = A(p,v)− f ⇒ A(p,v) = f .

Hence, the pair (p,v) solves the PDE.

Finally, the relations (2.72) and (2.71) follow from the substitution of

A(p,v)− f = 0
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in (2.76) and (2.77).

Lemma 2.14. Let S = S1 ∪ S2, where S1 and S2 are open non-empty non-intersecting

simply connected submanifolds of S with infinitely smooth boundaries. Let Ψ∗ ∈ H̃
−1/2

(S1),

Φ∗ ∈ H̃
1/2

(S2). If

P(Ψ∗)−Π(Φ∗) = 0, VΨ∗(x)−WΦ∗(x) = 0, in Ω, (2.78)

then Ψ∗ = 0, and Φ∗ = 0, on S.

Proof. Multiplying the second equation in (2.78) by µ and applying the relations (2.20), we

obtain

V̊Ψ∗(x)− W̊ (µΦ∗(x)) = 0. (2.79)

Defining the functions Ψ̂ = Ψ∗ and Φ̂ = µΦ∗, we can write the previous equation (2.79) in

terms of these new functions:

V̊ Ψ̂(x)− W̊ Φ̂(x) = 0 in Ω. (2.80)

By keeping in mind the jump relations given in Theorem 2.8, we take the trace of the first

equation in (2.80) restricted to S1 and the traction of both equations in (2.80) restricted to

S2. Consequently, arrive at the following system of equations:{
rS1V̊Ψ̂(x)− rS1W̊Φ̂(x) = 0, on S1,

rS2W̊ ′Ψ̂(x)− rS2L̊Φ̂(x) = 0, on S2,

which can be written using matrix notation as follows:

M̊X = 0,

where

M̊ =

[
rS1V̊ −rS1W̊
rS2W̊ ′ −rS2L̊

]
, X =

[
Ψ̂

Φ̂

]
. (2.81)

Hence, it will suffice to prove that M̊ is positive definite. This system has been studied

previously in [KoWe06, Theorem 3.10] which concludes that the only possible solution is

X = 0. From where it follows the result.
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2.6 BDIES M11

We aim to obtain two different BDIES for mixed BVP (2.7). This is a well known procedure,

see [CMN09], [MiPo15-I] and [Mi02] and further references therein.

To this end, let the functions Φ0 ∈H1/2(S) and Ψ0 ∈H−1/2(S) be some continuations

of the boundary functions ϕ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN ) from (2.7c) and (2.7d).

Let us now represent

γ+v = Φ0 +ϕ, T+(p,v) = Ψ0 +ψ on S, (2.82)

where ϕ ∈ H̃
1/2

(SN ) and ψ ∈ H̃
−1/2

(SD) are unknown boundary functions.

Let us now take equations (2.64) and (2.65) in the domain Ω and restrictions of equa-

tions (2.66) and (2.67) to the boundary parts SD and SN , respectively. Substituting there

representations (2.82) and considering further the unknown boundary functions ϕ and ψ

as formally independent of (segregated from) the unknown domain functions p and v, we

obtain the following system (M11) consisting of four boundary-domain integral equations

for four unknowns, (p,v) ∈H1,0(Ω,A), ϕ ∈ H̃
1/2

(SN ) and ψ ∈ H̃
−1/2

(SD):

p+R•v − Pψ + Πϕ = F0, in Ω, (2.83a)

v + Rv − V ψ +Wϕ = F , in Ω, (2.83b)

rSD
γ+Rv − rSD

Vψ + rSD
Wϕ = rSD

γ+F −ϕ0, on SD, (2.83c)

rSN
T+(R•,R)v − rSN

W ′ψ + rSN
L+ϕ = rSN

T+(F0,F )−ψ0, on SN , (2.83d)

where

F0 = Q̊f +
4

3
gµ+ PΨ0 −ΠΦ0, F = Uf + Qg + VΨ0 −WΦ0. (2.84)

By virtue of Lemma 2.13, (F0,F ) ∈H1,0(Ω,A) and hence T (F0,F ) is well defined.

We denote the right hand side of BDIE system (2.83) as

F11
∗ := [F0,F11] = [F0,F , rSD

γ+F −ϕ0, rSN
T+(F0,F )−ψ0]>, (2.85)
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which implies F ∈H1,0(Ω,A)×H1/2(SD)×H−1/2(SN ).

Note that BDIE system (2.83) can be split into the BDIE system (M11), of 3 vector

equations (2.83b), (2.83c), (2.83d) for 3 vector unknowns, v, ψ and ϕ, and the scalar

equation (2.83a) that can be used, after solving the system, to obtain the pressure, p. The

system (M11) given by equations (2.83a)-(2.83d) can be written using matrix notation as

M11
∗ X = F11

∗ , (2.86)

where X represents the vector containing the unknowns of the system

X = (p,v,ψ,ϕ)> ∈ L2(Ω)×H1(Ω)× H̃
−1/2

(SD)× H̃
1/2

(SN )

The matrix operator M11
∗ is defined by

M11
∗ =


I R• −P Π
0 I + R −V W
0 rSD

γ+R −rSD
V rSD

W
0 rSN

T+(R•,R) −rSN
W ′ rSN

L

 .
We note that the mapping properties of the operators involved in the matrix imply the

continuity of the operator

M11
∗ : L2(Ω)×H1(Ω)× H̃

−1/2
(SD)× H̃

1/2
(SN )

−→ L2(Ω)×H1(Ω)×H1/2(SD)×H−1/2(SN ).

Remark 2.15. The term F11
∗ = 0 if and only if (f , g,Φ0,Ψ0) = 0.

Proof. It is evident that (f , g,Φ0,Ψ0) = 0 implies F11
∗ = 0. Hence, we shall only focus on

proving F11
∗ = 0 ⇒ (f , g,Φ0,Ψ0) = 0. Taking into account how the terms F and F0 are

defined, see (2.84), considering that F0 = 0 and F = 0, we can deduce by applying Lemma

2.13 to equations (2.84) that f = 0, g = 0 and that

PΨ0 −ΠΦ0 = 0,

VΨ0 −WΦ0 = 0.
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In addition, as F0 = 0 and F = 0 , we get that

rSD
γ+F − rSD

Φ0 = 0, ⇒ rSD
Φ0 = 0,

rSN
T+(F0,F )− rSN

Ψ0 = 0 ⇒ rSN
Ψ0 = 0.

Consequently, Ψ0 ∈ H̃−1/2(SN ) and Φ0 ∈ H̃1/2(SD) . Therefore, the hypotheses of Lemma

2.14 are satisfied, we thus obtain that Ψ0 = 0 and Φ0 = 0 on S.

Theorem 2.16 (Equivalence Theorem). Let f ∈ L2(Ω), g ∈ L2(Ω) and let Φ0 ∈H−1/2(S)

and Ψ0 ∈ H−1/2(S) be some fixed extensions of ϕ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN )

respectively.

(i) If some (p,v) ∈H1,0(Ω;A) solve the mixed BVP (2.7), then

(p,v,ψ,ϕ) ∈H1,0(Ω;A)× H̃
−1/2

(SD)× H̃
1/2

(SN ),

where

ϕ = γ+v −Φ0, ψ = T+(p,v)−Ψ0 on S, (2.87)

solve BDIE system (2.83).

(ii) If (p,v,ψ,ϕ) ∈H1,0(Ω;A)× H̃
−1/2

(SD)× H̃
1/2

(SN ) solve the BDIE system (2.83)

then (p,v) solve mixed BVP (2.7) and ψ,ϕ satisfy (2.87).

(iii) The BDIE system (2.83) is uniquely solvable in H1,0(Ω;A)×H̃
−1/2

(SD)×H̃
1/2

(SN ).

Proof. (i) Let (p,v) ∈ H1,0(Ω;A) be a solution of the BVP. Let us define the functions

ϕ and ψ by (2.87). By the BVP boundary conditions, γ+v = ϕ0 = Φ0 on SD and

T+(p,v) = ψ0 = Ψ0 on SN . This implies that (ψ,ϕ) ∈ H̃
−1/2

(SD) × H̃
1/2

(SN ). Taking

into account the third Green identities (2.64)-(2.67), we immediately obtain that (p,v,ϕ,ψ)

solve system (2.83).

ii) Conversely, let (p,v,ψ,ϕ) ∈H1,0(Ω;A)×H̃
−1/2

(SD)×H̃
1/2

(SN ) solve BDIE system

(2.83). If we take the trace of (2.83b) restricted to SD, use the jump relations for the trace of
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V andW , see Theorem 2.8, and subtract it from (2.83c), we arrive at rSD
γ+v−1

2
rSD

ϕ = ϕ0

on SD. As ϕ vanishes on SD, therefore the Dirichlet condition of the BVP is satisfied.

Repeating the same procedure but now taking the traction of (2.83a) and (2.83b),

restricted to SN , using the jump relations for the traction of (Π,W ) and subtracting it

from (2.83d), we arrive at rSN
T (p,v)− 1

2
rSN

ψ = ψ0 on SN . Since ψ vanishes on SN , the

Neumann condition of the BVP is satisfied.

Since ϕ0 = Φ0, on SD; and ψ0 = Ψ0, on SN ; the conditions (2.87) are satisfied,

respectively, on SD and SN . Hence, Ψ∗ ∈ H̃
−1/2

(SD), Φ∗ ∈ H̃
1/2

(SN ).

Due to relations (2.83a) and (2.83b) the hypotheses of Lemma 2.13 are satisfied with

Ψ = ψ+Ψ0 and Φ = ϕ+Φ0 . As a result, we obtain that (p,v) is a solution of A(p,v) = f

satisfying

V (Ψ∗)−W (Φ∗) = 0, P(Ψ∗)−Π(Φ∗) = 0 in Ω, (2.88)

where

Ψ∗ = ψ + Ψ0 − T+(p,v), Φ∗ = ϕ+ Φ0 − γ+v.

Since Ψ∗ ∈ H̃
−1/2

(SD), Φ∗ ∈ H̃
1/2

(SN ), and (2.88) hold true, then by applying Lemma

2.14 for S1 = SD, and S2 = SN , we obtain Ψ∗ = Φ∗ = 0, on S. This implies conditions

(2.87).

Finally, item (iii), the unique solvability of the BDIES (2.83) follows from from the

unique solvability of the BVP, see Theorem 2.1, and items (i) and (ii).

Theorem 2.17. The operator

M11
∗ : L2(Ω)×H1(Ω)× H̃

−1/2
(SD)× H̃

1/2
(SN )

−→ L2(Ω)×H1(Ω)×H1/2(SD)×H−1/2(SN ) (2.89)

is continuously invertible.
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Proof. The operator M11
∗ is continuous due the mapping properties of the operators in-

volved, see Theorems 2.2, 2.5 and 2.11.

Let us now prove the invertibility. For this purpose, we define the following operator:

M̃11 =


I R• −P Π
0 I −V W
0 0 −rSD

V rSD
W

0 0 −rSN
W̊ ′ rSN

L̂

 ,
and consider the new system

M̃11X̃ = F̃11 (2.90)

where X̃ = [p̃, ṽ, φ̃, ψ̃]> and F̃ = [F̃11
1 , F̃11

2 , F̃11
3 , F̃11

4 ]>. In this case, X̃ ∈ L2(Ω)×H1(Ω)×

H̃
−1/2

(SD)× H̃
1/2

(SN ) and F̃11 ∈ L2(Ω)×H1(Ω)×H1/2(SD)×H−1/2(SN ).

Consider now, the last two equations of the system (2.90),

−rSD
Vψ̃ + rSD

Wφ̃ = F̃11
3 , (2.91)

−rSN
W̊ ′ψ̃ + rSN

L̂φ̃ = F̃11
4 . (2.92)

Multiplying equation (2.91) by µ and apply the relations (2.20) and (2.24) to obtain

−rSD
V̊ψ̃ + rSD

W̊(µφ̃) = µF̃11
3 , (2.93)

−rSN
W̊ ′ψ̃ + rSN

L̊(µφ̃) = F̃11
4 . (2.94)

This system is uniquely solvable, as the matrix operator of the left hand side is the operator

M̊ from Lemma 2.14 which we already know that is invertible, cf. [KoWe06, Theorem

3.10]. Therefore, φ̃ and ψ̃ are uniquely determined by (2.91) and (2.92). Consequently, ṽ is

uniquely determined from the second equation of the system (2.90) and thus also is p from

the first equation. This argument proves the invertibility of the operator M̃11 and hence

M̃11 has Fredholm index 0.

Furthermore, the operator M11
∗ − M̃11 is a compact perturbation of the operator M11

∗

due to the compact mapping properties given by theorems 2.4, 2.6 and 2.10. As a conse-

quence the operator M11
∗ has also Fredholm index 0.
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By virtue of the Equivalence Theorem 2.16 and Remark 2.15, the homogeneous system

(M11) has only the trivial solution, hence M11
∗ is invertible.

Theorem 2.18. The operator

M11
∗ : H1,0(Ω;A)× H̃

−1/2
(SD)× H̃

1/2
(SN ) (2.95)

−→H1,0(Ω;A)×H1/2(SD)×H−1/2(SN ) (2.96)

is continuously invertible.

Proof. Let us consider the solution X = (M11
∗ )−1F11

∗ of the system (2.86). Here, F11
∗ ∈

L2(Ω) ×H1(Ω) ×H1/2(SD) ×H−1/2(SN ) is an arbitrary right hand side and (M11
∗ )−1 is

the inverse of the operator (2.89) which exists by virtue of Theorem 2.17.

Applying Lemma 2.13 to the first two equations of the system (M11), we get that

X ∈ H1,0(Ω;A)× H̃
−1/2

(SD)× H̃
1/2

(SN ) if F11
∗ ∈ H1,0(Ω;A)×H1/2(SD)×H1/2(SN ).

Consequently, the operator (M11
∗ )−1 is also the continuous inverse of the operator (2.95).

Corollary 2.19. Let f ∈ L2(Ω), g ∈ L2(Ω), φ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN )

respectively. Then, the BVP (2.7) is uniquely solvable in H1,0(Ω;A) and the operator

AM : H1,0(Ω;A) −→ L2(Ω)× L2(Ω)×H1/2(SD)×H−1/2(SN )

is continuously invertible.

Proof. The BDIES (M11) is uniquely solvable and equivalent to the BVP (2.7) by virtue of

Theorem 2.16. In addition, as the operator that defines the system (M11) is continuously

invertible, see Theorem 2.18,

A−1
M (f , g, rSD

Φ0, rSN
Ψ0) = [c1 , c2]>

where c1 and c2 are the first two coordinates of the vector (M11
∗ )−1F11

∗ :

c1 = π1((M11
∗ )−1F11

∗ ) c2 = π2((M11
∗ )−1F11

∗ ),
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where the vector F11
∗ is given by (2.85). Here, π1 and π2 denote the canonical projections

into the first component and second component respectively. The term F11
∗ can be seen

as a continuous function of (f , g,Ψ0,Φ0) due to the mapping properties of the operators

involved. The projections are continuous and therefore A−1
M is a composition of continuous

operators, from where the result follows.

The last three vector equations of the system (M11) are segregated from p. Hence, we

can define the new system given by equations (2.83b), (2.83c), (2.83d) which can be written

using matrix notation as

M11Y = F11, (2.97)

where Y represents the vector containing the unknowns of the system

Y = (v,ψ,ϕ)> ∈H1(Ω)× H̃
−1/2

(SD)× H̃
1/2

(SN )

The matrix operator M11 is defined by

M11 =

 I + R −V W
rSD

γ+R −rSD
V rSD

W
rSN

T+(R•,R) −rSN
W ′ rSN

L


Corollary 2.20. The operator

M11 : H1(Ω)× H̃
−1/2

(SD)× H̃
1/2

(SN ) −→H1(Ω)×H1/2(SD)×H−1/2(SN )

is continuous and continuously invertible.

Proof. The operator is continuous due to the mapping properties of the operators involved.

Let us assume that M11 is not invertible. Then, the system (2.97) has at least two

different solutions (v1,ψ1,φ1) and (v2,ψ2,φ2). Then, using equation (2.83a), we can obtain

the corresponding pressure for each of the two solutions. Hence, we have two solutions for the

system (M11) (p1,v1,ψ1,φ1) and (p2,v2,ψ2,φ2). However, the BDIES (2.83) is uniquely

solvable by virtue of Theorem 2.16. Therefore, both solutions must be the same.

Since the equations (2.83b)-(2.83d) coincide with the equations of the BDIES (2.83),

the solution of the latter one given by X =M11
∗ F11
∗ , where X = [p,v,φ,ψ]> provides the
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solution Y = [v,φ,ψ]> of the system M11Y = F11 for any arbitrary right hand side F11

what implies the invertibility of the operator M11.

2.7 BDIES M22

Let, as before, Φ0 ∈ H1/2(S) and Ψ0 ∈ H−1/2(S) be some continuations of the bound-

ary functions ϕ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN ) from (2.7c) and (2.7d). Let us now

represent

γ+v = Φ0 +ϕ, T+(p,v) = Ψ0 +ψ, on S, (2.98)

where ϕ ∈ H̃
1/2

(SN ) and ψ ∈ H̃
−1/2

(SD) are unknown boundary functions.

Let us now take equations (2.64) and (2.65) in the domain Ω and restrictions of equa-

tions (2.66) and (2.67) to the boundary parts SN and SD respectively. Substituting there

representations (2.98) and considering further the unknown boundary functions ϕ and ψ

as formally independent of (segregated from) the unknown domain functions p and v, we

obtain the following system of BDIEs

p+R•v − Pψ + Πϕ = F0, in Ω, (2.99a)

v + Rv − V ψ +Wϕ = F , in Ω, (2.99b)

1

2
ψ + rSD

T+(R•,R)v − rSD
W ′ψ + rSD

L+ϕ = FD, on SD, (2.99c)

1

2
ϕ+ rSN

γ+Rv − rSN
Vψ + rSN

Wϕ = FN on SN , (2.99d)

whose unknowns are (p,v) ∈ H1,0(Ω,A), ϕ ∈ H̃
1/2

(SN ) and ψ ∈ H̃
−1/2

(SD), and where

the terms in the right hand side F0 and F are given by (2.84). On the other hand the terms

FD and FN are defined as:

FD := rSD
T+(F0,F )− rSD

Ψ0, FN := rSN
γ+F − rSN

Φ0. (2.100)

Note that the BDIE system (2.99a)-(2.99d) can be split into the BDIE system (M22),

of 3 vector equations, (2.99b)-(2.99d), for 3 vector unknowns, v, ψ and ϕ, and the separate

equation (2.99a) that can be used, after solving the system, to obtain the pressure, p.
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However, since the couple (p,v) shares the space H1,0(Ω,A), equations (2.99b), (2.99c)

and (2.99d) are not completely separate from equation (2.99a).

The system (2.99a)-(2.99d) can be written using matrix notation as follows

M22
∗ X = F22

∗ , (2.101)

where the matrix operator M22
∗ is defined by

M22
∗ =


I R• −P Π
0 I + R −V W

0 rSD
T+(R•,R) rSD

(
1

2
I −W ′

)
rSD

L+

0 rSN
γ+R −rSN

V rSN

(
1

2
I + W

)

 , (2.102)

the vector X = (p,v,ψ,ϕ)> ∈ L2(Ω) ×H1(Ω) × H̃
−1/2

(SD) × H̃
1/2

(SN ) represents the

unknowns of the system, and the vector

F22
∗ := [F0,F22] = [F0,F , rSN

γ+F − rSN
Φ0, rSD

T+(F0,F )− rSD
Ψ0]>

is the right hand side and F22
∗ ∈ L2(Ω)×H1(Ω)×H−1/2(SD)×H1/2(SN ).

Due to the mapping properties involved in (2.102), the operator

M22
∗ : L2(Ω)×H1(Ω)×H̃

−1/2
(SD)×H̃

1/2
(SN ) −→ L2(Ω)×H1(Ω+)×H−1/2(SD)×H1/2(SN )

is bounded.

Remark 2.21. The term F22
∗ := [F0,F , rSD

T+(F0,F ) − rSD
Ψ0, rSN

γ+F − rSN
Φ0]> = 0

if and only if (f , g,Φ0,Ψ0) = 0.

Proof. It is evident that (f , g,Φ0,Ψ0) = 0 implies F22
∗ = 0. Hence, we shall only focus on

proving F22
∗ = 0 ⇒ (f , g,Φ0,Ψ0) = 0. Taking into account how the terms F and F0 are

defined, see (2.84), considering that F0 = 0 and F = 0, we can deduce by applying Lemma

2.13 that f = 0, g = 0 and that

PΨ0 −ΠΦ0 = 0,

VΨ0 −WΦ0 = 0.
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In addition, since F0 = 0 and F = 0, we have

rSD
T+(F0,F )− rSD

Ψ0 = 0 ⇒ rSD
Ψ0 = 0,

rSN
γ+F − rSN

Φ0 = 0, ⇒ rSN
Φ0 = 0.

Consequently, Ψ0 ∈ H̃−1/2(SN ) and Φ0 ∈ H̃1/2(SD) . Therefore, the hypotheses of Lemma

2.14 are satisfied and by applying it, we thus obtain that Ψ0 = 0 and Φ0 = 0 on S.

Theorem 2.22 (Equivalence Theorem). Let f ∈ L2(Ω), g ∈ L2(Ω), Φ0 ∈ H−1/2(S)

and Ψ0 ∈ H−1/2(S) be some fixed extensions of ϕ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN ),

respectively.

(i) If some (p,v) ∈ L2(Ω) × H1(Ω) solve the mixed BVP (2.7), then (p,v,ψ,ϕ) ∈

H1(Ω)× L2(Ω)× H̃
−1/2

(SD)× H̃
1/2

(SN ), where

ϕ = γ+v −Φ0, ψ = T+(p,v)−Ψ0, on S, (2.103)

solve the BDIE system (2.99a)-(2.99d).

(ii) If (p,v,ψ,ϕ) ∈ L2(Ω) ×H1(Ω) × H̃
−1/2

(SD) × H̃
1/2

(SN ) solve the BDIE system

(2.99a)-(2.99d), then (p,v) solve the mixed BVP (2.7) and the functions ψ,ϕ satisfy

(2.103).

(iii) The BDIES (2.99a)-(2.99d) is uniquely solvable in L2(Ω) ×H1(Ω) × H̃
−1/2

(SD) ×

H̃
1/2

(SN ).

Proof. i) Let (p,v) ∈ L2(Ω)×H1(Ω) be a solution of the BVP. Let us define the functions

ϕ and ψ by (2.87). By the BVP boundary conditions, γ+v = ϕ0 = Φ0 on SD and

T+(p,v) = ψ0 = Ψ0 on SN . This implies that (ψ,ϕ) ∈ H̃
−1/2

(SD) × H̃
1/2

(SN ). Taking

into account the Green identities (2.65)-(2.67), we immediately obtain that (p,v,ϕ,ψ)

solves the system (2.102).
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ii) Conversely, let (p,v,ψ,ϕ) ∈ L2(Ω) ×H1(Ω) × H̃
−1/2

(SD) × H̃
1/2

(SN ) solve the

BDIE system (2.99a)-(2.99d). Then, the equations (2.84) applied to the BDIEs (2.99a)-

(2.99b) allow us to apply Lemma 2.13 with Ψ = ψ + Ψ0 and Φ = ϕ+ Φ0, to deduce that

the pair (p,v) ∈H1,0(Ω;A) and solves the system (2.7a)-(2.7b).

As (p,v) ∈ H1,0(Ω;A), the (canonical) traction operator is well defined and we can

work out the traction of (2.99a) and (2.99b) restricted to SD and subtract it from (2.99b)

to get

rSD
T (p,v)− rSD

Ψ0 = ψ, on SD. (2.104)

Take the trace of (2.99b) restricted to SN and subtract it from (2.99d) to get

rSN
γ+v − rSN

Φ0 = ϕ, on SN . (2.105)

Consequently, equations (2.104) and (2.105) imply that conditions (2.103) are satisfied

on SN and SD respectively.

Furthermore, from Lemma 2.13 we also obtain that the following identities are satisfied

P(Ψ∗)−Π(Φ∗) = 0, V (Ψ∗)−W (Φ∗) = 0, in Ω, (2.106)

where

Ψ∗ := ψ + Ψ0 − T+(p,v), Φ∗ := ϕ+ Φ0 − γ+v, on S. (2.107)

In addition, Ψ∗ ∈ H̃
−1/2

(SD) and Φ∗ ∈ H̃
1/2

(SN ) due to (2.104) and (2.105). Now, we

can apply Lemma 2.14 with S1 = SD and S2 = SN , to obtain Ψ∗ = Φ∗ = 0 on S. Subsitute

Ψ∗ = Φ∗ = 0 on (2.107) to deduce that relations (2.103) are satisfied in the whole boundary

S. Considering that supp(φ) ⊂ SD, supp(ψ) ⊂ SN , rSD
Φ0 = φ0 and rSN

Ψ0 = ψ0; it is easy

to deduce that the pair (p,v) also satisfy the boundary conditions.

iii) Items (i) and (ii) state that the BDIES (M22) is equivalent to the BVP (2.7a)-(2.7d).

Since this BVP has only one solution, then the uniqueness of the solution of the BDIES

(M22) follows.
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Lemma 2.23. Let S = S̄1∪ S̄2, where S1 and S2 are two non-intersecting simply connected

nonempty submanifolds of S with infinitely smooth boundaries. For any vector

F = (F0,F ,Ψ,Φ)> ∈H1,0(Ω;A)×H−1/2(S1)×H1/2(S2)

there exists another vector

(g∗,f∗,Ψ∗,Φ∗)
> = C̃S1,S2F ∈ L2(Ω)×L2(Ω)×H−1/2(S)×H1/2(S)

which is uniquely determined by F and such that

Q̊f∗ +
4

3
µg∗ + PΨ∗ −ΠΦ∗ = F0, in Ω, (2.108a)

Uf∗ + Qg∗ + VΨ∗ −WΦ∗ = F , in Ω, (2.108b)

rS1Ψ∗ = Ψ, on S1, (2.108c)

rS2Φ∗ = Φ, on S2. (2.108d)

Furthermore, the operator

C̃S1,S2 : H1,0(Ω;A)×H−1/2(S1)×H1/2(S2)

−→ L2(Ω)×L2(Ω)×H−1/2(S)×H1/2(S)

is continuous.

Proof. Let Ψ0 be some fixed extension of Ψ from S1 to the whole boundary S. Likewise,

let Φ0 be some fixed extension of Φ from S2 onto S. Assume that such extensions exist and

preserve the functions spaces, i.e., Ψ0 ∈H−1/2(S), Φ0 ∈H1/2(S) and moreover, satisfy

‖ Ψ0 ‖H−1/2(S)≤ C0 ‖ Ψ ‖H−1/2(S1), ‖ Φ0 ‖H1/2(S)≤ C0 ‖ Φ ‖H1/2(S2)

for some C0 positive constant, independent of Ψ and Φ, (cf. [Tr78, Subsection 4.2]). Con-

sequently, arbitrary extensions of the functions Ψ and Φ can be represented as

Ψ∗ = Ψ0 + ψ̃, ψ̃ ∈ H̃
−1/2

(S2), (2.109)

Φ∗ = Φ0 + ϕ̃, ϕ̃ ∈ H̃
1/2

(S1). (2.110)
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The functions Ψ∗ and Φ∗, in the form (2.109) and (2.110), satisfy the conditions (2.108c)

and (2.108d). Consequently, it is only necessary to show that the functions g∗,f∗, ψ̃ and ϕ̃

can be chosen in a particular way such that equations (2.108a)-(2.108b) are satisfied.

Applying the potential relations (2.16)-(2.22) to equations (2.108a)-(2.108b), we obtain

Q̊f∗ +
4

3
µg∗ + P̊

(
Ψ0 + ψ̃

)
− Π̊ (µΦ0 + µϕ) = F0, (2.111)

Ůf∗ + Q̊(µg∗) + V̊
(
Ψ0 + ψ̃

)
− W̊ (µΦ0 + µϕ) = µF . (2.112)

Apply the Stokes operator with constant viscosity µ = 1, Å, to equations (2.111) and

(2.112). Then, apply the divergence operator to equation (2.112). As a result, we obtain

f∗ = Å(F0, µF ) (2.113)

µg∗ = div(µF )⇒ g∗ =
div(µF )

µ
(2.114)

which shows that the function f∗ is uniquely determined by F0 and µF and belongs to

L2(Ω) since (F0, µF ) ∈ H1,0(Ω;A). In addition, (2.114) shows that g∗ is also uniquely

determined by F and belongs to L2(Ω) due to the fact that µF ∈H1(Ω).

Let us substitute now (2.113) and (2.114) into equations (2.111)-(2.112) and move each

term which is not depending on either ψ̃ or φ̃ to the right hand side

P̊ψ̃ − Π̊(µϕ̃) = F0 −
4

3
div(µF )− Q̊

(
Å(F0, µF )

)
− P̊(Ψ0) + Π̊(µΦ0), (2.115)

in Ω,

V̊ ψ̃ − W̊ (µϕ̃) = µF − Ů
(
Å(F0, µF )

)
− Q̊(µF )− V̊ (Ψ0) + W̊ (µΦ0), (2.116)

in Ω.

Let us denote with J = (J0,J) the right hand side of (2.115)-(2.116)

J0 :=

(
F0 −

4

3
div(µF )− Q̊

(
Å(F0, µF )

)
− P̊(Ψ0) + Π̊(µΦ0)

)
,

J :=
(
µF − Ů

(
Å(F0, µF )

)
− Q̊div(µF )− V̊ (Ψ0) + W̊ (µΦ0)

)
.

It is easy to check that J satisfies the incompressible homogeneous Stokes system with

µ = 1: Å(J0,J) = 0 and divJ = 0.
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If the functions ψ̃ and ϕ̃ satisfy (2.115)-(2.116). Then, they will also satisfy the following

system:

rS2γ
+
(
V̊ ψ̃ − W̊ (µϕ̃)

)
= rS2

(
γ+J

)
, (2.117)

rS1

[
T̊

+
(
P̊(ψ̃)− Π̊(µϕ̃), V̊ ψ̃ − W̊ (µϕ̃)

)]
= rS1

(
T̊

+
(J0,J)

)
. (2.118)

The system (2.117)-(2.118) can be written using matrix notation as follows[
rS2V̊ rS2γ

+W̊

rS1W̊
′

rS1L̊

] [
ψ̃
µϕ̃

]
=

[
rS2 (γ+J)

rS1

(
T̊

+
(J0,J)

) ] . (2.119)

The matrix operator given by the lefthand side of the equations (2.117)-(2.118) is an iso-

morphism between the spaces H̃
−1/2

(S2) × H̃
1/2

(S1) onto H1/2(S2) × H−1/2(S1) (see,

[KoWe06, Theorem 3.10]). Therefore, the simultaneous equations (2.117) and (2.118) are

uniquely solvable with respect to ϕ̃ and ψ̃. We denote the solution of (2.117)-(2.118) by

ψ̃
0

and ϕ̃0.

Substitute now ψ̃
0

and ϕ̃0 into (2.111)-(2.112)

P̊ψ̃
0
− Π̊(µϕ̃0) = F0 −

4

3
µdiv(µF )− Q̊

(
Å(F0, µF )

)
− P̊(Ψ0) + Π̊(µΦ0), (2.120)

in Ω,

V̊ ψ̃
0
− W̊ (µϕ̃0) = µF − Ů

(
Å(F0, µF )

)
− Q̊div(µF )− V̊ (Ψ0) + W̊ (µΦ0), (2.121)

in Ω.

Let us rewrite equations (2.120) and (2.121) in terms of the parametrix-based potential

operators by applying (2.16)-(2.22)

P(Ψ0 + ψ̃
0
)−Π(Φ0 + ϕ̃0) +Q

(
Å(F0, µF )

)
+

4

3
µdiv(µF ) = F0, in Ω,

V (Ψ0 + ψ̃
0
)−W (Φ0 + ϕ̃0) + U

(
Å(F0, µF )

)
+ Qdiv(µF ) = F , in Ω.

Hence, Ψ∗ = Ψ0+ψ̃
0

and Φ∗ = Φ0+ϕ̃0 are uniquely determined by virtue of the uniqueness

of solution of the mixed problem for the Stokes system with µ = 1. Additionally, g∗ and f∗

are uniquely determined by conditions (2.113) and (2.114).
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The continuity and linearity of the operator C̃S1,S2 is owed to the linearity and continuity

of the operators involved.

Corollary 2.24. For any

F = ((F0,F ),F2,F3)> ∈H1,0(Ω;A)×H−1/2(S1)×H1/2(S2),

there exists a unique four-tuple

(g∗,f∗,Ψ∗,Φ∗)
> = CS1,S2F ∈ L2(Ω)×L2(Ω)×H−1/2(S)×H1/2(S),

such that

Q̊f∗ +
4

3
µg∗ + PΨ∗ −ΠΦ∗ = F0, inΩ, (2.122)

Qg∗ + Uf∗ + VΨ∗ −WΦ∗ = F , inΩ, (2.123)

rS1(T+(F0,F1)−Ψ∗) = F2, on S1 (2.124)

rS2(γ+F1 −Φ∗) = F3, on S2. (2.125)

Furthermore, the operator

CS1,S2 : H1,0(Ω;A)×H−1/2(S1)×H1/2(S2) −→ L2(Ω)×L2(Ω)×H−1/2(S)×H1/2(S)

is continuous.

Proof. Take Ψ := rS1T
+(F0,F1) − F2. Let us check, Ψ ∈ H−1/2(S1). Firstly, F2 ∈

H−1/2(S1). Secondly, (F0,F1) ∈ H1,0(Ω;A), then T+(F0,F1) ∈ H−1/2(S) and hence

rS1T
+(F0,F1) ∈H−1/2(S1). Therefore Ψ ∈H−1/2(S1).

In a similar fashion we take Φ := rS2γ
+F1−F3. It is easy to see by applying the trace

theorem that rS2γ
+F1 ∈ H1/2(S2) and therefore Φ ∈ H1/2(S2). The Corollary follows

from applying Lemma 2.23 with Ψ := rS1T
+(F0,F1)−F2 and Φ := rS2γ

+F1 −F3.

Theorem 2.25. The operator

M22
∗ : H1,0(Ω;A)× H̃

−1/2
(SD)× H̃

1/2
(SN ) −→H1,0(Ω;A)×H−1/2(SD)×H1/2(SN )

(2.126)

is continuous and continuously invertible.
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Proof. Let us consider an arbitrary right hand side to the system (2.101),

F22
∗ ∈H1,0(Ω;A)×H−1/2(SD)×H1/2(SN )

. By virtue of the Corollary 2.24, the right hand side F22
∗ can be written in the form

(2.122)-(2.125) with S1 = SD and S2 = SN . In addition, (g∗,f∗,Ψ∗,Φ∗)
> = CSD,SN

F22

where the operator CSD,SN
is bounded and has the following mapping property

CSD,SN
: H1,0(Ω;A)×H−1/2(SD)×H1/2(SN )

−→ L2(Ω)×L2(Ω)×H−1/2(S)×H1/2(S).

By virtue of Corollary 2.19 and the equivalence theorem of the system (M22), Theorem

2.22, there exists a solution of the equationM22
∗ X = F22

∗ . This solution can be represented

as

X = [p,v,ψ,φ]> = (M22
∗ )−1F22

∗ ,

where the operator

(M22
∗ )−1 : H1,0(Ω;A)×H−1/2(SD)×H1/2(SN )

−→H1,0(Ω;A)× H̃
−1/2

(SD)× H̃
1/2

(SN ).

is given by

(p,v) = A−1
M [g∗,f∗, rSD

Ψ∗, rSN
Φ∗]
>, ψ = T+(p,v)−Ψ∗, φ = γ+v −Φ∗,

where the A−1
M . Consequently, the operator (M22

∗ )−1 is a right inverse of the operator

(2.126). In addition, (M22
∗ )−1 is also the double sided inverse due to the injectivity of

(2.126) given by the Theorem 2.22.

Particularly, when µ = 1, the operator A becomes Å and R = R• ≡ 0. Consequently,

the boundary-domain integral equations system (2.102) can be reduced to a boundary in-

tegral equation system (BIES) consisting of 2 vector equations

rSD

(
1

2
ψ − W̊ ′ψ + L̊ϕ

)
= rSD

T+(F0,F )− rSD
Ψ0 on SD, (2.127)

rSN

(
1

2
ϕ− V̊ψ + W̊ϕ

)
= rSN

γ+F − rSN
Φ0 on SN . (2.128)
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and a (BDIES) consisting of a scalar equation and a vector equation

p = F0 + P̊ψ − Π̊ϕ inΩ, (2.129)

v = F + V̊ ψ − W̊ϕ inΩ, (2.130)

where the terms F0 and F are given by (2.84). The theorem of equivalence between the

BVP and BDIES, Theorem 2.22 leads to the following result of equivalence for the constant

coefficient case

Corollary 2.26. Let µ = 1 in Ω, f ∈ L2(Ω) and g ∈ L2(Ω). Moreover, let Φ0 ∈H1/2(S)

and Ψ0 ∈ H−1/2(S) be some extensions of ϕ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN ), respec-

tively.

i) If some (p,v) ∈ L2(Ω)×H1(Ω) solves the mixed BVP (2.7a)-(2.7d), then the solution

is unique, the couple (ψ,ϕ) ∈ H̃
−1/2

(SD)× H̃
1/2

(SN ) given by

ϕ = γ+v −Φ0, ψ = T+(p,v)−Ψ0 on S, (2.131)

solves the BIE system (2.127)-(2.128) and (p,v) satisfies (2.129)(2.130).

ii) If (ψ,ϕ) ∈ H̃
−1/2

(SD)×H̃
1/2

(SN ) solves the BIES (2.127)-(2.128), then (p,v) given

by (2.129)-(2.130) solves the BVP (2.7a)-(2.7d) and the relations (2.131) hold. More-

over, the system (2.127)-(2.128) is uniquely solvable in H̃
−1/2

(SD)× H̃
1/2

(SN ).

The system (2.127)-(2.128) can be expressed using matrix notation as follows

M̊22X̊ = F̊22 (2.132)

where X̊ = (ψ,ϕ)> ∈ H̃
−1/2

(SD)× H̃
1/2

(SN ); the operator

M̊22 : H̃
−1/2

(SD)× H̃
1/2

(SN ) −→H−1/2(SD)×H1/2(SN ),

defined by

M̊22 =

 rSD

(
1

2
I − W̊ ′

)
rSD

L̊

−rSN
V̊ rSN

(
1

2
I + W̊

)
 , (2.133)
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and the right hand side F̊22 ∈H−1/2(SD)×H1/2(SN ) is given by

F̊22 =

[
rSD

(
T̊+F −Ψ0

)
rSN

(γ+F −Φ0)

]
. (2.134)

The operator M̊22 is evidently continuous. Moreover, in virtue of Corollary 2.26, the

operator M̊22 is also injective.

Theorem 2.27. The operator

M̊22 : H̃
−1/2

(SD)× H̃
1/2

(SN ) −→H−1/2(SD)×H1/2(SN )

is invertible.

Proof. A solution of the system (2.132) with an arbitrary right hand side

F̊22 = [F̂
22

2 , F̂
22

3 ]> ∈H−1/2(SD)×H1/2(SN ) (2.135)

is given by the pair (ψ,ϕ) which satisfies the following extended system:

M̂22X = F̂22, (2.136)

where X = (p,v,ψ,ϕ)>, F̂22 = (0,0, F̊22
2 , F̊

22
3 )> and

M̂22 =


I 0 −P̊ Π̊

0 I −V̊ W̊

0 0 rSD

(
1

2
I − W̊ ′

)
rSD

L̊

0 0 −rSN
V̊ rSN

(
1

2
I + W̊

)

 (2.137)

In virtue of Theorem 2.25 with µ = 1, the operator M̂22 has a bounded inverse.

Theorem 2.28. The operator

M22
∗ : L2(Ω)×H1(Ω)×H̃

−1/2
(SD)×H̃

1/2
(SN ) −→ L2(Ω)×H1(Ω)×H−1/2(SD)×H1/2(SN ),

is continuously invertible.
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Proof. Let us consider the following operator

M̃22 =


I 0 −P Π
0 I −V W

0 0 rSD

(
1

2
I − W̊ ′

)
rSD

L̂

0 0 −rSN
V rSN

(
1

2
I + W

)

 (2.138)

The operator M̃22 is a compact perturbation of the operator M22
∗ due to the compact

properties given by Theorem 2.6, Theorem 2.4 and Corollary 2.10. Using the relations

(2.23) and (2.20), we can express the operator M̃22 in the form

M̃22 = diag

(
1,

1

µ
I, I,

1

µ
I

)
M̂22diag(1, µI, I, µI) (2.139)

where diag(a, bI, cI, dI) represents a 10 by 10 diagonal matrix

diag(a, bI, cI, dI) =


a 0 0 0
0 b 0 0
0 0 c 0
0 0 0 d

 . (2.140)

The operator M̂22 defined by (2.137) can be understood as a triangular block matrix

with the three following diagonal operators

I : L2(Ω+) −→ L2(Ω+),

I : H1(Ω+) −→H1(Ω+),

M̊22 : H̃
−1/2

(SD)× H̃
1/2

(SN ) −→H−1/2(SD)×H1/2(SN ).

In virtue of Theorem 2.27, the operator M̊22 is invertible. Consequently, M̂22 is an

invertible operator as well. As µ is strictly positive, the diagonal matrices are invertible

and the operator M̃22 is also invertible. Thus, the operator M22
∗ is a zero index Fredholm

operator.

The invertibility of the operator simply follows from the injectivity of the operatorM22
∗

derived from Theorem 2.22 (iii).

The last three vector equations of the system (M22) are segregated from p. Therefore,

we can define the new system given by equations (2.99b)-(2.99d) which can be written using
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matrix notation as

M22Y = F22, (2.141)

where Y represents the vector containing the unknowns of the system

Y = (v,ψ,φ) ∈H1(Ω)× H̃
−1/2

(SD)× H̃
1/2

(SN ),

and the matrix operator M22 is given by

M22 :=


I + R −V W

rSD
T+(R•,R) rSD

(
1

2
I −W ′

)
rSD

L+

rSN
γ+R −rSN

V rSN

(
1

2
I + W

)
 .

Theorem 2.29. The operator M22

M22 : H1(Ω)× H̃
−1/2

(SD)× H̃
1/2

(SN ) −→H1(Ω)×H−1/2(SD)×H1/2(SN ),

is continuous and continuously invertible.

Proof. The operator is continuous due to the mapping properties of the operators involved.

Let us assume that M22 is not invertible. Then, the system (2.141) has at least two

different solutions (v1,ψ1,φ1) and (v2,ψ2,φ2). Then, using equation (2.99a), we can obtain

the corresponding pressure for each of the two solutions. Hence, we have two solutions for

the system (M22) (p1,v1,ψ1,φ1) and (p2,v2,ψ2,φ2). However, the BDIES (2.99a)-(2.99d)

is uniquely solvable by virtue of Theorem 2.22. Therefore, both solutions must be the same

what implies the invertibility of the operator M22.

Since the equations (2.99b)-(2.99d) coincide with the equations of the BDIES (2.101),

the solution of the latter one given by X =M22
∗ F22
∗ , where X = [p,v,φ,ψ]> provides the

solution Y = [v,φ,ψ]> of the system M22Y = F22 for any arbitrary right hand side F22

what implies the invertibility of the operator M22.
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Chapter 3

BDIES for the compressible Stokes
system in exterior domains

3.1 Introduction

In this chapter, we derived two BDIES equivalent to the original mixed compressible Stokes

system defined on a exterior domain. Furthermore, mapping properties of the hydrodynamic

surface and volume potentials are shown in weighted Sobolev spaces. The main results are

the equivalence theorems and the invertibility theorems of the operators defined by the

BDIES.

3.2 Preliminaries

Let Ω := Ω+ be a unbounded (exterior) simply connected domain and let Ω− := R3 r Ω
+

be the complementary (bounded) subset of Ω. The boundary S := ∂Ω is simply connected,

closed and infinitely differentiable, S ∈ C∞. Furthermore, S := SN ∪ SD where both SN

and SD are non-empty, connected disjoint manifolds of S. In addition, the border of these

two submanifolds is also infinitely differentiable, ∂SN = ∂SD ∈ C∞.

To ensure uniquely solvability of the BVPs in exterior domains, we will use weighted

Sobolev spaces with weight

ω(x) = (1 + |x|2)1/2,

(see e.g., [CMN13, Ha71, Ne03, Gr87, Gr78, LiMa73, NePl73]. Let

L2(ω−1; Ω) = {g : ω−1g ∈ L2(Ω)},
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be the weighted Lebesgue space and H1(Ω) the following weighted Sobolev (Beppo-Levi)

space constructed using the L2(ω−1; Ω) space

H1(Ω) := {g ∈ L2(ω−1; Ω) : ∇g ∈ L2(Ω)}

endowed with the corresponding norm

‖ g ‖2H1(Ω):=‖ ω
−1g ‖2L2(Ω) + ‖ ∇g ‖2L2(Ω) .

The analogous vector counterpart of H1(Ω) reads

H1(Ω) := {g ∈ L2(ω−1; Ω) : ∂jgi ∈ L2(Ω)}, i, j ∈ {1, 2, 3}.

Taking into account that D(Ω) is dense in H1(Ω) it is easy to prove that D(Ω) is dense

in H1(Ω). For further details, cf. [CMN13, p.3] and more references therein.

If Ω is unbounded, then the seminorm

|g|H1(Ω) :=‖ ∇g ‖L2(Ω),

is equivalent to the norm ‖ g ‖H1(Ω) in H1(Ω) [LiMa73, Chapter XI, Part B, §1]. On the

contrary, if Ω− is bounded, then H1(Ω−) = H1(Ω−). If Ω′ is a bounded subdomain of an

unbounded domain Ω and g ∈H1(Ω), then g ∈H1(Ω′).

Let us introduce H̃
1
(Ω) as the completion of D(Ω) in H1(R3); let H̃

−1
(Ω) := [H1(Ω)]∗

and H−1(Ω) := [H̃
1
(Ω)]∗ be the corresponding dual spaces. Evidently, the space L2(ω; Ω) ⊂

H−1(Ω).

For any generalised function g in H̃
−1

(Ω), we have the following representation property

(see ansatz (2.5.129) in [Ne03]), gj = ∂igij + g0
j , gij ∈ L2(R3) and are zero outside the

domain Ω, whereas g0
j ∈ L2(ω; Ω). Consequently, D(Ω) is dense in H̃

−1
(Ω) and D(R3) is

dense in H−1(R3).

Condition 3.1. The remainder includes first order derivatives of the variable coefficient

µ. For this reason, we will assume that µ ∈ C1(R3) ∩ L∞(R3) as well as ω∇µ ∈ L∞(R3).

In addition, we will assume that there exist constants C1 and C2 such that

0 < C1 < µ(x) < C2. (3.1)
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The operator A acting on v ∈ H1(Ω) and p ∈ L2(Ω) is well defined in the weak sense

as long as the variable coefficient µ(x) is bounded, i.e. µ ∈ L∞(Ω), as

〈A(p,v),u〉Ω = −E((p,v),u), ∀u ∈ D(Ω), (3.2)

where E ((p,v),u) (x) and E ((p,v),u) are defined as in (2.2) and (2.3) respectively.

E ((p,v),u) (x) : =
1

2
µ(x)

(
∂ui(x)

∂xj
+
∂uj(x)

∂xi

)(
∂vi(x)

∂xj
+
∂vj(x)

∂xi

)
− 2

3
µ(x)div v(x) divu(x)− p(x)divu(x).

The bilinear functional

E ((p,v),u) :
(
L2(Ω)×H1(Ω)

)
× H̃

1
(Ω) −→ R

is bounded. Thus, by density of D(Ω) in H̃
1
(Ω), the operator

A : L2(Ω)×H1(Ω) −→H−1(Ω)

is also bounded and gives the weak form of the operator (2.1).

We will also make use of the following space, (cf. e.g., [Co88] [CMN09]),

H1,0(Ω;A) := {(p,v) ∈ L2(Ω)×H1(Ω) : A(p,v) ∈ L2(ω; Ω)},

endowed with the norm, ‖ · ‖H1,0(Ω;L), where

‖(p,v)‖H1,0(Ω;A) :=
(
‖p‖2L2(Ω) + ‖v‖2H1(Ω)

+ ‖ωA(p,v)‖2L2(Ω)

)1/2
.

For sufficiently smooth functions v and p in Ω±, we can write the classical traction operators

on the boundary S as (2.4), in which nj(x) denote the components of the unit normal vector

n(x) to the boundary S directed outwards the exterior domain Ω. Moreover, γ± denote the

trace operators from inside and outside Ω which according to the trace theorem satisfy the

mapping property γ± : H1(Ω) −→H1/2(S), [CMN13, p.4].
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Traction operators (2.4) can be continuously extended to the canonical traction oper-

ators T± : H1,0(Ω±,A) → H−1/2(S) defined in the weak form similar to [Co88, Mi11,

CMN13] as

〈T+(p,v),w〉S :=

∫
Ω±

[
A(p,v)γ+

−1w + E
(
(p,v),γ+

−1w
)]
dx

∀ (p,v) ∈H1,0(Ω±,A), ∀w ∈H1/2(S),

where the operator γ+
−1 : H1/2(S)→H1(Ω) denotes a continuous right inverse of the trace

operator γ+ : H1(Ω)→H1/2(S).

Furthermore, if (p,v) ∈H1,0(Ω,A) and u ∈H1(Ω), the first Green identity (2.5) holds.

Applying the identity (2.5) to the pairs (p,v), (q,u) ∈H1,0(Ω,A) with exchanged roles

and subtracting the one from the other, we arrive at the second Green identity, cf. [McL00,

Mi11], ∫
S

(Tj(p,v)uj − Tj(q,u)vj) dS(x) =∫
Ω

[
Aj(p,v)uj −Aj(q,u)vj + q div v − p divu

]
dx. (3.3)

Mixed problem For f ∈ L2(ω,Ω), ϕ0 ∈H1/2(SD), g ∈ L2(ω,Ω) and ψ0 ∈H−1/2(SN ),

find (p,v) ∈H1,0(Ω,A) such that:

A(p,v) = f , in Ω, (3.4a)

div(v)(x) = g, in Ω, (3.4b)

γ+v = ϕ0, on SD, (3.4c)

T+(p,v) = ψ0, on SN . (3.4d)

Theorem 3.2. The mixed BVP (3.4) has at most one solution in the space H1,0(Ω;A).

Proof. Let us suppose that there are two possible solutions: (p1,v1) and (p2,v2) belonging

to the space H1,0(Ω;A), that satisfy the BVP (3.4). Then, the pair (p,v) := (p2,v2) −

56



(p1,v1) ∈H1,0(Ω;A) satisfies the homogeneous mixed BVP

A(p,v)(x) = 0, x ∈ Ω, (3.5a)

div(v)(x) = 0, x ∈ Ω, (3.5b)

rSD
γ+v(x) = 0, x ∈ SD, (3.5c)

rSN
T+(p,v)(x) = 0, x ∈ SN . (3.5d)

Substituting (p,v) in the first Green identity (2.5), since this one holds for any (q,u) ∈

H1,0(Ω;A), in particular (q,u) ∈H1
SD,div

(Ω;A) where

H1
SD,div

(Ω;A) := {(q,u) ∈H1,0(Ω;A) : γ+
SD
u = 0, divu = 0 in Ω}.

The first Green identity applied to any (q,u) ∈H1
SD,div

(Ω;A) and (p,v) results in (2.9).

In particular, one could choose (q,u) := (p,v) with (p,v) ∈ H1
SD,div

(Ω;A). Then, the

first Green identity (2.5) yields and the rest of the uniqueness arguments repeats as in the

end of the proof of Theorem 2.1.

This BVP (3.4) can be represented by the following operator:

AM : H1,0(Ω,A) −→ L2(ω; Ω)×L2(ω,Ω)×H1/2(SD)×H−1/2(SN ). (3.6)

3.3 Parametrix and Remainder

We recall from the previous chapter that the pair of functions (qk,uk)k=1,2,3 defined by

(2.10) and (2.11) is a parametrix of the operator A, i.e.,

Aj(x; qk,uk)(x,y) = δkj δ(x− y) +Rkj(x,y). (3.7)

Remark 3.3. Let µ satisfy condition 3.1. Then µ(x) and
1

µ(x)
are multipliers in the space

H1(Ω).

57



3.4 Hydrodynamic potentials

As the parametrix that we are considering is the same as in the previous chapter the

hydrodynamic potentials defined in Section 2.4 remain the same. In addition, we will

introduce the operators U,Q,R and R• whose definitions coincide, respectively, with the

definition of the operators U ,Q,R and R• with the sole difference that Ω = R3.

Condition 3.4. Apart from the condition 3.1, we will sometimes also assume the following:

µ ∈ C2(R3); ω2∂j∂iµ ∈ L∞(R3). (3.8)

3.4.1 Mapping properties

The following assertions have been recently studied by [KLMW] for the constant coefficient

case. Then by relations (2.16)-(2.24) we obtain their counterparts for the variable-coefficient

case. Let us highlight that the operators U ,Q, Q,R, R• are defined in the same way as

U ,Q,Q,R and R• with the particularity that Ω = R3.

Theorem 3.5. The following vector operators are continuous under condition 3.1,

U : H−1(R3) −→H1(R3), (3.9)

U : H̃
−1

(Ω) −→H1(Ω), (3.10)

Q : L2(R3) −→H1(R3), (3.11)

Q : L2(Ω) −→H1(Ω), (3.12)

Q : H−1(R3) −→ L2(R3), (3.13)

Q : H̃
−1

(Ω) −→ L2(Ω), (3.14)

R : L2(ω−1;R3) −→H1(R3), (3.15)

R : L2(ω−1; Ω) −→H1(Ω), (3.16)

R• : L2(ω−1;R3) −→ L2(R3), (3.17)

R• : L2(ω−1; Ω) −→ L2(Ω). (3.18)
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Proof. Let us consider relations (2.16) and (2.18). Then, the continuity of the operators U ,

U , Q and Q then follows from the continuity of the operators Ů , Ů , Q̊ and Q̊ proved in

[KLMW, Lemma 3.1].

Let us prove now the continuity of the operator (3.15). Taking into consideration (2.17),

we need only need to prove the continuity of the terms ∂jŮki(gj∂iµ) and Q̊k(gj∂jµ).

First, let us note that by condition 3.1, µ and
1

µ
are bounded and act as multipliers in

the space H1(Ω). In addition, condition 3.1 states that ω∂iµ ∈ L∞(R3). Consequently, for

any function gj ∈ L2(ω−1;R3), we have that gj∂iµ ∈ L2(R3), see [CMN13, Theorem 4.1].

Let us prove continuity of the term ∂jŮki(gj∂iµ) in (2.17). For this purpose, we consider

a function gj in D(R3). Then

∂jŮki(gj∂iµ) = −Ůki∂j(gj∂iµ). (3.19)

Considering the density of D(R3) in H−1(R3), we can extend the relation (3.19) from D(R3)

to H−1(R3). Hence, we only need to prove that ∂j(gj∂iµ) ∈ H−1(Ω). To do this, we will

use again the density of D(R3) in H−1(R3). Let ρn ∈ D(R3) converging to gj∂iµ ∈ L2(R3).

Then, ∂j(ρn) will converge to ∂j(gj∂iµ) in H−1(R3) ⊂ H−1(R3). Then, the continuity of

the operator ∂jŮki(gj∂iµ) follows from the continuity of the operator (3.9).

The continuity of the operators ∂iŮkj(gj∂iµ) and Q̊k(gj∂jµ) can be proved in a similar

way. Consequently, the operator (3.15) is continuous.

Continuity of the operator (3.15) implies the continuity of the operator (3.16).

Let us prove now the continuity of the operator (3.17). Taking into account (2.19), the

continuity of the operator (3.17) will follow from the continuity of the operator ∂jQ(∂iµgj).

Applying a similar density argument as for the previous proof, we can deduce ∂jQ(∂iµgj) =

−Q∂j(∂iµgj). Since, ∂j(∂iµgj) ∈ H−1(R3), the continuity of ∂jQ(∂iµgj) directly follows

now from the continuity of the operator (3.14).

Continuity of the operator (3.18) is implied by the continuity of the operator (3.17).

The mapping property of the operator (3.11)-(3.12) differs from the vector operators Q and

Q and need to be proven.
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Let us consider φ ∈ D(R3) ⊂ L2(R3). Note the following property

q̊k =
∂E∆

∂xk
. (3.20)

where

E∆(x, y) =
−1

4π|x− y|
,

is the fundamental solution of the Laplace equation. The newtonian volume potential is

defined as

P∆φ(y) =

∫
R3

E∆(x, y)φ(x) dx, (3.21)

and solves the Poisson equation ∆ω = φ in R3. It is well known that the Laplace operator

∆ : H1(R3) −→ H−1(R3) has a continuous inverse, ∆−1 : H−1(R3) −→ H1(R3). The inverse

operator, ∆−1 can be seen as a continuous extension of the operator P∆ due to the density

of D(R3) within H−1(R3). Take into account (3.20), we can deduce

Q̊kφ =

∫
R3

q̊k(x, y)φ(x) dx =

∫
R3

∂E∆

∂xk
(x, y)φ(x) dx = −

∫
R3

E∆(x, y)
∂φ(x)

∂xk
dx.

Hence, Q̊kφ = −P∆(∂kφ).

Let φ ∈ L2(R3), then for any function g ∈ D(Ω), we have that

〈φ , ∂kg〉R3 = −〈∂kφ , g〉R3 (3.22)

Hence, as the first term in (3.22) is the scalar product in L2(R3) which is well de-

fined since the integrand belongs to L2(R3) by virtue of the Cauchy-Schwartz inequality.

Therefore, also is the second term. By density, we can extend (3.22) from g ∈ D(R3) to

g ∈ H1(R3) by density, and hence to H1(R3).

Now, the second term could thus be interpreted as ∂kφ ∈ H−1(R3) ⊂ H1(R3) since

D(R3) is dense in H1(R3), see [Bn10, Corollary 10.4.11].

As a result, Q̊kφ = −P∆(∂kφ) ∈ H1(R3). Consequently, by (2.18), the mapping property

(3.11) follows and thus also does (3.12).
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Theorem 3.6. The following operators are continuous under condition 3.1

V : H−1/2(S) −→H1(Ω), (3.23)

P : H−1/2(S) −→ L2(Ω), (3.24)

W : H1/2(S) −→H1(Ω), (3.25)

Π : H1/2(S) −→ L2(Ω). (3.26)

Proof. Let us consider relations (2.20) and (2.22). The continuity of the operators V , P,

W and Π then follows from the continuity of the operators V̊ , W̊ , P̊ and Π̊ which has

already being proved in [KLMW, Lemma 3.3].

Corollary 3.7. The following operators are continuous under conditions 3.1 and condition

3.4,

(P,V ) : H−1/2(S) −→H1,0(Ω;A), (3.27)

(Π,W ) : H1/2(S) −→H1,0(Ω;A), (3.28)

(Q,U) : L2(ω; Ω) −→H1,0(R3;A), (3.29)

(R•,R) : H1(Ω) −→H1,0(Ω;A), (3.30)(
4

3
µI,Q

)
: L2(Ω) −→H1,0(Ω;A). (3.31)

Proof. Let us consider first the single layer potentials (Pg,V g) ∈ H1(Ω) × L2(Ω) for

g ∈H−1/2(S). Let us apply the operator A taking into consideration (2.20) and (2.22)

A (Pg,V g) = A
(
P̊g, 1

µ
V̊ g

)
= Åj

(
P̊g, V̊kg

)
+ ∂k

(
µ

[
∂j(1/µ)V̊kg + ∂k(1/µ)V̊jg −

2

3
δkj ∂i(1/µ)V̊ig

])
.

Now, the term Åj
(
P̊g, V̊kg

)
vanishes and the second term belongs to L2(ω; Ω) since

V g ∈ H1(Ω). The same argument works for the double layer potential (W ,Π) g with

g ∈ H1/2(S). In addition it works for the Newtonian potentials (U ,Q) with the sole

difference that Åj
(
Q̊g, Ůkg

)
= gj and g ∈ L2(ω; Ω).
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For the remainder operators g ∈ H1(Ω) and hence (R•g,Rg) ∈ H1(Ω) × H2(Ω).

Consequently, A (R•g,Rg) ∈H1(Ω) ⊂ L2(ω; Ω).

For the operator (
4

3
gµ, Q̊(µg)), we proceed on a similar manner as before

A
(

4

3
gµ,Qg

)
= A

(
4

3
gµ,

1

µ
Q̊(µg)

)
= Åj

(
4

3
gµ,

1

µ
Q̊(µg)

)
+ ∂k

(
∂j(1/µ)Q̊k(µg) + ∂k(1/µ)Q̊j(µg)− 4

3
δjk∂i(1/µ)Q̊k(µg)

)
.

Since Q̊j(µg) ∈ H1(Ω) by virtue of Theorem 3.5, the whole second term belongs to

L2(ω; Ω). Hence, we only need to prove that Åj(
4

3
gµ, Q̊(µg)) ∈ L2(ω; Ω). We have that

(2.46) holds. Hence, (
4

3
gµ, Q̊(µg)) ∈H1,0(Ω;A), as in the proof of the analogous property

(2.44) for bounded domains.

3.5 The Third Green Identities

Third Green identities for (p,v) ∈ H1,0(Ω;A) and to the parametrix (qk,uk) can be ob-

tained following a similar approach as in the previous chapter, see Theorem 2.12 and iden-

tities (2.50).

v + Rv − V T+(p,v) +Wγ+v = UA(p,v) + Qdiv(v) in Ω, (3.32)

p+R•v − PT (p,v) + Πγ+v = QA(p,v) +
4µ

3
div(v) in Ω. (3.33)

If the couple (p,v) ∈ H1,0(Ω;A) is a solution of the Stokes PDE (3.4a) with variable

coefficient, then (3.32) and (3.33) give

v + Rv − V T+(p,v) +Wγ+v = Uf + Qg, (3.34)

p+R•v − PT (p,v) + Πγ+v = Qf +
4µ

3
g in Ω. (3.35)

Let us recall that the traction operator is well defined due to the mapping properties pro-

vided by the Theorem 3.7. Consequently we can obtain the trace and traction of the third

Green identities for (p,v) ∈H1,0(Ω;A) on S.

1/2γ+v + γ+Rv − VT+(p,v) + Wγ+v = γ+Uf + γ+Qg, (3.36)
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1/2T+(p,v) + T+(R•,R)v −W ′T+(p,v) + L+γ+v = T̃+(f , g), (3.37)

where

T̃+(f , g) := T+(Qf +
4µ

3
g,Uf + Qg) (3.38)

One can prove the following two assertions that are instrumental for proof of equivalence

of the BDIES and the BVPs.

Lemma 3.8. Let conditions 3.1 and 3.4 hold. Let v ∈ H1(Ω), p ∈ L2(Ω), g ∈ L2(Ω),

f ∈ L2(ω; Ω), Ψ ∈H−1/2(S) and Φ ∈H1/2(S) satisfy the equations

p+R•v − PΨ + ΠΦ = Q̊f +
4µ

3
g, in Ω (3.39)

v + Rv − VΨ +WΦ = Uf + Qg, in Ω. (3.40)

Then (p,v) ∈ H1,0(Ω,A) and solve the equations A(p,v) = f and div v = g. Moreover,

the following relations hold true:

P(Ψ− T+(p,v))−Π(Φ− γ+v) = 0, in Ω, (3.41)

V (Ψ− T+(p,v))−W (Φ− γ+v) = 0, in Ω. (3.42)

Proof. By virtue of Corollary 3.7, it is easy to deduce that (p,v) ∈ H1,0(Ω,A). The

remaining part of the proof follows word by word from Theorem 2.13.

Lemma 3.9. Let S = S1 ∪ S2, where S1 and S2 are open non-empty non-intersecting

simply connected submanifolds of S with infinitely smooth boundaries. Let Ψ∗ ∈ H̃
−1/2

(S1),

Φ∗ ∈ H̃
1/2

(S2). If

P(Ψ∗)−Π(Φ∗) = 0, VΨ∗(x)−WΦ∗(x) = 0, in Ω, (3.43)

then Ψ∗ = 0, and Φ∗ = 0, on S.

Proof. Multiply the second equation in (3.43) by µ and apply relations (2.20)

V̊Ψ∗ − W̊ (µΦ∗) = 0 on Ω. (3.44)
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Then apply the trace operator in both sides taking into account the jump relations given

by Theorem 2.8,

V̊Ψ∗(x) +
1

2
(µΦ∗)− W̊(µΦ∗) = 0 in S. (3.45)

Apply the potential relations (2.22) to the first equation in (3.43) to obtain

P̊Ψ∗ − Π̊(µΦ∗) = 0 (3.46)

Now apply the traction operator at both sides of equations (3.45)-(3.46) taking as pressure

equation (3.46) and as velocity (3.45), keeping in mind the jump relations given by Theorem

2.8 to obtain

1

2
Ψ∗ + W̊ ′Ψ∗ − L̊(µΦ∗) = 0 onS. (3.47)

To ease the notation, let Φ̂ := (µΦ∗) and Ψ̂ := Ψ∗. We consider now the system with

equations (3.45) and (3.47) which can be written using matrix notation as follows:

C̊Ω+X = 0, (3.48)

where,

C̊Ω+ =

 1

2
I − W̊ V̊

−L̊ 1

2
I + W̊ ′

 , X =

[
Φ̂

Ψ̂

]
. (3.49)

Here, the matrix operator C̊Ω+ denotes the so-called Calderon projector. We can relate the

Calderon projector of the exterior domain with the corresponding projector for the bounded

domain by the relation C̊Ω+ = I − C̊Ω− , see [HsWe08, Formula 2.3.28]. Therefore, we only

need to focus on showing that the system [I − C̊Ω− ]X = 0 is uniquely solvable.

The system [I − C̊Ω− ]X = 0 reads:

−V̊Ψ̂− 1

2
Φ̂ + W̊Φ̂ = 0, in S, (3.50)

1

2
Ψ̂− W̊ ′Ψ̂ + L̊Φ̂ = 0, in S. (3.51)

Take the restriction to SD of (3.50) and the restriction of (3.51) to SN , we obtain

M̊ =

[
−rS1V̊ +rS1W̊
−rS2W̊ ′ +rS2L̊

]
, X =

[
Ψ̂

Φ̂

]
. (3.52)

The system (3.52) can be written using matrix notation as
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−M̊X = 0.

The operator M̊ was already studied in Lemma 2.14, and is positive definite, from where

it follows the unique solvability of (3.48).

3.6 BDIES

We aim to obtain two different segregated BDIES for the mixed BVP (3.4). This is a

well known procedure as shown in [CMN09], [MiPo15-I] and [Mi02] and further references

therein.

To this end, let the functions Φ0 ∈ H1/2(S) and Ψ0 ∈ H−1/2(S) be respective contin-

uations of the boundary functions ϕ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN ) from (3.4c) and

(3.4d).

where ϕ ∈ H̃
1/2

(SN ) and ψ ∈ H̃
−1/2

(SD) are unknown boundary functions.

3.6.1 BDIES - M11

Let us now take equations (3.34) and (3.35) in the domain Ω and restrictions of equations

(3.36) and (3.37) to the boundary parts SD and SN , respectively. Substituting there rep-

resentations (2.82) and considering further the unknown boundary functions ϕ and ψ as

formally independent of (segregated from) the unknown domain functions p and v, we ob-

tain the following system of four boundary-domain integral equations for four unknowns,

(p,v) ∈H1,0(Ω,A), ϕ ∈ H̃
1/2

(SN ) and ψ ∈ H̃
−1/2

(SD),:

p+R•v − Pψ + Πϕ = F0 in Ω, (3.53a)

v + Rv − V ψ +Wϕ = F in Ω, (3.53b)

rSD
γ+Rv − rSD

Vψ + rSD
Wϕ = rSD

γ+F −ϕ0 on SD, (3.53c)

rSN
T+(R•,R)v − rSN

W ′ψ + rSN
L+ϕ = rSN

T+(F0,F )−ψ0 on SN , (3.53d)

where

F0 = Qf − 2

3
µg + PΨ0 −ΠΦ0, F = Uf + Qg + VΨ0 −WΦ0. (3.54)
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Applying Lemma 3.8 to (3.54), keeping in mind the equations (3.53a) and (3.53b), and

taking into account the mapping properties delivered by Theorem 3.5, Theorem 3.6 and

Theorem 3.7, we obtain that (F0,F ) ∈H1,0(Ω,A).

We denote the right hand side of BDIE system (3.53) as

F11
∗ := [F0,F11] = [F0,F , rSD

γ+F −ϕ0, rSN
T+(F , F )−ψ0]>, (3.55)

which implies F11
∗ ∈H1,0(Ω,A)×H1/2(SD)×H−1/2(SN ).

Note that BDIE system (3.53) can be split into the BDIE system (M11), of 3 vector

equations (3.53b), (3.53c), (3.53d) for 3 vector unknowns, v, ψ and ϕ, and the separate

equation (3.53a) that can be used, after solving the system, to obtain the pressure, p.

However since the couple (p,v) shares the space H1,0(Ω,A), equations (3.53b), (3.53c),

(3.53d) are not completely separate from equation (3.53a).

The system (M11) given by equations (3.53b), (3.53c), (3.53d) can be written using

matrix notation as

M11
∗ X = F11

∗ , (3.56)

where X represents the vector containing the unknowns of the system

X = (p,v,ψ,ϕ)> ∈ L2(Ω)×H1(Ω)× H̃
−1/2

(SD)× H̃
1/2

(SN )

The matrix operator M11 is defined by

M11
∗ =


I R• −P Π
0 I + R −V W
0 rSD

γ+R −rSD
V rSD

W
0 rSN

T+(R•,R) −rSN
W ′ rSN

L

 .
We note that the mapping properties of the operators involved in the matrix imply the

continuity of the operator

M11
∗ : L2(Ω)×H1(Ω)× H̃

−1/2
(SD)× H̃

1/2
(SN )

−→ L2(Ω)×H1(Ω)×H−1/2(SD)×H1/2(SN ).

Remark 3.10. The term F11
∗ = 0 if and only if (f , g,Φ0,Ψ0) = 0.
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Proof. Lemmas 3.8 and 3.9 are the analogous version of Theorem 2.13 and Lemma 2.14

for weighted Sobolev spaces. Therefore, the same argument used to prove Remark 2.15 for

bounded domains can be applied here. Hence, the result follows.

3.6.2 BDIES - M22

Let us now take equations (3.34) and (3.35) in the domain Ω and restrictions of equations

(3.36) and (3.37) to the boundary parts SN and SD respectively. Substituting there rep-

resentations (2.82) and considering further the unknown boundary functions ϕ and ψ as

formally independent of (segregated from) the unknown domain functions v and p, we ob-

tain the following system of four boundary-domain integral equations for four unknowns,

(p,v) ∈H1,0(Ω,A), ϕ ∈ H̃
1/2

(SN ) and ψ ∈ H̃
−1/2

(SD):

p+R•v − Pψ + Πϕ = F0, (3.57a)

v + Rv − V ψ +Wϕ = F , (3.57b)

1

2
ψ + rSD

T+(R•,R)v − rSD
W ′ψ + rSD

L+ϕ = rSD
T+(F0,F )− rSD

Ψ0, (3.57c)

1

2
ϕ+ rSN

γ+Rv − rSN
Vψ + rSN

Wϕ = rSN
γ+F − rSN

Φ0. (3.57d)

where the terms in the right hand sides F0 and F are given by (3.54).

We remark that the first two equations, (3.57a) and (3.57b), are defined inside of the

domain Ω; the third equation (3.57c) is defined on SD and the forth equation (3.57d) on

SN .

Note that BDIE system (3.57a)-(3.57d) can be splitted into the BDIE system (M22), of

3 vector equations, (3.57b)-(3.57d), for 3 vector unknowns, v, ψ and ϕ, and the separate

equation (3.57a) that can be used, after solving the system, to obtain the pressure, p.

However, since the couple (p,v) shares the space H1,0(Ω,A), equations (3.57b), (3.57c)

and (3.57d) are not completely separate from equation (3.57a).

The system can be written using matrix notation as follows

M22
∗ X = F22

∗ , (3.58)
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where the matrix operator M22 is defined by

M22
∗ =


I R• −P Π
0 I + R −V W

0 rSD
T+(R•,R) rSD

(
1

2
I −W ′

)
rSD

L+

0 rSN
γ+R −rSN

V rSN

(
1

2
I + W

)

 , (3.59)

the vector X = (p,v,ψ,ϕ)> ∈ L2(Ω) ×H1(Ω) × H̃
−1/2

(SD) × H̃
1/2

(SN ) represents the

unknowns of the system, and the vector

F22
∗ = [F0,F , rSD

T+(F0,F )− rSD
Ψ0, rSN

γ+F − rSN
Φ0]>

is the right hand side and F22
∗ ∈ L2(Ω)×H1(Ω)×H−1/2(SD)×H1/2(SN ).

Due to the mapping properties of the operators involved in (3.59), we have the continuous

mapping

M22
∗ : L2(Ω)×H1(Ω)× H̃

−1/2
(SD)× H̃

1/2
(SN )

−→ L2(Ω)×H1(Ω)×H−1/2(SD)×H1/2(SN ).

Remark 3.11. The term F22
∗ := [F0,F , rSD

T+(F0,F ) − rSD
Ψ0, rSN

γ+F − rSN
Φ0]> = 0

if and only if (f , g,Φ0,Ψ0) = 0.

Proof. Lemma 3.8 and Lemma 3.9 are the analogous version of Theorem 2.13 and Lemma

2.14 for weighted Sobolev spaces respectively. Therefore, the same argument used to prove

Remark 2.21 for bounded domains can be applied here. Hence, the result follows.

3.7 Equivalence and Invertibility theorems

3.7.1 Equivalence theorem

This result is analogous to the equivalence theorems proven for bounded domain in the

previous chapter.

Theorem 3.12 (Equivalence Theorem). Let f ∈ L2(ω; Ω), g ∈ L2(Ω) and let Φ0 ∈

H−1/2(S) and Ψ0 ∈ H−1/2(S) be some fixed extensions of ϕ0 ∈ H1/2(SD) and ψ0 ∈

H−1/2(SN ) respectively. Let conditions 3.1 and 3.4 hold.
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(i) If some (p,v) ∈H1,0(Ω;A) solves the mixed BVP (3.4), then

(p,v,ψ,ϕ) ∈H1,0(Ω;A)× H̃
−1/2

(SD)× H̃
1/2

(SN ),

where

ϕ = γ+v −Φ0, ψ = T+(p,v)−Ψ0 on S, (3.60)

solve the BDIES (M11) and (M22).

(ii) If (p,v,ψ,ϕ) ∈H1,0(Ω;A)×H̃
−1/2

(SD)×H̃
1/2

(SN ) solves one of the BDIES, (M11)

or (M22), then it solves all the BDIES. Furthermore, the pair (p,v) solves the mixed

BVP (3.4) and the functions ψ,ϕ satisfy (3.60).

(iii) The BDIES: (M11) and (M22) have at most one solution in the space H1,0(Ω;A)×

H̃
−1/2

(SD)× H̃
1/2

(SN ).

Proof. The proof of item (i) follows from the derivation of the BDIES (M11) and (M22)

in a similar way as in Theorems 2.16 and 2.22 for the corresponding results for bounded

domains.

Item (ii) in bounded domains is proven by applying Theorems 2.13 and 2.14. As we

have proven an analogous result for unbounded domains, see Lemmas 3.8 and 3.9 which

also holds for bounded domains. Therefore, a similar argument as in Theorems 2.16 and

2.22 for the corresponding results for bounded domains can be applied here from where the

result follows.

Finally, item (iii) follows from the fact that the BVP (3.4) has at most one solution.

As the BVP is equivalent to the BDIES (M11) and (M22) then, these latter ones can have

only up to one solution.

3.7.2 Invertibility results for the system (M11)

To prove the more general results of invertibility using wider spaces: H1(Ω) × L2(ω; Ω)

instead of H1,0(Ω;A), in bounded domains required compactness of the operator R and

R• which is obtained in virtue of the compact embedding properties of Sobolev spaces, see
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[Br84]. However, the compact embeddings provided by the Rellich compactness theorem

do not hold for exterior (unbounded) domains. To overcome this issue, it is possible to

split the operators R and R• in the sum of two operators, one operator whose norm can

be made arbitrarily small whilst the other possesses the compact property, as in [CMN13,

Lemma 7.4].

To make the decomposition of the remainder operators we will require the following

condition.

Condition 3.13. In the following theorems, we will require the following condition:

lim
|x|→∞

ω(x)∇µ(x) = 0. (3.61)

The proof of the following Lemma follows a similar argument as in [CMN13, Lemma

7.4] for the corresponding scalar case.

Lemma 3.14. Let conditions 3.1 and 3.13 hold. Then, for any ε > 0 the operator R can

be represented as R = Rs + Rc, where ‖ Rs ‖H1(Ω)< ε, while Rc : H1(Ω) −→ H1(Ω) is

compact.

Proof. Let B(0, ε) be a ball with centre in 0 ∈ R3 and radius ε > 0 big enough such that

S ⊆ B(0, ε). Consider a cut-ff function χ such that 0 ≤ χ(y) ≤ 1 in R3 with the particular

property that χ(y) = 1, if y ∈ B(0, ε), and χ(y) = 0, if y ∈ R3 r B(0, 2ε). Let us now

introduce the two following operators:

Rcg := R(χg), Rsg := R((1− χ)g), for g ∈H1(Ω). (3.62)

Taking into account the relations (2.16) and (2.17), we can obtain the following inequality

‖Rsg‖H1(Ω) = ‖R((1− χ)g)‖H1(Ω)

= ‖−2

µ
∂jŮkihij −

2

µ
∂iŮkjhij −

1

µ
Q̊khjj‖H1(Ω)

= ‖ 2

µ
Ůki[∂jhij ] +

2

µ
Ůkj [∂ihij ]−

1

µ
Q̊khjj‖H1(Ω)

≤ ‖ 4

C1
Ukj [∂ihij ]−

1

µ
Q̊khjj‖H1(Ω)

≤ k1‖Ů‖H̃−1(Ω)→H1(Ω)
+ k2‖Q̊‖L2(ω;Ω)→H1(Ω)
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where hij := (1− χ)gj∂iµ.

Let us find estimates for k1 and k2. On one hand,

k1 := 4‖∂ihij‖H̃−1(Ω)
= 4‖∂i[(1− χ)gj∂iµ]‖H̃−1(Ω)

≤ 4‖[(1− χ)gj∂iµ]‖L2(Ω)

≤ 12 ‖gj‖L2(ω−1;Ω)‖ω∂iµ‖L∞(R3rB(0,ε)) ≤ 12‖gj‖H1(Ω)‖ω∂iµ‖L∞(R3rB(0,ε)).

On the other hand,

k2 := ‖hjj‖L2(Ω) = ‖[(1− χ)gj∂jµ]‖L2(Ω)

≤ ‖gj‖L2(ω−1;Ω)‖ω∂jµ‖L∞(R3rB(0,ε)) ≤ ‖gj‖H1(Ω)‖ω∂iµ‖L∞(R3rB(0,ε)).

Using the estimates for k1 and k2, we obtain the following estimate for the norm of Rsg

‖Rsg‖H1(Ω) ≤ k1‖Ů‖H̃−1(Ω)→H1(Ω)
+ k2‖Q̊‖L2(ω;Ω)→H1(Ω)

≤ 12‖gj‖H1(Ω)‖ω∂iµ‖L∞(R3rB(0,ε))‖Ů‖H̃−1(Ω)→H1(Ω)

+ ‖gj‖H1(Ω)‖ω∂iµ‖L∞(R3rB(0,ε))‖Q̊‖L2(ω;Ω)→H1(Ω). (3.63)

Taking the limit as ε → +∞ in (3.63), the term ‖ω∂iµ‖L∞(R3rB(0,ε)) → 0 by virtue of

condition 3.13. Therefore, as ε→ +∞, ‖Rsg‖H1(Ω) → 0, what completes the proof for the

operator Rsg.

To prove now that Rcg is compact, we still consider the same cut-off function χ. By

the definition of χ, we know that χ(y) > 0 if y is in the closure of B(0, 2ε). Consequently,

the operator

Rc : H1(Ω) −→H1(Ω),

satisfies the following relation Rcg = RΩ2ε(χg|Ω2ε) where Ω2ε := Ω ∩B(0, 2ε) and

(RΩ2ε)kρ(y) :=

∫
Ω2ε

Rkj(x,y)ρj(x)dx, y ∈ R3.

Note that Ω2ε is a bounded domain and hence, the operator Rc : L2(Ω2ε) −→ H1(Ω) is

continuous by virtue of Theorem 3.5. Furthermore, the restriction operator |Ω2ε is con-

tinuous and has the following mapping property |Ω2ε : H1(Ω) −→ H1(Ω2ε). Now, as the
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domain Ω2ε is bounded we can apply the Rellich compact embedding theorem to show that

the embedding H1(Ω2ε) ⊂ L2(Ω2ε) is compact from where it follows that the operator

Rc : H1(Ω) −→H1(Ω) is compact.

Reasoning very similarly we can obtain the equivalent result for the remainder operator

resulting from the pressure terms.

Lemma 3.15. Let conditions 3.1 and 3.13 hold. Then, for any ε > 0 the operator R• can

be represented as R• = R•s + R•c , where ‖ R•s ‖H1(Ω)< ε, while R•c : H1(Ω) −→ L2(Ω) is

compact.

Proof. Let B(0, ε) be a ball with centre in 0 ∈ R3 and radius ε > 0 big enough such that

S ⊆ B(0, ε). Consider a cut-ff function χ such that 0 ≤ χ(y) ≤ 1 in R3 with the particular

property that χ(y) = 1, if y ∈ B(0, ε), and χ(y) = 0, if y ∈ R3 r B(0, 2ε). Let us now

introduce the two following operators:

R•cg := R•(χg), R•sg := R•((1− χ)g), for g ∈H1(Ω). (3.64)

Taking into account the relations (2.19), we can obtain the following inequality

‖R•sg‖H1(Ω) = k3‖Q̊‖L2(ω;Ω)→H1(Ω) + k4. (3.65)

On one hand

k3 := ‖2∂ihij‖H̃−1(Ω)
≤ 6‖gj‖H1(Ω)‖ω∂iµ‖L∞(R3rB(0,ε)).

where hij := (1− χ)gj∂iµ. On the other hand

k4 :=
4

3
‖hjj‖H1(Ω) ≤ ‖gj‖H1(Ω)‖ω∂iµ‖L∞(R3rB(0,ε)).

Substituting k3 and k4 into (3.65), and taking the limit ε → +∞ the result follows for

the operator R•s. For the operator R•c we follow a word by word argument to deduce that

the operator R•c |Ω2ε : H1(Ω) −→ H1(Ω2ε) is continuous, see Theorem 3.5, and therefore

by virtue of the Rellich compactness theorem, the operator R•c |Ω2ε : H1(Ω) −→ L2(Ω2ε) is

compact.
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Corollary 3.16. Let conditions 3.1 and 3.61 hold. Then, the operator

I + R : H1(Ω) −→H1(Ω),

is Fredholm with zero index.

Proof. Applying the Lemma 3.14, we have R = Rs+Rc so ‖Rs ‖H1(Ω)< 1 hence I+Rs is

invertible. On the other hand Rc is compact and hence I +Rs is invertible and a compact

perturbation of the operator I + R, from where follows the result.

To simplify the notation we will consider the following notation:

X11 := H1(Ω)× H̃
−1/2

(SD)× H̃
1/2

(SN ), X11
∗ := L2(Ω)× X11,

Y11 := H1(Ω)×H1/2(SD)×H−1/2(SN ), Y11
∗ := L2(Ω)× Y11,

Y22 := H1(Ω)×H−1/2(SD)×H1/2(SN ), Y22
∗ = L2(Ω)× Y22.

Theorem 3.17. Let conditions 3.1, 3.4 and 3.13 hold. Then, the operator

M11
∗ : X∗ −→ Y11

∗ (3.66)

is invertible.

Proof. Let M̃11
∗ : X∗ → Y11

∗ be the operator defined by the following matrix:

M̃11
∗ :=


I R• −P Π
0 I −V W
0 0 −rSD

V rSD
W

0 0 −rSN
W̊ ′ rSN

L̂


Note that the operator M̃11

∗ is a block diagonal upper triangular matrix operator. The first

two blocks are given by the identity operators I and I whereas the third block is given by

the corresponding terms of the third and forth rows and columns.

Taking into account [KoWe06, Theorem 3.10] applied to the last two rows of the matrix

operator M̃11
∗ along with the mapping properties appearing in Theorems 3.6 and 3.7, we

can conclude that the operator M̃11
∗ is continuously invertible operator and hence Fredholm

with index(M̃11
∗ ) = 0.
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The operator M11
∗ − M̃11

∗ has the form:

M11
∗ − M̃11

∗ =


0 0 0 0
0 R 0 0
0 rSD

γ+R 0 0

0 rSN
T+(R•,R) rSN

(W ′ − W̊ ′) rSN
(L+ − L̂)

 .
By virtue of Lemma 3.14, we can obtain the following decomposition for the operator

M11
∗ − M̃11

∗

M11
∗ − M̃11

∗ =M11
∗s +M11

∗c ,

where

M11
s :=


0 R•s 0 0
0 Rs 0 0
0 rSD

γ+Rs 0 0
0 rSN

T+(R•s,Rs) 0 0


and

M11
∗c :=


0 0 0 0
0 Rc 0 0
0 rSD

γ+Rc 0 0

0 rSN
T+(R•c ,Rc) rSN

(W ′ − W̊ ′) rSN
(L+ − L̂)

 .
Using the Lemma 3.14, we know that ‖ Rs ‖ and ‖ R•s ‖ can be made aribitrarly small,

and hence small enough to satisfy the inequality ‖ M11
∗s ‖X∗→Y11

∗
< 1/ ‖ (M̃11

∗ )−1 ‖X∗→Y11
∗

.

Consequently, the operator M̃11
∗ +M11

∗s : X∗ → Y11
∗ is continuously invertible.

Furthermore, the operatorM11
c is compact since Rc is compact due to Lemma 3.14 and

the mapping properties of the operatorsW ′ and L+−L̂ given by Theorem 2.6 and Corollary

2.10.

Therefore, the operator M11
∗ : X∗ → Y11

∗ is Fredholm with zero index. Moreover, this

operator is also injective in virtue of Theorem 3.12 from where follows its invertibility.

Theorem 3.18. Let conditions 3.1, 3.4 and 3.13 hold. Then the operator

M11
∗ : H1,0(Ω;A)× H̃

−1/2
(SD)× H̃

1/2
(SN )

−→H1,0(Ω;A)×H1/2(SD)×H−1/2(SN ) (3.67)

is continuous and continuously invertible.
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Proof. Let us consider the solution X = (M11
∗ )−1F11

∗ of the system (3.56). Here, F11
∗ ∈

H1,0(Ω;A) ×H1/2(SD) ×H−1/2(SN ) is an arbitrary right hand side and (M11
∗ )−1 is the

inverse of the operator (3.66) which exists by virtue of Theorem 3.17.

Applying Lemma 3.8 to the first two equations of the system (M11), we get that

X ∈ H1,0(Ω;A) × H̃
−1/2

(SD) × H̃
1/2

(SN ) if F11
∗ ∈ H1,0(Ω;A) ×H1/2(SD) ×H1/2(SN ).

Consequently, the operator (M11
∗ )−1 is also the continuous inverse of the operator (3.67).

The following corollary is the analogous of the corollary 2.19 for bounded domains.

Corollary 3.19. Let f ∈H1,0(Ω;A), g ∈ L2(ω; Ω), φ0 ∈H1/2(SD) and ψ0 ∈H−1/2(SN ).

In addition, let conditions 3.1, 3.4 and 3.13 hold. Then, the BVP (3.4) is uniquely solvable

in H1,0(Ω;A). Furthermore, the operator

AM : H1,0(Ω,A) −→ L2(ω; Ω)×L2(ω,Ω)×H1/2(SD)×H−1/2(SN ), (3.68)

is continuously invertible.

Proof. Let Φ0 ∈ H1/2(S) and Ψ0 ∈ H−1/2(S) be some extensions of ϕ0 ∈ H1/2(SD) and

ψ0 ∈H−1/2(SN ), respectively.

The BDIES (M11) is uniquely solvable and equivalent to the BVP (3.4) by virtue of

Theorem 3.12. In addition, as the operator that defines the system (M11) is continuously

invertible, see Theorem 3.18. The remaining part of the proof is similar is as in Corollary

2.19.

When µ = 1, the operator A becomes Å, R = R• ≡ 0 and the boundary-domain

integral equations system (3.57a)-(3.57d) becomes a BIES with 6 equations and 6 unknowns,

namely,

rSD

(
1

2
ψ − W̊ ′ψ + L̊ϕ

)
= rSD

T+(F0,F )− rSD
Ψ0, on SD, (3.69)

rSN

(
1

2
ϕ− V̊ψ + W̊ϕ

)
= rSN

γ+F − rSN
Φ0, on SN . (3.70)
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and a BDIES with 4 equations and 4 unknowns, namely,

p = F0 + P̊ψ − Π̊ϕ, inΩ, (3.71)

v = F + V̊ ψ − W̊ϕ, inΩ. (3.72)

where the terms F0 and F are given by (3.54).

By considering µ = 1 in Theorem 3.17 and Corollary 3.19, we obtain the following

corollary

Corollary 3.20. Let µ = 1 in Ω, f ∈ L2(Ω) and g ∈ L2(ω; Ω). Moreover, let Φ0 ∈

H1/2(S) and Ψ0 ∈H−1/2(S) be some extensions of ϕ0 ∈H1/2(SD) and ψ0 ∈H−1/2(SN ),

respectively. Furthermore, let conditions 3.1, 3.4 and 3.13 hold.

i) If some (p,v) ∈ L2(ω; Ω) × H1(Ω) solves the mixed BVP (3.4a)-(3.4d), then the

solution is unique, the couple (ψ,ϕ) ∈ H̃
−1/2

(SD)× H̃
1/2

(SN ) given by (3.60) solves

the BIE system (3.69)-(3.70) and (p,v) satisfies (3.71)-(3.72).

ii) If

(ψ,ϕ) ∈ H̃
−1/2

(SD)× H̃
1/2

(SN )

solves the BIES (3.69)-(3.70), then (p,v) ∈ H1,0(Ω;A) given by (3.71)-(3.72) solves

the BVP (3.4a)-(3.4d) and the relations (3.60) hold. Moreover, the BDIE solution is

unique H̃
−1/2

(SD)× H̃
1/2

(SN ).

3.7.3 Invertibility results for the system (M22)

In this section we present some lemmas which deal with integral representation formulae for

the corresponding right hand sides of the BDIES given. These theorems are analogous of

those for bounded domains presented in the previous chapter, see Lemma 2.23 and Corollary

2.24.

Lemma 3.21. Let S = S1∪S2, where S1 and S2 are two non-intersecting simply connected

nonempty submanifolds of S with infinitely smooth boundaries. For any vector
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F = (F0,F ,Ψ,Φ)> ∈H1,0(Ω;A)×H−1/2(S1)×H1/2(S2)

there exists another vector

(g∗,f∗,Ψ∗,Φ∗)
> = C̃S1,S2F ∈ L2(ω; Ω)×L2(ω; Ω)×H−1/2(S)×H1/2(S)

which is uniquely determined by F and such that

Qf∗ +
4

3
µg∗ + PΨ∗ −ΠΦ∗ = F0, in Ω, (3.73a)

Uf∗ + Q̊g∗ + VΨ∗ −WΦ∗ = F , in Ω, (3.73b)

rS1Ψ∗ = Ψ, on S1, (3.73c)

rS2Φ∗ = Φ, on S2. (3.73d)

Furthermore, the operator

C̃S1,S2 : H1,0(Ω;A)×H−1/2(S1)×H1/2(S2)

−→ L2(Ω)×L2(Ω)×H−1/2(S)×H1/2(S)

is continuous.

Proof. Let Ψ0, Φ0 be some fixed extensions of Ψ and Φ from S1 to the whole boundary

S and from S2 onto S respectively. Let us choose this extensions in such a way that they

preserve the functions spaces, i.e., Ψ0 ∈ H−1/2(S), Φ0 ∈ H1/2(S) (cf. [Tr78, Subsection

4.2]). Consequently, arbitrary extensions of the functions Ψ and Φ can be represented as

Ψ∗ = Ψ0 + ψ̃, ψ̃ ∈ H̃
−1/2

(S2), (3.74)

Φ∗ = Φ0 + ϕ̃, ϕ̃ ∈ H̃
1/2

(S1). (3.75)

The functions Ψ∗ and Φ∗, in the form (3.74) and (3.75), satisfy the conditions (3.73c)

and (3.73d). Consequently, it is only necessary to show that the functions g∗,f∗, ψ̃ and ϕ̃

can be chosen in a particular way such that equations (3.73a)-(3.73b) are satisfied.

77



Applying the potential relations (2.16)-(2.22) to equations (3.73a)-(3.73b), we obtain

Q̊f∗ +
4

3
µg + P̊

(
Ψ0 + ψ̃

)
− Π̊ (µΦ0 + µϕ) = F0, (3.76)

Ůf∗ + Q̊(µg∗) + V̊
(
Ψ0 + ψ̃

)
− W̊ (µΦ0 + µϕ) = µF . (3.77)

Apply the Stokes operator with constant viscosity µ = 1, Å, to equations (3.76) and (3.77).

Then, apply the divergence operator to equation (3.77). As a result, we obtain

f∗ = Å(F0, µF ) (3.78)

µg∗ = div(µF )⇒ g∗ =
div(µF )

µ
(3.79)

which shows that the function f∗ is uniquely determined by F0 ∈ L2(ω; Ω) and ,µF and

belongs to L2(ω; Ω) since (F0, µF ) ∈H1,0(Ω;A) by virtue of the mapping properties given

by Theorem 2.7. In addition, (3.79) shows that g∗ is also uniquely determined by F and

belongs to L2(ω; Ω) due to the fact that µF ∈H1(Ω).

Let us substitute now (3.78) and (3.79) into equations (3.76)-(3.77) and move each term

which is not depending on either ψ̃ or φ̃ to the right hand side

P̊ψ̃ − Π̊(µϕ̃) = F0 −
4

3
div(µF )− Q̊

(
Å(F0, µF )

)
− P̊(Ψ0) + Π̊(µΦ0), (3.80)

in Ω,

V̊ ψ̃ − W̊ (µϕ̃) = µF − Ů
(
Å(F0, µF )

)
− Q̊(µF )− V̊ (Ψ0) + W̊ (µΦ0), (3.81)

in Ω.

Let us denote with J = (J0,J) the right hand side of (3.80)-(3.81)

J0 :=

(
F0 −

4

3
div(µF )− Q̊

(
Å(F0, µF )

)
− P̊(Ψ0) + Π̊(µΦ0)

)
,

J :=
(
µF − Ů

(
Å(F0, µF )

)
− Q̊div(µF )− V̊ (Ψ0) + W̊ (µΦ0)

)
.

If the functions that we are looking for satisfy ψ̃ and ϕ̃ satisfy (3.80)-(3.81). Then, they

will satisfy as well the following system

rS2γ
+
(
V̊ ψ̃ − W̊ (µϕ̃)

)
= rS2

(
γ+J

)
, (3.82)

rS1

[
T̊

+
(
P̊(ψ̃)− Π̊(µϕ̃), V̊ ψ̃ − W̊ (µϕ̃)

)]
= rS1

(
T̊

+
(J0,J)

)
. (3.83)
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The system (3.82)-(3.83) can be written using matrix notation as follows[
rS2V̊ rS2γ

+W̊
rS1W ′ rS1L̊

] [
ψ̃
µϕ̃

]
=

[
rS2 (γ+J)

rS1

(
T̊

+
(J0,J)

) ] . (3.84)

The matrix operator given by the lefthand side of the equations (3.82)-(3.83) is an isomor-

phism between the spaces H̃
−1/2

(S2)×H̃
1/2

(S1) ontoH1/2(S2)×H−1/2(S1) (see, [KoWe06,

Theorem 3.10]). Note that this system depends only in the boundary and hence the same

argument works for both bounded and unbounded domains.

Therefore, the simultaneous equations (3.82) and (3.83) are uniquely solvable with re-

spect to ϕ̃ and ψ̃. We denote the solution of (3.82)-(3.83) by ψ̃
0

and ϕ̃0.

Substitute now ψ̃
0

and ϕ̃0 into (3.76)-(3.77)

P̊ψ̃
0
− Π̊(µϕ̃0) = F0 −

4

3
µdiv(µF )− Q̊

(
Å(F0, µF )

)
− P̊(Ψ0) + Π̊(µΦ0), (3.85)

in Ω,

V̊ ψ̃
0
− W̊ (µϕ̃0) = µF − Ů

(
Å(F0, µF )

)
− Q̊div(µF )− V̊ (Ψ0) + W̊ (µΦ0), (3.86)

in Ω.

Let us rewrite equations (3.85) and (3.86) in terms of the parametrix-based potential oper-

ators by applying (2.16)-(2.22)

P(Ψ0 + ψ̃
0
)−Π(Φ0 + ϕ̃0) +Q

(
Å(F0, µF )

)
+

4

3
µdiv(µF ) = F0, in Ω,

V (Ψ0 + ψ̃
0
)−W (Φ0 + ϕ̃0) + U

(
Å(F0, µF )

)
+ Q div(µF ) = F , in Ω.

Hence, Ψ∗ = Ψ0 + ψ̃ and Φ∗ = Φ0 + ϕ̃ are uniquely determined by virtue of the uniqueness

of solution of the mixed problem for the Stokes system with µ = 1. Additionally, g∗ and f∗

are uniquely determined by conditions(3.78) and (3.79).

Therefore, we have found a vector (g∗,f∗,Ψ∗,Φ∗) which is uniquely determined by

(F0,F ,Ψ,Φ) and such that it satisfies (3.73a)-(3.73d). The uniqueness follows from the

system (3.84). Making this system homogeneous by considering F = Ψ = Φ = 0 and
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F0 = 0 then f∗ = 0 which leads to:

P(Ψ∗)−Π(Φ∗) = 0,

V (Ψ∗)−W (Φ∗) = 0.

with Ψ∗ ∈ H̃
−1/2

(S2) and Φ∗ ∈ H̃
1/2

(S1). Hence, we conclude that Ψ∗ = 0 and Φ∗ = 0 in

virtue of Lemma 2.14.

The continuity and linearity of the operator C̃S1,S2 is owed to the linearity and continuity

of the operators involved.

Corollary 3.22. For any

F = ((F0,F1),F2,F3)> ∈H1,0(Ω;A)×H−1/2(S1)×H1/2(S2),

there exists a unique four-tuple

(g∗,f∗,Ψ∗,Φ∗)
> = CS1,S2F ∈ L2(ω; Ω)×L2(ω; Ω)×H−1/2(S)×H1/2(S),

such that

Qf∗ +
4

3
µg∗ + PΨ∗ −ΠΦ∗ = F0, inΩ, (3.87)

Uf∗ + Q̊g∗ + VΨ∗ −WΦ∗ = F1, inΩ, (3.88)

rS1(T+(F0,F1)−Ψ∗) = F2, on S1 (3.89)

rS2(γ+F1 −Φ∗) = F3, on S2. (3.90)

Furthermore, the operator

CS1,S2 : H1,0(Ω;A)×H−1/2(S1)×H1/2(S2) −→ L2(ω; Ω)×L2(ω; Ω)×H−1/2(S)×H1/2(S)

is continuous.

Proof. Take Ψ := rS1T
+(F0,F1) − F2. Let us check, Ψ ∈ H−1/2(S1). Firstly, F2 ∈

H−1/2(S1). Secondly, (F0,F1) ∈ H1,0(Ω;A), then T+(F0,F1) ∈ H−1/2(S) and hence

rS1T
+(F0,F1) ∈H−1/2(S1). Therefore Ψ ∈H−1/2(S1).
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In a similar fashion, let Φ := rS2γ
+F1 − F3. It is easy to see by applying the trace

theorem that rS2γ
+F1 ∈ H1/2(S2) and therefore Φ ∈ H1/2(S2). The Corollary follows

from applying Lemma 3.21 with Ψ := rS1T
+(F0,F1)−F2 and Φ := rS2γ

+F1 −F3.

Theorem 3.23. Let conditions 3.1, 3.4 and 3.13 hold. Then, the operator

M22
∗ : H1,0(Ω;A)× H̃

−1/2
(SD)× H̃

1/2
(SN ) −→H1,0(Ω;A)×H−1/2(SD)×H1/2(SN ),

(3.91)

is continuously invertible.

Proof. Let us consider an arbitrary right hand side to the system (3.58)

F22 ∈H1,0(Ω;A)×H−1/2(SD)×H1/2(SN ).

By virtue of the Corollary 3.22, the right hand side F22 can be written in the form (3.87)-

(3.90) with S1 = SD and S2 = SN . In addition, (g∗,f∗,Ψ∗,Φ∗)
> = CSD,SN

F22 where the

operator CSD,SN
is bounded and has the following mapping property

CSD,SN
: H1,0(Ω;A)×H−1/2(SD)×H1/2(SN )

−→ L2(ω; Ω)×L2(ω; Ω)×H−1/2(S)×H1/2(S).

By virtue of Corollary 2.19 and the equivalence theorem of the system (M22), Theorem

3.12, there exists a solution of the equationM22
∗ X = F22

∗ . This solution can be represented

as X = (M22
∗ )−1F22

∗ where the operator

(M22
∗ )−1 : H1,0(Ω;A)×H−1/2(SD)×H1/2(SN )

−→H1,0(Ω;A)× H̃
−1/2

(SD)× H̃
1/2

(SN ),

which is given by

(p,v) = A−1
M [g∗,f∗, rSD

Ψ∗, rSN
Φ∗]
>, ψ = T+(p,v)−Ψ∗, φ = γ+v −Φ∗,

where the A−1
M is continuous, see Corollary 3.19. Consequently, the operator (M22

∗ )−1 is a

right inverse of the operator (3.91). In addition, (M22
∗ )−1 is also the double sided inverse

due to the injectivity of (3.91) given by the Theorem 3.12.
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The system (3.69)-(3.70) can be expressed using matrix notation as follows

M̊22X̊ = F̊22 (3.92)

where X̊ = (ψ,ϕ)> ∈ H̃
−1/2

(SD)× H̃
1/2

(SN ); the operator

M̊22 : H̃
−1/2

(SD)× H̃
1/2

(SN ) −→H−1/2(SD)×H1/2(SN ),

is defined by

M̊22 =

 rSD

(
1

2
I − W̊ ′

)
rSD

L̊

−rSN
V̊ rSN

(
1

2
I + W̊

)
 , (3.93)

and the right hand side F̊22 ∈H−1/2(SD)×H1/2(SN ) is given by

F̊22 =

[
rSD

(
T̊+(F0,F )−Ψ0

)
rSN

(γ+F −Φ0)

]
. (3.94)

The operator M̊22 is evidently continuous. Moreover, in virtue of Corollary 3.20(ii), the

operator M̊22 is also injective.

Theorem 3.24. Let conditions 3.1, 3.4 and 3.13 hold. Then, the operator

M̊22 : H̃
−1/2

(SD)× H̃
1/2

(SN ) −→H−1/2(SD)×H1/2(SN )

is continuously invertible.

Proof. A solution of the system (3.92) with an arbitrary right hand side

F̊22 = [F̂
22

2 , F̂
22

3 ]> ∈H−1/2(SD)×H1/2(SN ) (3.95)

is given by the pair (ψ,ϕ) which satisfies the following extended system

M̂22X = F̂22 (3.96)

where X = (p,v,ψ,ϕ)>, F̂22 = (0,0, F̊22
2 , F̊

22
3 )> and

M̂22 =


I 0 −P̊ Π̊

0 I −V̊ W̊

0 0 rSD

(
1

2
I − W̊ ′

)
rSD

L̊

0 0 −rSN
V̊ rSN

(
1

2
I + W̊

)

 (3.97)
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In virtue of Theorem 3.23 with µ = 1, the operator M̂22 has a bounded right inverse which

is also the left inverse of M̂22 since the latter one is injective.

Theorem 3.25. Let conditions 3.1, 3.4 and 3.13 hold. Then, the operator

M22
∗ : X∗ −→ Y22

∗ (3.98)

is invertible.

Proof. Let M̃22
∗ = M̃22 given by (2.138). As in the proof of Theorem 2.28 we obtain that

the operator M̃22
∗ is invertible.

By virtue of Lemma 3.14, we have

M22 − M̃22
∗ =M22

∗s +M22
∗c ,

where

M22
s :=


0 R•s 0 0
0 Rs 0 0
0 rSD

γ+Rs 0 0
0 rSN

T+(R•s,Rs) 0 0

 .
Using the Lemma 3.14, we know that ‖ Rs ‖ and ‖ R•S ‖ can be made aribitrarly small,

and hence small enough to satisfy the inequality ‖ M22
∗s ‖X∗→Y22

∗
< 1/ ‖ (M̃22

∗ )−1 ‖X∗→Y22
∗

.

Consequently, the operator M̃22
∗ +M22

∗s : X∗ → Y22
∗ is continuously invertible.

Furthermore, the operatorM22
c is compact since Rc is compact due to Lemma 3.14 and

the mapping properties of the operatorsW ′ and L+−L̂ given by Theorem 2.6 and Corollary

2.10.

Therefore, the operator M22
∗ : X∗ → Y22

∗ is Fredholm with zero index. Moreover, this

operator is also injective in virtue of Theorem 3.12 and the Remark 3.11, from where follows

its invertibility.

Let us consider the BDIES (M11) and (M22). Since the unknown p only appears in the

first equation, then we can focus on solving the simplified system containing the remaining
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vector equations with unknowns X = (v,ψ,φ) ∈ X. Then the operators that define the

simplified systems (M11) and (M22) are given by

M11 =

 I + R −V W
rSD

γ+R −rSD
V rSD

W
rSN

T+(R•,R) −rSN
W ′ rSN

L

 ,

M22 =


I + R −V W

rSD
T+(R•,R) rSD

(
1

2
I −W ′

)
rSD

L+

rSN
γ+R −rSN

V rSN

(
1

2
I + W

)
 .

The corresponding right hand sides are given by

F11 := [F , rSD
γ+F −ϕ0, rSN

T+(F , F )−ψ0]> ∈ Y11,

F22 := [F , rSD
T+(F0,F )− rSD

Ψ0, rSN
γ+F − rSN

Φ0]> ∈ Y22.

Consequently, we can write the systems (M11) and (M22) as

M11X = F11, M22X = F22.

Since the pressure unknown only appears on the first equation of the BDIES (M11) and

(M22), the invertibility of the operatorsM11 andM22 is implied by the invertibility of the

operators M11
∗ and M22

∗ .

Corollary 3.26. The operators

M11 : X −→ Y11, M22 : X −→ Y22,

are continuous and continuously invertible.
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Chapter 4

A new family of BDIES for a scalar
mixed elliptic interior BVP

4.1 Introduction

Boundary-Domain Integral Equations for the scalar equation with variable coefficient have

been obtained using parametrix. This chapter concentrates on the idea that there is not

only one appropriate parametrix for a PDE (or system) that works.

For this scalar equation, a family of weakly singular parametrix of the form P x(x, y; a(x))

for the particular operator:

A(x, ∂x; a(x))u :=
∂

∂x

(
a(x)

∂u

∂x

)
,

has been studied in [CMN09, CMN10, CMN13].

The new family of parametrices of the form P y(x, y; a(y)) has not been studied yet

and we analyse this scenario for a mixed elliptic boundary value problem in both bounded

and unbounded domains. Mapping properties of the corresponding P y-based potentials are

proved in bounded domains and appropriate Sobolev spaces.

The main difference from considering a parametrix depending on the same variable

or different from the PDE operator stems from the fact that the relations between the

parametrix based potentials with their counterparts for constant coefficients become more

difficult to deal with. Notwithstanding, the same mapping properties in Sobolev-Bessel

potential spaces still hold. Therefore, it is still possible to prove equivalence and invertibility
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for a BDIES derived from the original BVP. These results are published in [MiPo15-II].

4.2 Preliminaries and the BVP

The domains. Let Ω = Ω+ be a bounded simply connected domain, Ω− := R3 r Ω̄+

the complementary (unbounded) subset of Ω. The boundary S := ∂Ω is simply connected,

closed and infinitely differentiable, S ∈ C∞. Furthermore, S := SN ∪SD where both SN and

SD are non-empty, connected disjoint manifolds of S. The border of these two submanifolds

is also infinitely differentiable, ∂SN = ∂SD ∈ C∞.

PDE. Let us introduce the following partial differential equation whith variable smooth

positive coefficient a(x) ∈ C∞(Ω):

Au(x) := A(x)[u(x)] :=

3∑
i=1

∂

∂xi

(
a(x)

∂u(x)

∂xi

)
= f(x), x ∈ Ω, (4.1)

where u(x) is an unknown function and f is a given function on Ω. It is easy to see that if

a ≡ 1 then, the operator A becomes ∆, the Laplace operator.

Function spaces. We will make use of the space, see e.g. [Co88, CMN09],

H1,0(Ω;A) := {u ∈ H1(Ω) : Au ∈ L2(Ω)}

which is a Hilbert space with the norm defined by

‖ u ‖2H1,0(Ω;A):=‖ u ‖
2
H1(Ω) + ‖ Au ‖2L2(Ω).

Traces and conormal derivatives. For a scalar function w ∈ Hs(Ω±), s > 1/2, the

trace operator γ±( · ) := γ±S ( · ), acting on w is well defined and γ±w ∈ Hs−1/2(S) (see,

e.g., [McL00, Mi11]). For u ∈ Hs(Ω), s > 3/2, we can define on S the conormal derivative

operator, T±, in the classical (trace) sense:

T±[u(x)] := T±x u =

3∑
i=1

a(x)ni(x)

(
∂u

∂xi

)±
= a(x)

(
∂u(x)

∂n(x)

)±
,
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where n(x) is the exterior unit normal vector directed outwards the interior domain domain

Ω at a point x ∈ S. Note the subscript x refers to the variable of differentiation in the

conormal derivative.

Moreover, for any function u ∈ H1,0(Ω;A), the canonical conormal derivative T±u ∈

H−1/2(Ω) is well defined, cf. [Co88, McL00, Mi11],

〈T±u,w〉S := ±
∫

Ω±
[(γ−1ω)Au+ E(u, γ−1w)]dx, for all w ∈ H1/2(S), (4.2)

where γ−1 : H1/2(S) −→ H1
K(R3) is a continuous right inverse to the trace operator whereas

the function E is defined as

E(u, v)(x) :=

n∑
i=1

a(x)
∂u(x)

∂xi

∂v(x)

∂xi
,

and 〈 · , · 〉S represents the L2−based dual form on S.

Boundary value problem We aim to derive boundary-domain integral equation systems

for the following mixed boundary value problem. Given f ∈ L2(Ω), φ0 ∈ H1/2(SD) and

ψ0 ∈ H−1/2(SN ), we seek a function u ∈ H1(Ω) such that

Au = f, in Ω; (4.3a)

rSD
γ+u = φ0, on SD; (4.3b)

rSN
T+u = ψ0, on SN ; (4.3c)

where equation (4.3a) is understood in the weak sense, the Dirichlet condition (4.3b) is un-

derstood in the trace sense and the Neumann condition (4.3c) is understood in the functional

sense (4.2).

By Lemma 3.4 of [Co88] (cf. also Theorem 3.9 in [Mi11]), the first Green identity holds

for any u ∈ H1,0(Ω;A) and v ∈ H1(Ω),

〈T±u, γ+v〉S := ±
∫

Ω
[vAu+ E(u, v)]dx. (4.4)

The following assertion is well known and can be proved, e.g., using the Lax-Milgram lemma

as in [Ste07, Chapter 4].
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Theorem 4.1. The BVP (4.3) has one and only one solution.

4.3 Parametrices and remainders

For a given operator A, the parametrix is not unique. For example, the parametrix

P y(x, y) =
1

a(y)
P∆(x− y), x, y ∈ R3,

was employed in [Mi02, CMN09], for the operator A defined in (4.1). The remainder

corresponding to the parametrix P y is

Ry(x, y) =
3∑
i=1

1

a(y)

∂a(x)

∂xi

∂

∂xi
P∆(x− y) , x, y ∈ R3. (4.5)

In this chapter, for the same operator A defined in (4.1), we will use another parametrix,

P (x, y) := P x(x, y) =
1

a(x)
P∆(x− y), x, y ∈ R3, (4.6)

which leads to the corresponding remainder

R(x, y) = Rx(x, y) = −
3∑
i=1

∂

∂xi

(
1

a(x)

∂a(x)

∂xi
P∆(x, y)

)

= −
3∑
i=1

∂

∂xi

(
∂(ln a(x))

∂xi
P∆(x, y)

)
, x, y ∈ R3.

Note that the both remainders Rx and Ry are weakly singular, i.e.,

Rx(x, y), Ry(x, y) ∈ O(|x− y|−2).

This is due to the smoothness of the variable coefficient a.

4.4 Volume and surface potentials

The volume parametrix-based Newton-type potential and the remainder potential are re-

spectively defined, for y ∈ R3, as

Pρ(y) :=

∫
Ω
P (x, y)ρ(x) dx, Rρ(y) :=

∫
Ω
R(x, y)ρ(x) dx.
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The parametrix-based single layer and double layer surface potentials are defined for

y ∈ R3 : y /∈ S, as

V ρ(y) := −
∫
S
P (x, y)ρ(x) dS(x), Wρ(y) := −

∫
S
T+
x P (x, y)ρ(x) dS(x).

We also define the following pseudo-differential operators associated with direct values

of the single and double layer potentials and with their conormal derivatives, for y ∈ S,

Vρ(y) := −
∫
S
P (x, y)ρ(x) dS(x), Wρ(y) := −

∫
S
TxP (x, y)ρ(x) dS(x),

W ′ρ(y) := −
∫
S
TyP (x, y)ρ(x) dS(x), L±ρ(y) := T±y Wρ(y).

The operators P,R, V,W,V,W,W ′ and L can be expressed in terms the volume and

surface potentials and operators associated with the Laplace operator, as follows

Pρ = P∆

(ρ
a

)
, (4.7)

Rρ = −∇ · [P∆(ρ)∇ ln a] , (4.8)

V ρ = V∆

(ρ
a

)
, (4.9)

Vρ = V∆

(ρ
a

)
, (4.10)

Wρ = W∆ρ− V∆

(
ρ
∂(ln a)

∂n

)
, (4.11)

Wρ =W∆ρ− V∆

(
ρ
∂(ln a)

∂n

)
, (4.12)

W ′ρ = aW ′∆
(ρ
a

)
, (4.13)

L±ρ = L̂ρ− aT±∆V∆

(
ρ
∂(ln a)

∂n

)
, (4.14)

L̂ρ := aL∆ρ. (4.15)

The symbols with the subscript ∆ denote the analogous surface potentials for the con-

stant coefficient case, a ≡ 1. Furthermore, by the Liapunov-Tauber theorem, L+
∆ρ = L−∆ρ =

L∆ρ.

Using relations (4.7)-(4.15) it is now rather simple to obtain, similar to [CMN09], the

mapping properties, jump relations and invertibility results for the parametrix-based sur-

face and volume potentials, provided in theorems/corollary 4.2-4.8, from the well-known

properties of their constant-coefficient counterparts (associated with the Laplace equation).

89



Theorem 4.2. Let s ∈ R. Then, the following operators are continuous:

P : H̃s(Ω) −→ Hs+2(Ω), s ∈ R, (4.16)

P : Hs(Ω) −→ Hs+2(Ω), s > −1

2
, (4.17)

R : H̃s(Ω) −→ Hs+1(Ω), s ∈ R, (4.18)

R : Hs(Ω) −→ Hs+1(Ω), s > −1

2
. (4.19)

Corollary 4.3. Let s > 1/2, let S1 be a non-empty submanifold of S with smooth boundary.

Then, the following operators are compact:

R : Hs(Ω) −→ Hs(Ω),

rS1γ
+R : Hs(Ω) −→ Hs−1/2(S1),

rS1T
+R : Hs(Ω) −→ Hs−3/2(S1).

Theorem 4.4. Let s ∈ R. Then, the following operators are continuous:

V : Hs(S) −→ Hs+3/2(Ω), W : Hs(S) −→ Hs+1/2(Ω).

Theorem 4.5. Let s ∈ R. Then, the following operators are continuous:

V : Hs(S) −→ Hs+1(S), W : Hs(S) −→ Hs+1(S),

W ′ : Hs(S) −→ Hs+1(S), L± : Hs(S) −→ Hs−1(S).

Theorem 4.6. Let ρ ∈ H−1/2(S), τ ∈ H1/2(S). Then the following operators jump rela-

tions hold:

γ±V ρ = Vρ, γ±Wτ = ∓1

2
τ +Wτ, T±V ρ = ±1

2
ρ+W ′ρ.

Theorem 4.7. Let s ∈ R, let S1 and S2 be two non-empty manifolds with smooth bound-

aries, ∂S1 and ∂S2, respectively. Then, the following operators

rS2V : H̃s(S1) −→ Hs(S2),

rS2W : H̃s(S1) −→ Hs(S2),

rS2W ′ : H̃s(S1) −→ Hs(S2).
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are compact.

Theorem 4.8. Let S1 be a non-empty simply connected submanifold of S with infinitely

smooth boundary curve, and 0 < s < 1. Then, the operators

rS1V : H̃s−1(S1) −→ Hs(S1), V : Hs−1(S) −→ Hs(S),

are invertible.

Proof. Relation (4.9) gives Vg = V∆g
∗, where g = g∗/a. The invertibility of V then follows

from the invertibility of V∆, see references [CoSt87, Theorem 2.4] and [CMN10, Theorem

3.5].

Theorem 4.9. Let S1 be a non-empty simply connected submanifold of S with infinitely

smooth boundary curve, and 0 < s < 1. Then, the operator

rS1L̂ : H̃s(S1) −→ Hs−1(S1),

is invertible whilst the operators

rS1(L± − L̂) : H̃s(S1) −→ Hs−1(S1),

are compact.

Proof. Relation (4.14) gives

L̂ρ = L±ρ+ aT+
∆V∆

(
ρ
∂(ln a)

∂n

)
= L±ρ+ aT−∆V∆

(
ρ
∂(ln a)

∂n

)
.

Take into account L̂ρ := aL∆ρ and the invertibility of the operator L∆, see references

[CoSt87, Theorem 2.4] and [CMN10, Theorem 3.6]; we deduce the invertibility of the oper-

ator L̂. To prove the compactness properties, we consider the identity:

L±ρ− L̂ρ = a

(
∓1

2
I −W ′∆

)(
ρ
∂(ln a)

∂n

)
.

Since ρ ∈ H̃s(S1), due to the mapping properties of the operatorW ′, L±−ρL̂ρ ∈ Hs. Then,

immediately follows from the compact embedding Hs(S) ⊂ Hs−1(S), that the operators

rS1(L± − L̂) : H̃s(S1) −→ Hs−1(S1),

are compact.
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4.5 Third Green identities and integral relations

In this section we provide the results similar to the ones in [CMN09] but for our, different,

parametrix (4.6).

Let u, v ∈ H1,0(Ω;A). Subtracting from the first Green identity (4.4) its counterpart

with the swapped u and v, we arrive at the second Green identity, see e.g. [McL00],∫
Ω

[uAv − vAu] dx =

∫
S

[
uT+v − v T+u

]
dS(x). (4.20)

Taking now v(x) := P (x, y), we obtain from (4.20) by the standard limiting procedures (cf.

[Mr70]) the third Green identity for any function u ∈ H1,0(Ω;A):

u+Ru− V T+u+Wγ+u = PAu, in Ω. (4.21)

If u ∈ H1,0(Ω;A) is a solution of the partial differential equation (4.3a), then, from

(4.21) we obtain:

u+Ru− V T+u+Wγ+u = Pf, inΩ; (4.22)

1

2
γ+u+ γ+Ru− VT+u+Wγ+u = γ+Pf, on S; (4.23)

1

2
T+u+ T+Ru−W ′T+u+ L+γ+u = T+Pf, on S. (4.24)

For some distributions f , Ψ and Φ, we consider a more general, indirect integral relation

associated with the third Green identity (4.22):

u+Ru− VΨ +WΦ = Pf, in Ω. (4.25)

Lemma 4.10. Let u ∈ H1(Ω), f ∈ L2(Ω), Ψ ∈ H−1/2(S) and Φ ∈ H1/2(S) satisfying the

relation (4.25). Then u belongs to H1,0(Ω,A); solves the equation Au = f in Ω, and the

following identity is satisfied,

V (Ψ− T+u)−W (Φ− γ+v) = 0 in Ω. (4.26)
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Proof. First, let us prove that u ∈ H1,0(Ω;A). Since u ∈ H1(Ω) it suffices to prove that

Au ∈ L2(Ω). Therefore, take equation (4.25) and apply the relations (4.7), (4.9) and (4.11)

to obtain

u =Pf −Ru+ VΨ−WΦ

=P∆

(
f

a

)
−Ru+ V∆

(
Ψ

a

)
−W∆Φ + V∆

(
∂(ln a)

∂n
Φ

)
. (4.27)

We note that Ru ∈ H2(Ω) due to the mapping properties (4.19). Moreover, V∆ and W∆

in (4.27) are harmonic potentials, while P∆ is the Newtonian potential for the Laplacian,

i.e., ∆P∆

(
f

a

)
=
f

a
. Consequently, ∆u =

f

a
− ∆Ru ∈ L2(Ω). Hence, Au ∈ L2(Ω) and

u ∈ H1,0(Ω;A).

Since u ∈ H1,0(Ω;A), the third Green identity (4.22) is valid for the function u, and we

proceed subtracting (4.22) from (4.25) to obtain

W (γ+u− Φ)− V (T+u−Ψ) = P(Au− f). (4.28)

Let us apply relations (4.7), (4.9) and (4.11) to (4.28), and then, apply the Laplace operator

to both sides. Hence, we obtain

Au− f = 0, (4.29)

i.e., u solves (4.3a). Finally, substituting (4.29) into (4.28), we prove (4.26).

Lemma 4.11. Let Ψ∗ ∈ H−1/2(S). If

VΨ∗(y) = 0, y ∈ Ω (4.30)

then Ψ∗(y) = 0.

Proof. Taking the trace of (4.30)gives:

VΨ∗(y) = V4
(

Ψ∗

a

)
(y) = 0, y ∈ Ω,

from where the result follows due to the invertibility of the operator V4 (cf. Theorem

4.8).
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4.6 BDIE system for the mixed problem

We aim to obtain a segregated boundary-domain integral equation system for mixed BVP

(4.3). To this end, let the functions Φ0 ∈ H1/2(S) and Ψ0 ∈ H−1/2(S) be respective

continuations of the boundary functions φ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN ) to the whole

S. Let us now represent

γ+u = Φ0 + φ, T+u = Ψ0 + ψ, on S, (4.31)

where φ ∈ H̃1/2(SN ) and ψ ∈ H̃−1/2(SD) are unknown boundary functions.

To obtain one of the possible boundary-domain integral equation systems we employ

identity (4.22) in the domain Ω, and identity (4.23) on S, substituting there γ+u = Φ0 + φ

and T+u = Ψ0 + ψ and further considering the unknown functions φ and ψ as formally

independent (segregated) of u in Ω. Consequently, we obtain the following system (M12)

of two equations for three unknown functions,

u+Ru− V ψ +Wφ = F0 in Ω, (4.32a)

1

2
φ+ γ+Ru− Vψ +Wφ = γ+F0 − Φ0 on S, (4.32b)

where

F0 = Pf + VΨ0 −WΦ0. (4.33)

We remark that F0 belongs to the space H1(Ω) in virtue of the mapping properties of

the surface and volume potentials, see Theorems 4.2 and 4.4.

The system (M12), given by (4.32a)-(4.32b) can be written in matrix notation as

M12X = F12, (4.34)

where X represents the vector containing the unknowns of the system,

X = (u, ψ, φ)> ∈ H1(Ω)× H̃−1/2(SD)× H̃1/2(SN ), (4.35)

the right hand side vector is

F12 := [F0, γ
+F0 −Ψ0]> ∈ H1(Ω)×H1/2(S),
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and the matrix operator M12 is defined by:

M12 =

[
I +R −V W

γ+R −V 1

2
I +W

]
. (4.36)

We note that the mapping properties of the operators involved in the matrix imply the

continuity of the operator

M12 : H1(Ω)× H̃−1/2(SD)× H̃1/2(SN ) −→ H1(Ω)×H1/2(S).

Theorem 4.12. Let f ∈ L2(Ω). Let Φ0 ∈ H1/2(S) and Ψ0 ∈ H−1/2(S) be some fixed

extensions of φ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN ) respectively.

i) If some u ∈ H1(Ω) solves the BVP (4.3), then the triple (u, ψ, φ)> ∈ H1(Ω) ×

H̃−1/2(SD)× H̃1/2(SN ), where

φ = γ+u− Φ0, ψ = T+u−Ψ0, on S, (4.37)

solves the BDIE system (M12).

ii) If a triple (u, ψ, φ)> ∈ H1(Ω)× H̃−1/2(SD)× H̃1/2(SN ) solves the BDIE system then

u solves the BVP and the functions ψ, φ satisfy (4.37).

iii) The system (M12) is uniquely solvable.

Proof. First, let us prove item i). Let u ∈ H1(Ω) be a solution of the boundary value

problem (4.3) and let φ, ψ be defined by (4.37). Then, due to (4.3b) and (4.3c), we have

(ψ, φ) ∈ H̃−1/2(SD)× H̃1/2(SN ).

Then, it immediately follows from the third Green identities (4.22) and (4.23) that the

triple (u, φ, ψ) solves BDIE system (M12).

Let us prove now item ii). Let the triple (u, ψ, φ)> ∈ H1(Ω)× H̃−1/2(SD)× H̃1/2(SN )

solve the BDIE system (M12). Taking the trace of the equation (4.32a) and substract it

from the equation (4.32b), we obtain

φ = γ+u− Φ0, on S. (4.38)
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This means that the first condition in (4.37) is satisfied. Now, restricting equation (4.38)

to SD, we observe that φ vanishes as supp(φ) ⊂ SN . Hence, φ0 = Φ0 = γ+u on SD and

consequently, the Dirichlet condition of the BVP (4.3b) is satisfied.

We proceed using the Lemma 4.10 in the first equation of the system (M12), (4.32a),

with Ψ = ψ + Ψ0 and Φ = φ+ Φ0 which implies that u is a solution of the equation (4.3a)

and also the following equality:

V (Ψ0 + ψ − T+u)−W (Φ0 + φ− γ+u) = 0 in Ω. (4.39)

In virtue of (4.38), the second term of the previous equation vanishes. Hence,

V (Ψ0 + ψ − T+u) = 0, in Ω. (4.40)

Now, in virtue of Lemma 4.11 we obtain

Ψ0 + ψ − T+u = 0, on S. (4.41)

Since ψ vanishes on SN , we can conclude that Ψ0 = ψ0 on SN . Consequently, equation

(4.41) implies that u satisfies the Neumann condition (4.3c).

Item iii) immediately follows from the uniqueness of the solution of the mixed boundary

value problem 4.1.

Lemma 4.13. (F0, γ
+F0 − Φ0) = 0 if and only if (f,Φ0,Ψ0) = 0.

Proof. It is trivial that if (f,Φ0,Ψ0) = 0 then (F0, γ
+F0 − Φ0) = 0. Conversely, supposing

that (F0, γ
+F0 − Φ0) = 0, then taking into account equation (4.33) and applying Lemma

4.10 with F0 = 0 as u, we deduce that f = 0 and VΨ0 −WΦ0 = 0 in Ω. Now, the second

equality, γ+F0 − Φ0 = 0, implies that Φ0 = 0 on S and applying Lemma 4.11 gives Ψ0 = 0

on S.

Theorem 4.14. The operator

M12 : H1(Ω)× H̃−1/2(SD)× H̃1/2(SN ) −→ H1(Ω)×H1/2(S),

is invertible.
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Proof. Let M12
0 be the matrix operator defined by

M12
0 :=

[
I −V W

0 −V 1

2
I

]
. (4.42)

The operatorM12
0 is also bounded due to the mapping properties of the operators involved.

Furthermore, the operator

M12 −M12
0 : H1(Ω)× H̃−1/2(SD)× H̃1/2(SN ) −→ H1(Ω)×H1/2(S)

is compact due to the compact mapping properties of the operatorsR andW, (cf. Theorems

4.3 and 4.7).

Let us prove that the operator M12
0 is invertible. For this purpose, we consider the

following system with arbitrary right hand side F̃ = [F̃1, F̃2]> ∈ H1(Ω) ×H1/2(S) and let

X = (u, ψ, φ)> ∈ H1(Ω)× H̃−1/2(SD)× H̃1/2(SN ) be the vector of unknowns

M12
0 X = F̃ . (4.43)

Writing (4.43) component-wise,

u− V ψ +Wφ = F̃1, in Ω, (4.44a)

1/2φ− Vψ = F̃2, on S. (4.44b)

Equation (4.44b) restricted to SD gives:

−rSD
Vψ = rSD

F̃2. (4.45)

Due to the invertibility of the operator V (cf. Lemma 4.8), equation (4.45) is uniquely

solvable on SD. Equation (4.45) means that (Vψ + F̃2) ∈ H̃1/2(SN ). Thus, the unique

solvability of (4.45) implies that φ is also uniquely determined by the equation

φ = (2Vψ + 2F̃2) ∈ H̃1/2(SN ). (4.46)

Consequently, u also is uniquely determined by the first equation (4.44a) of the system.

Furthermore, since V ψ, Wφ ∈ H1(Ω), we have u ∈ H1(Ω).
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Thus, the operator M12
0 is invertible and the operator M12 is a zero index Fredholm

operator due to the compactness of the operatorM12−M12
0 . Hence the Fredholm property

and the injectivity of the operator M12, provided by item iii) of Theorem 4.13, imply the

invertibility of operator M12.
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Chapter 5

A new family of BDIES for a scalar
mixed elliptic exterior BVP

5.1 Introduction

Unlike for the case of bounded domains, the Rellich compactness embeding theorem is not

available for Sobolev spaces defined over unbounded domains. Nevertheless, we present a

lemma to reduce the remainder operator to two operators: one invertible and one compact.

Therefore, we can still benefit from the Fredholm Alternative theory to prove uniqueness

of the solution.

5.2 Preliminaries

Let Ω = Ω+ be a unbounded exterior connected domain, Ω− := R3rΩ
+

the complementary

(bounded) subset of Ω. The boundary S := ∂Ω is simply connected, closed and infinitely

differentiable, S ∈ C∞. Furthermore, S := SN ∪SD where both SN and SD are non-empty,

connected disjoint manifolds of S. The border of these two submanifolds is also infinitely

differentiable: ∂SN = ∂SD ∈ C∞.

We consider the following PDE:

Au := A(x)[u(x)] :=

3∑
i=1

∂

∂xi

(
a(x)

∂u(x)

∂xi

)
= f(x), x ∈ Ω, (5.1)

where u(x) is the unknown function, a(x) ∈ C∞, a(x) > 0, is the variable coefficient and f

is a given function on Ω. It is easy to see that if a ≡ 1 then, the operator A becomes the

Laplace operator ∆.
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We will also make use of some the Sobolev weighted spaces the weight ω(x) = (1+|x|2)1/2

as introduced in Chapter 4. We recall here those that are particularly relevant for this

chapter.

The operator A acting on u ∈ H1(Ω) is well defined in the weak sense as long as the

variable coefficient a(x) is bounded, i.e. a ∈ L∞(Ω), as

〈Au, v〉 = −〈a∇u,∇v〉 = −E(u, v) ∀v ∈ D(Ω), (5.2)

where

E(u, v) :=

∫
Ω
E(u, v)(x)dx, E(u, v)(x) := a(x)∇u(x)∇v(x). (5.3)

Note that the functional E(u, v) : H1(Ω) × H̃1(Ω) −→ R is continuous, thus by the

density of D(Ω) in H̃1(Ω), also is the operator A : H1(Ω) −→ H−1(Ω) in (5.2) which gives

the distributional form of the operator A given in (5.1).

From now on, we will assume a(x) ∈ L∞(Ω) and that there exist two positive constants,

C1 and C2, such that:

0 < C1 < a(x) < C2. (5.4)

For a scalar function w ∈ H1(Ω) in virtue of the trace theorem it follows that γ±w ∈

H1/2(S) where the trace operator on S from Ω± are denoted by γ±. Consequently, if

w ∈ H1(Ω), then w ∈ H1(Ω) and it follows that γ±w ∈ H1/2(S), (see, e.g., [McL00, Mi11]).

For u ∈ Hs(Ω); s > 3/2, we can define by T± the conormal derivative operator acting

on S understood in the classical sense:

T±[u(x)] :=

3∑
i=1

a(x)ni(x)γ±
(
∂u

∂xi

)
= a(x)γ±

(
∂u(x)

∂n(x)

)
, (5.5)

where n(x) is the exterior unit normal vector to the domain Ω at a point x ∈ S.

However, for u ∈ H1(Ω) (as well as for u ∈ H1(Ω)), the classical co-normal derivative

operator may not exist on the trace sense. We can overcome this difficulty by introducing

the following function space for the operator A, (cf. [CMN13, Gr78])

H1,0(Ω;A) := {g ∈ H1(Ω) : Ag ∈ L2(ω; Ω)} (5.6)
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endowed with the norm

‖ g ‖2H1,0(Ω;A):=‖ g ‖
2
H1(Ω) + ‖ ωAg ‖2L2(Ω) .

Now, if a distribution u ∈ H1,0(Ω;A) we can define the conormal derivative T+u ∈

H−1/2(S) using the Green’s formula, cf. [McL00, CMN13],

〈T+u,w〉S := ±
∫

Ω±
[(γ+
−1ω)Au+ E(u, γ+

−1w)] dx, for all w ∈ H1/2(S), (5.7)

where γ+
−1 : H1/2(S) → H1(Ω) is a continuous right inverse to the trace operator γ+ :

H1(Ω) −→ H1/2(S). whereas the brackets 〈u, v〉S represent the duality brackets of the

spaces H1/2(S) and H−1/2(S) which coincide with the scalar product in L2(S) when u, v ∈

L2(S).

The operator T+ : H1,0(Ω;A) −→ H−1/2(S) is bounded and gives a continuous extension

on H1,0(Ω;A) of the classical co-normal derivative operator (5.5). We remark that when

a ≡ 1, the operator T+ becomes T+
∆ = δn := n · ∇, which is the continuous extension on

H1,0(Ω; ∆) of the classical normal derivative operator.

In a similar manner as in the proof [McL00, Lemma 4.3] or [Co88, Lemma 3.2], the first

Green identity holds for a distribution u ∈ H1,0(Ω;A)

〈T+u, γ+v〉S =

∫
Ω

[vAu+ E(u, v)]dx, ∀v ∈ H1(Ω). (5.8)

Applying the identity (5.8) to u, v ∈ H1,0(Ω;A) and then exhanging roles and sub-

tracting the one from the other, we arrive to the following second Green identity, see e.g.

[McL00]

∫
Ω

[vAu− uAv] dx =

∫
S

[
γ+v T+u− γ+uT+v

]
dS(x). (5.9)

5.3 Boundary Value Problem

We aim to derive a BDIES equivalent to the following BVP defined in an exterior domain for

further investigation of existence and uniqueness of solution. In the following, S := SN ∪SD

where both SN and SD are non-empty, connected disjoint manifolds of S.
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Mixed problem Let S := SN ∪ SD, where both SN and SD are non-empty, connected

disjoint manifolds of S. Find v ∈ H1,0(Ω;A) such that:

Au = f, in Ω; (5.10)

rSD
γ+u = φ0, on SD; (5.11)

rSN
T+u = ψ0, on SN ; (5.12)

where equation (5.10) is understood in the distributional sense and f ∈ L2(ω,Ω), the second

equation (5.11) is understood in the trace sense and φ0 ∈ H1/2(SD) and the third equation

(5.12) is understood in the functional sense and ψ0 ∈ H−1/2(SN ). The boundary of Ω,

S = S̄D ∪ S̄N .

Each of these systems can be represented by the three following operators:

AM : H1,0(Ω;A) −→ L2(ω,Ω)×H1/2(SD)×H−1/2(SN );

The following result is well known and it has been proven using variational settings and

the Lax Milgram lemma, see [CMN13, Appendix A] and also [Ha71, Nt65, Gr87, Gr78] and

more references therein.

Theorem 5.1. If a(x) ∈ L∞(Ω+) and a(x) > 0, the mixed, Dirichlet and Neumann prob-

lems are uniquely solvable in H1,0(Ω+;A) and the corresponding inverse operators are con-

tinuous

A−1
M : L2(ω,Ω)×H1/2(SD)×H−1/2(SN ) −→ H1,0(Ω;A);

5.4 Parametrices and remainders

In this chapter we will use the same parametrix and remainder as in the previous chapter

P y(x, y) =
1

a(y)
P∆(x− y), x, y ∈ R3,
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whose corresponding remainder is

Ry(x, y) =
3∑
i=1

1

a(y)

∂a(x)

∂xi

∂

∂xi
P∆(x− y) , x, y ∈ R3. (5.13)

Condition 5.2. To obtain BDIES, we will assume the following condition further on unless

stated otherwise:

a ∈ C1(R3) and ω∇a ∈ L∞(R3). (5.14)

Remark 5.3. If a satisfies (5.4) and (5.14), then ‖ ga ‖H1(Ω)≤ k1 ‖ g ‖H1(Ω), ‖ g/a ‖H1(Ω)≤

k2 ‖ g ‖H1(Ω) where the constants k1 and k2 do not depend on g ∈ H1(Ω), i.e., the functions

a and 1/a are multipliers in the space H1(Ω). Furthermore, as long as a ∈ C1(S), then
∂a

∂n

is also a multiplier.

5.5 Surface and volume potentials

Since we are using the same parametrix as in the previous chapter, all the notations, relations

and mapping properties remain valid. We shall only focus on those mapping properties

which are different, especially the mapping properties in weighted Sobolev spaces.

One of the main differences with respect the bounded domain case is that the integrands

of the operators V , W , P and R and their corresponding direct values and conormal deriva-

tives do not always belong to L1. In these cases, the integrals should be understood as the

corresponding duality forms (or their their limits of these forms for the infinitely smooth

functions, existing due to the density in corresponding Sobolev spaces).

The stationary diffusion equation with variable coefficient preserves a strong relation

with the Laplace equation which can be exploited to obtain mapping properties of the

surface and volume potentials and its jump relations. Mapping properties for slightly dif-

ferent parametrix based potential type operators in weighted Sobolev spaces are analysed

in [CMN13].

Condition 5.4. In addition to conditions (5.4) and (5.14), we will also sometimes assume

the following condition:

ω2∆a ∈ L∞(Ω). (5.15)
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Remark 5.5. Note as well that due to the boundedness of the function a and the continuity

of the function ln a, the components of ∇(ln a) and ∆(ln a) will be bounded as well.

Theorem 5.6. The following operators are continuous under condition (5.14):

V :H−1/2(S) −→ H1(Ω), W :H1/2(S) −→ H1(Ω).

Proof. Let us consider a function g ∈ H−1/2(S), then
g

a
also belongs to H−1/2(S) in virtue

of Remark 5.3. Then, relation (4.9) along with the mapping property V∆ : H−1/2(S) −→

H1(Ω; ∆), it is clear that V g = V∆

(g
a

)
∈ H1(Ω; ∆) what implies V g ∈ H1(Ω).

Let us consider a function g ∈ H1/2(S), then
∂(ln a)

∂n
g also belongs toH1/2(S) in virtue of

Remark 5.3. In addition, by virtue of the Rellich embedding theorem H−1/2(S) ⊂ H1/2(S).

Then, relation (4.11) along with the mapping properties V∆ : H−1/2(S) −→ H1(Ω; ∆) and

W∆ : H1/2(S) −→ H1(Ω; ∆) it is clear that Wg ∈ H1(Ω; ∆) what implies Wg ∈ H1(Ω).

Corollary 5.7. The following operators are continuous under condition (5.14) and (5.15),

V : H−1/2(S) −→ H1,0(Ω;A), (5.16)

W : H1/2(S) −→ H1,0(Ω;A). (5.17)

Proof.

Ag = ∇a∇g + a∆g. (5.18)

From Theorem 5.6, we have that V g ∈ H1(Ω) for some g ∈ H1/2(S). Hence, it suffices to

prove that V g ∈ L2(ω; Ω).

Taking into account relation (4.9) and applying (5.18) to we get

AV∆

(g
a

)
=

3∑
i=1

∂a

∂yi

∂V∆

∂yi

(g
a

)
+ a∆V∆

(g
a

)
=

3∑
i=1

∂a

∂yi

∂V∆

∂yi

(g
a

)
. (5.19)

By virtue of the mapping property for the operator V provided by Theorem 5.6, the last

term belongs to L2(ω; Ω) since (5.4) is satisfied. This, completes the proof for the operator

V .

The proof for the operator W follows from a similar argument.
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Theorem 5.8. The following operators are continuous under condition (5.14),

P : H−1(R3) −→ H1(R3), (5.20)

R : L2(ω−1;R3) −→ H1(R3), (5.21)

P : H̃−1(Ω) −→ H1(R3). (5.22)

Proof. Let g ∈ H−1(R3). Then, by virtue of the relation (4.7) Pg = P∆(g/a). Since

Condition 5.14 holds, (g/a) ∈ H−1(R3) and thefore the continuity of the operator P follows

from the continuity of P∆ : H−1(R3) −→ H1(R3), which at the same time implies the

continuity of the operator (5.22), see [CMN13, Theorem 4.1] and more references therein.

Let us prove now the continuity of the operator R. Due to the second condition in

(5.14), ∇a ∈ L2(R3) is a multiplier in the space L2(ω−1;R3). Let g ∈ L2(ω−1;R3), then the

relation (4.8) applies and gives

Rg(y) = −∇ ·P∆(g · ∇(ln a))(y) = −
3∑
i=1

∂

∂yi
P∆

(
g · ∂(ln a)

∂xi

)
(y)

= −
3∑
i=1

P∆

[
∂

∂xi

(
g · ∂(ln a)

∂xi

)]
(y) := −P∆g

∗. (5.23)

In this case, g∗ ∈ H−1(R3) as a result of a similar argument as in Theorem 3.5 to prove the

property (3.11). Here ∆ ln a and ∇ ln a are multipliers under conditions (5.14) and (5.4)

respectively in the space H−1(R3) as well as in H1(R3).

As the operator

P∆ : H−1(R3) −→ H1(R3)

is continuous, the operator R : L2(ω−1;R3) −→ H1(R3) is also continuous.

Theorem 5.9. The following operators are continuous under condition (5.14) and (5.15),

P : L2(ω; Ω) −→ H1,0(R3;A), (5.24)

R : H1(Ω) −→ H1,0(Ω;A). (5.25)
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Proof. To prove the continuity of the operator (5.24), we consider a function g ∈ L2(ω; Ω)

and its extension by zero to R3 which we denote by g̃. Clearly, g̃ ∈ L2(ω;R3) ⊂ H−1(R3)

and then P∆g = P∆g̃ ∈ H1(R3). Bearing in mind that

A(y)[Pg(y)] = g(y) +

3∑
i=1

∂a(y)

∂yi

∂P∆

∂yi

(g
a

)
(y),

under conditions (5.14) and (5.15), we conclude that A(y)[Pg(y)] ∈ L2(ω,Ω) and there-

fore Pg ∈ H1,0(Ω,A).

Finally, let us prove the continuity of the operator (5.25). The continuity of the operator

R : H1(Ω) −→ H1(Ω) follows from the continuous embedding H1(Ω) ⊂ L2(ω−1; Ω) and the

continuity of the operator (5.21). Hence, we only need to prove thatA(y)[Rg(y)] ∈ L2(ω; Ω).

For g ∈ H1(Ω) we have

A(y)[Rg(y)] =
∂a(y)

∂yi

∂Rg
∂yi

+ a(y)∆Rg(y).

As Rg ∈ H1(Ω), we only need to prove that ∆Rg(y) ∈ L2(ω; Ω). Using the relation (4.8)

∆Rg(y) = ∆ [−∇ · P∆(g∇(ln a))] = −∇ ·∆P∆(g∇(ln a)) = −∇ · (g∇(ln a)),

since g ∈ H1(Ω), then g ∈ L2(ω,Ω). ∇(ln a) is a multiplier in the space H1(Ω) by virtue

of the second condition in (5.14), then (g∇ ln a) ∈ H1(Ω). Consequently, −∇ · (g∇ ln a) ∈

H1(Ω). The rest of the proof follows from condition (5.15) and Theorem 5.8 which imply

the continuity of the operator AR : H1(Ω) −→ L2(ω; Ω) and hence the continuity of the

operator (5.25).

5.6 Third Green identities and integral relations

Let Bε(y) be the ball centered at y ∈ Ω with radius ε sufficiently small. Then, R(·, y) ∈

L2(ω; Ω r Bε(y)) and thus P (·, y) ∈ H1,0(Ω r Bε(y)). Applying the second Green (5.9)

identity with v(y) = P (y, ·) and any distribution u ∈ H1,0(Ω;A) in ΩrBε(y) with v = P (y, ·)

and using standard limiting procedures ε→ 0 (cf. [Mr70]) we obtain the third Green identity

(integral representation formula) for the function u ∈ H1,0(Ω;A):

u+Ru− V T+u+Wγ+u = PAu, in Ω. (5.26)
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If u ∈ H1,0(Ω;A) is a solution of the PDE (5.10), then, from (5.26), we obtain

u+Ru− V T+(u) +Wγ+u = Pf, in Ω. (5.27)

Taking the trace and the conormal derivative of (5.27), we obtain integral representation

formulae for the trace and traction of u respectively:

1

2
γ+u+ γ+Ru− VT+u+Wγ+u = γ+Pf, on S, (5.28)

1

2
T+u+ T+Ru−W ′T+u+ L+γ+u = T+Pf, on S. (5.29)

For some distributions f,Ψ and Ψ, we consider a more indirect integral relation associ-

ated with the third Green identity (5.27)

u+Ru− VΨ +WΦ = Pf, in Ω. (5.30)

Lemma 5.10. Let u ∈ H1(Ω), f ∈ L2(ω; Ω), Ψ ∈ H−1/2(S) and Φ ∈ H1/2(S), satisfying

the relation (5.30). Let conditions (5.14) and (5.15) hold. Then u ∈ H1,0(Ω,A), solves the

equation Au = f in Ω and the following identity is satisfied

V (Ψ− T+u)−W (Φ− γ+v) = 0, in Ω. (5.31)

Proof. To prove that u ∈ H1,0(Ω;A), taking into account that by hypothesis u ∈ H1(Ω), so

there is only left to prove that Au ∈ L2(ω; Ω). Firstly we write the operator A as follows:

A(x)[u(x)] = ∆(au)(x)−
3∑
i=1

∂

∂xi

(
u

(
∂a(x)

∂xi

))
.

It is easy to see that the second term belongs to L2(ω; Ω). Keeping in mind Remark

5.3 and the fact that u ∈ H1(Ω), then we can conclude that the term u∇a ∈ H1(Ω) since

due to the second condition in (5.14) ∇a is a multiplier in the space H1(Ω) and therefore

∇(u∇a) ∈ L2(ω; Ω).

Now, we only need to prove that ∆(au) ∈ L2(ω; Ω). To prove this we look at the relation

(5.30) and we put u as the subject of the formula. Then, we use the potential relations

(4.7), (4.9) and (4.11)

u = Pf −Ru+VΨ−WΦ = P∆

(
f

a

)
−Ru+V∆

(
Ψ

a

)
−W∆Φ +V∆

(
∂(ln(a))

∂n
Φ

)
(5.32)
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In virtue of the Theorem 5.9, Ru ∈ L2(ω; Ω). Moreover, the terms in previous expression

depending on V∆ or W∆ are harmonic functions and P∆ is the newtonian potential for the

Laplacian, i.e. ∆P∆

(
f

a

)
=

f

a
. Consequently, applying the Laplacian operator in both

sides of (5.32), we obtain:

∆u =
f

a
−∆Ru. (5.33)

Thus, ∆u ∈ L2(ω; Ω) from where it immediately follows that ∆(au) ∈ L2(ω; Ω). Hence

u ∈ H1,0(Ω;A). The rest of the proof is equivalent to Lemma 4.10.

The proof of the following statement is the counterpart of Lemma 4.11 for exterior

domains. The proof follows from the invertibility of the operator V∆, see [McL00, Corollary

8.13].

Lemma 5.11. Let Ψ∗ ∈ H−1/2(S). If

VΨ∗(y) = 0, y ∈ Ω, (5.34)

then Ψ∗(y) = 0.

Proof. Take the trace of (5.34) and relation (4.9), to obtain

VΨ∗(y) = V∆

(
Ψ∗

a

)
(y) = 0, y ∈ S. (5.35)

Then, applying [McL00, Corollary 8.13], we obtain that the equation (5.35) is uniquely

solvable. Hence, Ψ∗(y) = 0.

5.7 BDIES

Let the functions Φ0 ∈ H1/2(S) and Ψ0 ∈ H−1/2(S) be continuous fixed extensions to S

of the functions φ0 ∈ H1/2(SD) and ψ0 ∈ H1/2(SN ). Moreover, let φ ∈ H̃1/2(SN ) and

ψ ∈ H̃−1/2(SD) be arbitrary functions formally segregated from u, cf. [CMN09, CMN13,

MiPo15-II].
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We will derive a system of BDIEs for the BVP (5.10)-(5.12) substituting the following

functions:

γ+u = Φ0 + φ, T+u = Ψ0 + ψ, on S; (5.36)

in the third Green identities (5.27)-(5.29).

In what follows, we will denote by X the vector of unknown functions

X = (u, ψ, φ)> ∈ H := H1,0(Ω;A)× H̃−1/2(SD)× H̃1/2(SN ) ⊂ X

where

X := H1(Ω)× H̃−1/2(SD)× H̃1/2(SN ). (5.37)

M12 We substitute the functions (5.36) in (5.27) and (5.28) to obtain the following BDIES

(M12)

u+Ru− V ψ +Wφ = F0, in Ω, (5.38a)

1

2
φ+ γ+Ru− Vψ +Wφ = γ+F0 − Φ0, on S. (5.38b)

We denote by M12 the matrix operator that defines the system (M12):

M12 =

[
I +R −V +W

γ+R −V 1

2
I +W

]
, (5.39)

and by F12 the right hand side of the system

F12 = [F0, γ
+F0 − Φ0 ]>.

The systems (M12) can be expressed in terms of matrix notation as

M12X = F12 (5.40)

If the conditions (5.14) and (5.15) hold, then due to the mapping properties of the potentials,

F12 ∈ F12 ⊂ Y12, while operators M12 : H → F12 and M12 : X → Y12 are continuous.

Here, we denote

F12 := H1,0(Ω,A)×H1/2(S), Y12 := H1(Ω)×H1/2(S).
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Theorem 5.12. [Equivalence BDIES - BVP] Let f ∈ L2(ω; Ω), let Φ0 ∈ H−1/2(S) and

let Ψ0 ∈ H−1/2(S) be some fixed extensions of φ0 ∈ H1/2(SD) and ψ0 ∈ H−1/2(SN ),

respectively. Let conditions (5.14) and (5.15) hold.

i) If some u ∈ H1,0(Ω;A) solves the BVP (5.10)-(5.12), then the triplet (u, ψ, φ)> ∈

H1,0(Ω;A)× H̃−1/2(SD)× H̃1/2(SN ) where

φ = γ+u− Φ0, ψ = T+u−Ψ0, on S,

solves the BDIES (M12).

ii) If a triple (u, ψ, φ)> ∈ H1,0(Ω;A)× H̃−1/2(SD)× H̃1/2(SN ) solves the BDIES (M12),

then this solution is unique. Furthermore, u solves the BVP (5.10)-(5.12) and the

functions ψ, φ satisfy

φ = γ+u− Φ0, ψ = T+u−Ψ0, on S. (5.41)

Proof. The proof of item i) automatically follows from the derivation of the BDIES (M12).

Let us prove now item ii). Let the triple (u, ψ, φ)> ∈ H1(Ω)× H̃−1/2(SD)× H̃1/2(SN )

solve the BDIE system. Taking the trace of the equation (5.38a) and substract it from the

equation (5.38b), we obtain

φ = γ+u− Φ0, on S. (5.42)

This means that the first condition in (5.41) is satisfied. Now, restricting equation (5.42)

to SD, we observe that φ vanishes as supp(φ) ⊂ SN . Hence, φ0 = Φ0 = γ+u on SD and

consequently, the Dirichlet condition of the BVP (5.11) is satisfied.

We proceed using the Lemma 5.10 in equation (5.38a), with Ψ = ψ+Ψ0 and Φ = φ+Φ0

which implies that u is a solution of the equation (5.10) and also the following equality:

V (Ψ0 + ψ − T+u)−W (Φ0 + φ− γ+u) = 0 in Ω. (5.43)

In virtue of (5.42), the second term of the previous equation vanishes. Hence,

V (Ψ0 + ψ − T+u) = 0, in Ω. (5.44)
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Now, in virtue of Lemma 5.11 we obtain

Ψ0 + ψ − T+u = 0, on S. (5.45)

Since ψ vanishes on SN , we can conclude Ψ0 = ψ0 on SN . Consequently, equation (5.45)

implies that u satisfies the Neumann condition (5.12).

5.8 Representation Theorems and Invertibility

In this section, we aim to prove the invertibility of the operatorM12 : H→ F12 by showing

first that the arbitrary right hand side F12 from the respective spaces can be represented in

terms of the parametrix-based potentials and using then the equivalence theorems.

The following result is the counterpart of [CMN13, Lemma 7.1]. The analogous result

for bounded domains can be found in [CMN09, Lemma 3.5].

Lemma 5.13. For any function F∗ ∈ H1,0(Ω;A), there exists a unique couple (f∗,Ψ∗) =

CF∗ ∈ L2(ω; Ω)×H−1/2(S) such that

F∗(y) = Pf∗(y) + VΨ∗(y), y ∈ Ω, (5.46)

where C : H1,0(Ω;A)→ L2(ω; Ω)×H−1/2(S) is a linear continuous operator.

Proof. Let us assume that such functions f∗ and Ψ∗, satisfying (5.46), exist. Then, we aim

to find expressions of these functions in terms of F∗. Applying the potential relations (4.9),

(4.7) to the equation (5.46), we obtain

F∗(y) = P∆

(
f∗
a

)
(y) + V∆

(
Ψ∗
a

)
(y), y ∈ Ω. (5.47)

Applying the Laplace operator at both sides of the equation (5.47), we get

f∗ = a∆F∗. (5.48)

On the other hand, we can rewrite equation (5.47) as

V∆

(
Ψ∗
a

)
(y) = Q(y), y ∈ Ω, (5.49)

111



where

Q(y) := F∗(y)− P∆ (∆F∗) . (5.50)

Now, we take the trace of (5.49)

V∆

(
Ψ∗
a

)
(y) = γ+Q(y), y ∈ S. (5.51)

It is well known that the direct value operator of the single layer potential for the Laplace

equation V∆ : H−1/2(S) −→ H1/2(S) is invertible (cf. e.g. [McL00, Corollary 8.13]). Hence,

we obtain the following expresion for Ψ∗:

Ψ∗(y) = aV−1
∆ γ+Q(y), y ∈ S. (5.52)

Relations (5.48) and (5.52) imply the uniqueness of the couple (f∗,Ψ∗).

Now, we just simply need to prove that the pair (f∗,Ψ∗) given by (5.52) and (5.48) sat-

isfies (5.46). For this purpose, let us note that the single layer potential operator, V∆(Ψ∗/a)

with Ψ∗ given by (5.52), as well as Q(y) given by (5.50) are both harmonic functions. Since

Q(y) and V∆(Ψ∗/a) are two harmonic functions that coincide on the boundary due to (5.51),

then they must be identical in the whole Ω due to the uniqueness of solution to the Dirichlet

problem for the Laplace equation, see [CMN13, Theorem 3.1]. As a consequence, (5.49) is

true which implies (5.46). Thus, relations (5.48), (5.50) and (5.52) give

(f∗,Ψ∗) = CF∗ := (a∆F∗, aV−1
∆ γ+[F∗ − P∆(a∆F∗)]). (5.53)

Since all the operators involved in the definition (5.53) of the operator C are continuous and

linear, the operator C is also continuous and linear.

Corollary 5.14. Let

(F0,F1) ∈ H1,0(Ω;A)×H1/2(∂Ω).

Then there exists a unique triplet (f∗,Ψ∗,Φ∗) such that (f∗,Ψ∗,Φ∗) = C∗(F0,F1)>, where

C∗ : H1,0(Ω,A)×H1/2(S)→ L2(ω; Ω)×H−1/2(S)×H1/2(S) is a linear an bounded operator
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and (F0,F1) are given by

F0 = Pf∗ + VΨ∗ −WΦ∗ in Ω (5.54)

F1 = γ+F0 − Φ∗ on ∂Ω (5.55)

Proof. Taking Φ∗ = γ+F0 − F1 and applying the previous lemma to F∗ = F0 + WΦ∗ we

prove existence of the representation (5.54) and (5.55). The uniqueness follows from the

homogenenous case when F0 = F1 = 0. Then, (5.55) implies Φ∗ = 0 and consequently, by

(5.54) and Lemma 5.13, we get Ψ∗ = 0 and f∗ = 0.

We are ready to prove one of the main results for the invertibility of the matrix operator

of the BDIES (M12).

Theorem 5.15. If conditions (5.14) and (5.15) hold, then the following operator is con-

tinuous and continuously invertible:

M12 : H→ F12 (5.56)

Proof. In order to prove the invertibility of the operator M12 : H −→ F12, we apply the

Corollary 5.14 to any right-hand side F12 ∈ F12 of the equation M12U = F12. Thus, F12

can be uniquely represented as (f∗,Ψ∗,Φ∗)
> = C∗F12 as in (5.54)-(5.55) where C∗ : F12 −→

L2(ω; Ω)×H−1/2(S)×H1/2(S) is continuous.

In virtue of the equivalence theorem for the system (M12), Theorem 5.12, and the

invertibility theorem for the boundary value problem with mixed boundary conditions,

Theorem 5.1, the matrix equationM12U = F12 has a solution U = (M12)−1F12 where the

operator (M12)−1, is given by expressions

u = A−1
M [f∗, rSD

Φ∗, rSN
Ψ∗], ψ = T+u−Ψ∗, φ = γ+u− Φ∗, (5.57)

where (f∗,Ψ∗,Φ∗)
> = C∗F12. Consequently, the operator (M12)−1 is a continuous right

inverse to the operator (5.56). Moreover, the operator (M12)−1 results to be a double sided

inverse in virtue of the injectivity implied by Theorem 5.12.
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5.9 Fredholm properties and Invertibility

In this section, similar to [CMN13, Section 7.2], we are going to benefit from the compactness

properties of the operator R to prove invertibility of the operatorM12 : X→ Y12. For this

we will have to split the operator R into two parts , one which can be made arbitrarily

small and the other part will be contact. Then, we shall simply make use of the Fredholm

alternative to prove the invertibility of these operators. However, we can only split the

operator R if the PDE satisfies the additional condition

lim
|x|→∞

ω(x)∇a(x) = 0. (5.58)

Lemma 5.16. Let conditions (5.14) and (5.58) hold. Then, for any ε > 0 the operator R

can be represented as R = Rs +Rc, where ‖ Rs ‖H1(Ω)< ε, while Rc : H1(Ω) → H1(Ω) is

compact.

Proof. Let B(0, r) be the ball centered at 0 with radius r big enough such that S ⊂ Br.

Furthermore, let χ ∈ D(R3) be a cut-off function such that χ = 1 in S ⊂ Br, χ = 0 in

R3 rB2r and 0 ≤ χ(x) ≤ 1 in R3. Let us define by Rcg := R(χg), Rsg := R((1− χ)g).

We will prove first that the norm of Rs can be made infinitely small. Let g ∈ H1(Ω),

then

‖ Rsg ‖H1(Ω)=‖
3∑
i=1

P∆

[
∂

∂xi

(
3∑
i=1

∂(ln a)

∂xi
(1− χ)g

)]
‖H1(Ω)≤ k ‖ P∆ ‖H̃−1(Ω)

,

with k :=
3∑
i=1

‖ ∂

∂xi

(
3∑
i=1

∂(ln a)

∂xi
(1− χ)g

)
‖H̃−1(Ω)

≤

3∑
i=1

‖ ∂(ln a)

∂xi
(1− χ)g ‖L2(Ω)≤ 3 ‖ g ‖L2(ω−1;Ω)‖ ω∇a ‖L∞(R3rBr) ≤

3 ‖ g ‖H1(Ω)‖ ω∇a ‖L∞(R3rBr) .

Consequently, we have the following estimate:

‖ Rsg ‖H1(Ω) = 3 ‖ g ‖H1(Ω)‖ ω∇a ‖L∞(R3rBr)‖ P∆ ‖H̃−1(Ω)
.
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Using the previous estimate is easy to see that when ε → +∞ the norm ‖ Rsg ‖H1(Ω)

tends to 0. Hence, the norm of the operator Rs can be made arbitrarily small.

To prove the compactness of the operator Rcg := R(χg), we recall that supp(χ) ⊂

B̄(0, 2r). Then, one can express Rcg := RΩr([χg|Ωr ]) where the operator R is defined now

over Ωr := Ω∩B2r which is a bounded domain. As the restriction operator |Ωr : H1(Ω) −→

H1(Ωr) is continuous, in virtue of Theorem 5.8, the operator Rcg : L2(Ωr) −→ H1(Ωr) is

also continuous. Due to the boundedness of Ωr, we have H1(Ωr) = H1(Ωr) and thus the

compactness of Rcg follows from the Rellich Theorem applied to the embedding L2(Ωr) ⊂

H1(Ωr).

Corollary 5.17. Let conditions (5.14) and (5.58) hold. Then, the operator I+R : H1(Ω)→

H1(Ω) is Fredholm with zero index.

Proof. Using the previous Lemma, we have R = Rs + Rc so ‖ Rs ‖< 1 hence I + Rs is

invertible. On the other hand Rc is compact and hence I +Rs a compact perturbation of

the operator I +R, from where it follows the result.

Theorem 5.18. If conditions (5.14), (5.15) and (5.58) hold, then the operator

M12 : X→ Y12, (5.59)

is continuously invertible.

Proof. Let

M12
0 =

[
I −V W

0 −V 1

2
I

]
.

Let U = (u, ψ, φ) ∈ X be a solution of the equation M12
0 U = F , where F = (F1,F2) ∈

H1(Ω)×H1/2(S). Then, U will also solve the following extended system

u+Wφ− V ψ = F1 in Ω,

1

2
φ− Vψ = F2 on S, (5.60)

−rSD
Vψ = rSD

F2 on SD.
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Furthermore, every solution of the system (5.60) will solve the equation M12
0 U = F .

The system (5.60) can be written also in matrix form as M̃12
0 U = F̃ where F̃ denotes

the right hand side and M̃12
0 is defined as

M̃12
0 :=

 I W −V
0

1

2
I −V

0 0 −rSD
V

 .
We note that the three diagonal operators:

I : H1(Ω) −→ H1(Ω),

1

2
I : H1/2(S) −→ H1/2(S),

−rSD
V : H̃−1/2(SD) −→ H1/2(SD)

are invertible, cf. Theorem 4.8. Hence, the operator M̃12
0 which defines the system (5.60)

is invertible.

Now, let ψ ∈ H̃−1/2(SD) such that the third equation in the system (5.60) is satisfied.

Then, solving φ from the second equation of the system, we get φ = 2(Vψ+F2) ∈ H̃1/2(SN )

from where the invertibility of the operator M12
0 follows.

Now, we decompose M12 −M12
0 = M12

s +M12
c and we prove that M12

0 +M12
s is a

compact perturbation ofM12. Consequently,M12 is Fredholm with index zero. In addition,

as the operator M12 is one to one, we conclude that it is also continuously invertible.
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Chapter 6

Conclusions and Further Work

6.1 Conclusions

A parametrix for the Stokes system with variable viscosity has been obtained in Chapters 2

and 3. This parametrix has allowed us to establish relationships between the hydrodinamic

potentials for the constant coefficient case, µ = 1 and the variable viscosity case. As a

result, multiple mapping properties regarding the compactness and boundedness of the

hydrodynamical surface and volume operators in appropriate Sobolev spaces have been

proved.

Furthermore, we have obtained integral representation formulae for the solution of the

mixed BVP for the Stokes system, in the interior case and in the exterior case. These

formulae have allowed us to construct BDIES equivalent to the original mixed BVP with

variable coefficient.

The existence and uniqueness of solution of the BDIES have been proved as well as

mapping properties of the matrix operators that defined these systems, such us boundedness

and invertibility on the usual Sobolev spaces for the interior domain case and also on

weighted Sobolev spaces for the case of exterior domains.

Moreover, the second part of the thesis, Chapters 4 and 5, has concentrated on the idea

that there is more than one appropriate parametrix for a PDE (or system) that works.

In particular, the family of parametrices of the form P x(x, y; a(x)), different to the family

P y(x, y; a(y)) already analysided in [CMN09]. This new family of parametrices has not yet
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been studied and we have analysed this scenario for a mixed elliptic BVP in both bounded

and unbounded domains. Mapping properties of the corresponding P x-based potentials are

proved in both bounded and unbounded domains in Sobolev and weighted Sobolev spaces,

respectively.

Using this new family of parametrices, we have been able to deduce a BDIES. Further-

more, we have proven that this BDIES is equivalent to the original BVP in both interior and

exterior domains. As a result, the uniqueness is automatically proved once the uniqueness

of the BVP has been proved.

Moreover, continuouity and invertibility of the matrix operator that defines the BDIES

has been proved by applying the compactness properties and the Fredholm alternative

theory.

6.2 Further Work

• One of the main ideas for further work is studying the systems analogous (M12) and

(M21) of [CMN09] for the compressible Stokes system in both bounded and unbounded

domains. These two systems will have the feature that they are not uniquely solvable

due to the degenerate case of the operators V̊ and L̊, see [ReSt03].

• Derive the corresponding BDIES for the compressible Stokes system for the Dirichlet

and Neumann problems in both bounded and unbounded domains.

• Reproduce the analogous results as in the two previous items for the 2D case.

• Generalise the previous results for Lipschitz domains.

• Develop and implement a numerical scheme to solve the BDIES.
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- Paris VI, (1987).

120



[Gr78] Giroire, J. and Nedelec, J.: Numerical solution of an exterior Neumann problem

using a double layer potential, Math. Comp. 32 (1978), 973-990.

[GMR13] Grzhibovskis, R., Mikhailov, S.E. and Rjasanow, S.: Numerics of boundary-

domain integral and integro-differential equations for BVP with variable coeffi-

cient in 3D, Computational Mechanics 51 (2013), 495-503.

[Ha71] Hanouzet B.: Espaces de Sobolev avec poids. Application au Problème de Dirich-

let dans un demi espace, Rendiconti del Seminario Matematico della Universita

di Padova, 46 (1971), 227-272.

[HsWe08] Hsiao, G.C. and Wendland, W.L.: Boundary Integral Equations. Springer, Berlin

(2008).

[HSW00] Hsiao, G.C., Schnack, E. and Wendland, W.L.: Hybrid coupled finite-boundary

element methods for elliptic systems of second order, Computer Methods in Ap-

plied Mechanics and Engineering 190 (2000), 431-485.

[InMo93] Ingber, M.S. and Mondy, L.A.: Direct second kind boundary integral formulation

for Stokes flow problems. Computational Mechanics 11 (1993), 11-27.

[Ko07] Kohr, M.: Boundary value problems for the Stokes system in bounded domains

in Rn. J. Comput. Appl. Math. 201 (2007), 128-145.

[KoPo04] Kohr, M. and Pop, I.: Viscous Imcompressible Flow. WIT Press, Southampton

(2004).

[KoWe06] Kohr, M. and Wendland, W.L.: Variational boundary integral equations for the

Stokes system. Applicable Anal. 85 (2006), 1343-1372.

[KLMW] Kohr M., Lanza de Cristoforis, M., Mikhailov, S.E. and Wendland, W.L., Integral

potential method for transmission problem with Lipschitz interface in R3 for

121



the Stokes and Darcy-Forchheimer-Brinkman PDE systems, ArXiv: 1510.04981,

2015, 1-31.

[La69] Ladyzhenskaya, O.A.: The Mathematical Theory of Viscous Incompressible

Flow. Gordon & Breach, New York (1969).
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