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#### Abstract

In this paper, we consider the problem of optimal control for a class of nonlinear stochastic systems with multiplicative noise. The nonlinearity consists of quadratic terms in the state and control variables. The optimality criteria are of a risk-sensitive and generalised risk-sensitive type. The optimal control is found in an explicit closed-form by the completion of squares and the change of measure methods. As applications, we outline two special cases of our results. We show that a subset of the class of models which we consider leads to a generalized quadratic affine term structure model (QATSM) for interest rates. We also demonstrate how our results lead to generalisation of exponential utility as a criterion in optimal investment.
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## 1. Introduction

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, on which an $n$-dimensional standard Brownian motion $(W(t), t \geq 0)$, is defined. We assume that $\mathcal{F}_{t}$ is the augmentation of $\sigma\{W(s) \mid 0 \leq s \leq t\}$ by all the P-null sets of $\mathcal{F}$. Let $f:[0, T] \times \Omega \rightarrow \mathbb{R}^{n}$ denote an $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ adapted process; if $\mathbb{E} \int_{0}^{T}|f(t)|^{2} d t<\infty$, we write $f(\cdot) \in L_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{n}\right)$.

[^0]Consider the linear stochastic control system:

$$
\left\{\begin{array}{l}
d x_{1}(t)=\left[A x_{1}(t)+B u(t)\right] d t+\sum_{j=1}^{n} C_{j} d W_{j}(t)  \tag{1.1}\\
x_{1}(0)=x_{10} .
\end{array}\right.
$$

The initial state $x_{10}$ is a Gaussian random variable with mean $\mu_{0}$ and variance $P_{0}$, with $P_{0}$ being nonsingular. It is assumed that $x_{10}$ and $W(t)$ are independent objects. The rest of the given data are:

$$
\begin{align*}
& A(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{1} \times n_{1}}\right) ; \quad B(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{1} \times m}\right)  \tag{1.2}\\
& C_{j}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{1}}\right), \quad j=1, \ldots, n
\end{align*}
$$

Here $L^{\infty}(\cdot)$ denotes the set of uniformly bounded functions. For notational simplicity, we do not indicate explicitly the time dependence of coefficients. When the control process $u(\cdot) \in L_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right)$, equation (1.1) has a unique strong solution (see, e.g. Theorem 1.6.14 of [36]). $u(\cdot)$ is typically chosen by minimising a real-valued functional of $x_{1}(\cdot)$ and $u(\cdot)$ over $u(\cdot)$. A cost function of interest here is risk-sensitive cost functional:
$J_{1}(u(\cdot))=\gamma \mathbb{E}\left\{\exp \left[\frac{\gamma}{2} x_{1}^{\prime}(T) S x_{1}(T)+\frac{\gamma}{2} \int_{0}^{T}\left[x_{1}^{\prime}(t) Q x_{1}(t)+u^{\prime}(t) R u(t)\right] d t\right]\right\}(1$,
where $\gamma \in \mathbb{R}, \gamma \neq 0$, is a given constant. The coefficient matrices are assumed to be symmetric and belong to the following spaces:

$$
Q(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{1} \times n_{1}}\right), \quad R(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m \times m}\right), \quad S \in \mathbb{R}^{n_{1} \times n_{1}}
$$

with $Q(t) \geq 0, R(t)>0$, a.e. $t \in[0, T]$, and $S \geq 0$.
The optimal control problem of finding $u(\cdot)$ that minimises (1.3) subject to (1.1), was introduced by Jacobson in [19]. Assuming full state observation, Jacobson has given a complete solution to this problem. The optimal control is of a linear state-feedback form, and has great similarity with the linear-quadratic control [35]. An important difference, however, is that in the risk-sensitive case the optimal control depends on the intensity of noise $C_{j}(t)$, $j=1, \ldots, n$, which is not the case for the linear-quadratic control. Jacobson
also solves the discrete-time version of the problem and explores the relation with differential games.

After this pioneering work, several attempts were made in solving the partial observation problem by [22], [23], [31], [32]. However, it is only in [6] that the complete solution to this problem was finally obtained. In the recent paper [11], the authors have generalised all these classical results by introducing a more general risk-sensitive criterion that contains noise dependent penalties of the state and control variables. The discrete-time partial observation problem was solved by Whittle in [33] (see also [34]). For infinite horizon criterion in a Markovian setting, the reader can consult [5], [9], [10]. An important relation with robust controllers was found in [14], [15], whereas the risk-sensitive maximum principle was studied in [26], [27], [17], [20]. A more general version of linear exponential quadratic control, where $x(t)$ evolves in an infinite dimensional Hilbert space is discussed in [13]. The optimal investment problem is particulary suitable for the application of risk-sensitive control; see for example [7], [12], [24], [16].

A risk-sensitive control problem with system dynamics that contains multiplicative noise, but has a linear penalty on the state was essentially solved a few years before Jacobson. This was achieved by Merton in [29], [30], who considered the problem of optimal investment with an exponential utility. The system dynamics in this case is the self-financing portfolio

$$
d y(t)=[r(t) y(t)+b(t) u(t)] d t+\sum_{i=1}^{n} \sigma_{i}(t) u(t) d W_{i}(t)
$$

where $r(t), b(t), \sigma_{i}(t)$, are market dependent known coefficients, and $u(t)$ represents the trading strategy. The aim of the investor with exponential utility is to minimise the criterion

$$
\mathbb{E}\left[e^{-a y(T)}\right]
$$

for some known coefficient $a$. Note that the cost function is exponential affine in the state, in contrast to the exponential quadratic form in equation (1.3).

In this paper we formulate a risk-sensitive control problem which contains the previously mentioned two problems as special cases. We do so by
first extending the systems dynamics (1.1) to include multiplicative noise as follows:

$$
\left\{\begin{align*}
d x_{1}(t) & =\left[A x_{1}(t)+B u(t)\right] d t+\sum_{j=1}^{n} C_{j} d W_{j}(t)  \tag{1.4}\\
d x_{2}(t) & =\left[A_{1} x_{1}(t)+A_{2} x_{2}(t)+D\left(x_{1}(t), u(t)\right)+B_{1} u(t)\right] d t \\
& +\sum_{j=1}^{n}\left[A_{3 j} x_{1}(t)+B_{2 j} u(t)+C_{1 j}\right] d W_{j}(t) \\
x_{1}(0) & =x_{10}, \quad x_{2}(0)=x_{20}
\end{align*}\right.
$$

The given data are such that:

$$
\begin{array}{r}
A_{1}(\cdot), A_{31}(\cdot), \ldots, A_{3 n}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{2} \times n_{1}}\right), \\
A_{2}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{2} \times n_{2}}\right), \\
B_{1}(\cdot), B_{21}(\cdot), \ldots, B_{2 n}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{2} \times m}\right), \\
C_{11}(\cdot), \ldots, C_{1 n}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{2}}\right),
\end{array}
$$

and we further assume that $x_{20}$ is a normal random variable independent of $x_{10}$ and $W(t)$. The vector $D\left(x_{1}(t), u(t)\right)$ is defined as

$$
D\left(x_{1}(t), u(t)\right)=\left[\begin{array}{c}
x_{1}^{\prime}(t) Q_{1} x_{1}(t)+u^{\prime}(t) X_{1} x_{1}(t)+u^{\prime}(t) R_{1} u(t) \\
\vdots \\
x_{1}^{\prime}(t) Q_{n_{2}} x_{1}(t)+u^{\prime}(t) X_{n_{2}} x_{1}(t)+u^{\prime}(t) R_{n_{2}} u(t)
\end{array}\right]
$$

where

$$
\begin{aligned}
& Q_{1}(\cdot), \ldots, Q_{n_{2}}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{1} \times n_{1}}\right) \\
& X_{1}(\cdot), \ldots, X_{n_{2}}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m \times n_{1}}\right) \\
& R_{1}(\cdot), \ldots, R_{n_{2}}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m \times m}\right)
\end{aligned}
$$

We also assume that $Q_{j}, R_{j}, j=1, \ldots, n_{2}$, are symmetric. Note that equation for the state $x_{2}(t)$ is nonlinear in both the state $x_{1}(t)$ and the control $u(t)$. In addition, the state $x_{1}(t)$ and control $u(t)$ multiply the sources of noise $W_{j}(t)$, $j=1, \ldots, n$.

We extend the criterion (1.3) to include a linear penalty on the newly introduced state $x_{2}(t)$ as follows:

$$
\begin{align*}
J(u(\cdot)) & =\gamma \mathbb{E}\left\{\operatorname { e x p } \left[\frac{\gamma}{2} x_{1}^{\prime}(T) S x_{1}(T)+\frac{\gamma}{2} \int_{0}^{T}\left[x_{1}^{\prime}(t) Q x_{1}(t)+u^{\prime}(t) R u(t)\right] d t\right.\right. \\
& +\frac{\gamma}{2} S_{1}^{\prime} x_{1}(T)+\frac{\gamma}{2} S_{2}^{\prime} x_{2}(T) \\
& \left.\left.+\frac{\gamma}{2} \int_{0}^{T}\left[L_{1}^{\prime} x_{1}(t)+L_{2}^{\prime} x_{2}(t)+L_{u}^{\prime} u(t)+u^{\prime}(t) X x_{1}(t)\right] d t\right]\right\} \tag{1.5}
\end{align*}
$$

The new matrices and vectors that appear in this criterion are such that:

$$
\begin{aligned}
& L_{1}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{1}}\right), \quad L_{2}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{2}}\right), \quad L_{u}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m}\right), \\
& X(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m \times n_{1}}\right), \quad S_{1} \in \mathbb{R}^{n_{1}}, \quad S_{2} \in \mathbb{R}^{n_{2}}
\end{aligned}
$$

Our main concern is to solve the optimal control problem of minimising (1.5) subject to (1.4). This is achieved in Sec. 2, where the optimal control is found in an explicit closed-form, subject to solving a Riccati type differential equation. The optimal control turns out to be an affine function of the state $x_{1}(t)$. Since the considered optimal control problem is of a nonlinear nature, it is rather surprising that it admits an explicit closed-form solution. Moreover, based on our extended system dynamics, we introduce a new interest rate model and derive the price of a zero-coupon bond in a closed form. Next in Sec. 3 we consider a generalised risk-sensitive control problem of the type introduced recently by the authors in [11], where noise dependent penalties of state and control variables are included in the criterion. Even for this case we obtain the solution explicitly by the change of measure method. As an interesting application of our general results, we propose an extension of the Merton's optimal investment problem with exponential utility.

## 2. Risk-sensitive control

### 2.1. Problem formulation

In this section, we are interested in the following optimal control problem

$$
\left\{\begin{array}{l}
\min _{u(\cdot) \in \mathcal{A}} J(u(\cdot))  \tag{2.1}\\
\text { s.t. }(1.4) \text { holds, }
\end{array}\right.
$$

where $J(u(\cdot))$ is as defined in (1.5). The set of admissible controls $\mathcal{A}$ will be defined later, after some necessary notation is introduced.
We find the solution to problem (2.1) by the completion of squares method. Let $p_{2}(t)=\left[p_{21}(t), \ldots, p_{2 n_{2}}(t)\right]^{\prime}$ denote the solution to the following linear differential equation

$$
\left\{\begin{array}{l}
\dot{p}_{2}(t)+A_{2}^{\prime} p_{2}(t)+L_{2}=0  \tag{2.2}\\
p_{2}(T)=S_{2}
\end{array}\right.
$$

We define $\bar{R}(t)$ as

$$
\begin{equation*}
\bar{R}(t)=R+\sum_{j=1}^{n_{2}} p_{2 j}(t) R_{j}+\frac{\gamma}{4} \sum_{j=1}^{n} B_{2 j}^{\prime} p_{2}(t) p_{2}^{\prime}(t) B_{2 j} \tag{2.3}
\end{equation*}
$$

We further introduce a Riccati type equation

$$
\left\{\begin{array}{l}
\dot{P}(t)+A^{\prime} P(t)+P(t) A+Q+\sum_{i=1}^{n_{2}} p_{2 i} Q_{i}-\frac{1}{4} \bar{X}^{\prime} \bar{R}^{-1} \bar{X}  \tag{2.4}\\
\quad+\frac{\gamma}{4} \sum_{j=1}^{n}\left[2 P(t) C_{j}+A_{3 j}^{\prime} p_{2}(t)\right]\left[2 C_{j}^{\prime} P(t)+p_{2}^{\prime}(t) A_{3 j}\right]=0 \\
\bar{X}=X+2 B^{\prime} P(t)+\sum_{i=1}^{n_{2}} p_{2 i}(t) X_{i}+\frac{\gamma}{4} \sum_{j=1}^{n} 2 B_{2 j}^{\prime} p_{2}(t)\left[2 C_{j}^{\prime} P(t)+p_{2}^{\prime}(t) A_{3 j}\right] \\
P(T)=S
\end{array}\right.
$$

Our further results rest on the following two assumptions:

Assumption 1. $\bar{R}(t)>0, \quad$ a.e. $\quad t \in[0, T]$.
Assumption 2. The Riccati equation (2.4) has a unique global solution in the interval $[0, T]$.

The Riccati equation (2.4) can be easily rearranged so that it has the form of the Riccati equation for the deterministic linear-quadratic regulator [4], from which the following sufficient conditions for Assumption 2 to hold are derived:

$$
\left\{\begin{array}{l}
\frac{1}{4} \beta^{\prime} \bar{R}^{-1} \beta-\gamma \sum_{j=1}^{n} C_{j} C_{j}^{\prime}>0 \\
Q+\sum_{i=1}^{n_{2}} p_{2 i}(t) Q_{i}+\frac{\gamma}{4} \sum_{j=1}^{n} A_{3 j}^{\prime} p_{2} p_{2}^{\prime} A_{3 j}-\frac{1}{4} \alpha^{\prime} \bar{R}^{-1} \alpha \geq 0 \\
\alpha \equiv X+\sum_{i=1}^{n_{2}} p_{2 i}(t) X_{i}+\frac{\gamma}{2} \sum_{j=1}^{n} B_{2 j}^{\prime} p_{2}(t) p_{2}^{\prime}(t) A_{3 j} \\
\beta \equiv 2 B^{\prime}+\gamma \sum_{j=1}^{n} B_{2 j}^{\prime} p_{2}(t) C_{j}^{\prime}
\end{array}\right.
$$

We now introduce two linear differential equations, which have a unique solution under Assumption 2.

$$
\left\{\begin{array}{l}
\dot{p}_{1}+L_{1}+A^{\prime} p_{1}(t)+A_{1}^{\prime} p_{2}(t)-\frac{1}{2} \bar{X}^{\prime} \bar{R}^{-1} \bar{Y}+\frac{\gamma}{2} \bar{Z}=0  \tag{2.5}\\
\bar{Z}=\sum_{j=1}^{n}\left[2 P(t) C_{j}+A_{3 j}^{\prime} p_{2}(t)\right]\left[C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right] \\
\bar{Y}=L_{u}+B^{\prime} p_{1}(t)+B_{1}^{\prime} p_{2}(t)+\frac{\gamma}{4} \sum_{j=1}^{n} 2 B_{2 j}^{\prime} p_{2}(t)\left[C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right] \\
p_{1}(T)=S_{1}
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\dot{p}+\sum_{j=1}^{n} C_{j}^{\prime} P(t) C_{j}+\frac{\gamma}{4} \sum_{j=1}^{n}\left[p_{1}^{\prime}(t) C_{j}+p_{2}^{\prime}(t) C_{1 j}\right]\left[C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right]=0,  \tag{2.6}\\
p(T)=0
\end{array}\right.
$$

In order to define the set of admissible controls $\mathcal{A}$ we introduce the processes $v(t)$ and $H(t)$ as:

$$
\left\{\begin{array}{l}
d v(t)=\left[x_{1}^{\prime}(t) Q x_{1}(t)+u^{\prime}(t) R u(t)+u^{\prime}(t) X x_{1}(t)+L_{1}^{\prime} x_{1}(t)+L_{2}^{\prime} x_{2}(t)+L_{u}^{\prime} u(t)\right] d t \\
v(0)=0 \\
\quad H(t) \equiv v(t)+x_{1}^{\prime}(t) P(t) x_{1}(t)+p(t)+p_{1}^{\prime}(t) x_{1}(t)+p_{2}^{\prime}(t) x_{2}(t) .
\end{array}\right.
$$

We introduce the following conditions for the control process:
$\mathbf{C 1} \mathbf{( q )} . \mathbb{E}\left[\left[x_{1}^{\prime}(t)\left(2 P C_{j}+A_{3 j}^{\prime} p_{2}\right)+p_{2}^{\prime} B_{2 j} u(t)+p_{1}^{\prime} C_{j}+p_{2}^{\prime} C_{1 j}\right]^{\frac{2 q}{q-1}}\right]<\infty, j=$ $1, \ldots, n$, for some $q>1$, a.e. $t \in[0, T]$.
$\mathbf{C} 2(\mathbf{q}) . \mathbb{E}\left[e^{q \gamma H(t)}\right]<\infty, \quad$ for some $q>1$ and $\forall t \in[0, T]$.

Definition 1. Let $\mathcal{A}_{q}=\left\{u(\cdot) \in L_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right): C 1(q)\right.$ and $C 2(q)$ hold $\}$. The set of admissible controls $\mathcal{A}$ for the problem (2.1) is

$$
\mathcal{A}=\bigcup_{q>1} \mathcal{A}_{q}
$$

Constraining the controls to be square integrable ensures that (1.4) has a unique solution. Indeed, in this case the equation for $x_{1}(t)$ has a unique solution. Since the nonlinearity appearing in the equation for $x_{2}(t)$ depends only on $x_{1}(t)$ and $u(t)$, such an equation also has a unique solution. The constraints $C 1(q)$ and $C 2(q)$ are imposed in order to be able to apply the completion of squares method, and may be stronger than necessary. However, note that constraint $C 2(q)$ implies the necessary requirement of $J(u(\cdot))<\infty$ for all $u(\cdot) \in \mathcal{A}$. Indeed, the following inequality holds

$$
J(u(\cdot))=\gamma \mathbb{E}\left[e^{\frac{\gamma}{2} H(T)}\right] \leq \gamma\left(\mathbb{E}\left[e^{q \gamma H(T)}\right]\right)^{\frac{1}{2 q}}<\infty
$$

### 2.2. Affine controls

In this section we derive sufficient conditions that ensure the control processes affine in state $x_{1}(t)$ belong to the admissible set $\mathcal{A}$. These conditions will be used later is proving our main result (the solution to problem (2.1)). Hence, let us consider the control process given by

$$
\begin{equation*}
\bar{u}(t)=K_{0}+K_{1} x_{1}(t), \tag{2.7}
\end{equation*}
$$

where $K_{0}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m}\right)$ and $K_{1}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m \times n_{1}}\right)$ are given matrices. Substituting (2.7) in the equation for $x_{1}(t)$ gives

$$
\begin{equation*}
d x_{1}=\left(\bar{A} x_{1}+\bar{B}\right) d t+\sum_{j=1}^{n} C_{j} d W_{j} \tag{2.8}
\end{equation*}
$$

where $\bar{A}=A+B K_{1}, \bar{B}=B K_{0}$. Since $x_{1}(t)$ is a square integrable process, so is $\bar{u}$. The condition $\mathrm{C} 1(\mathrm{q})$ is also satisfied due to the bounded expected powers of $x_{1}(t)$ (see, e. g. Theorem 4.5.4 of [21]). It thus remains to show that condition C2(q) holds.
Substituting (2.7) in the equation for $x_{2}(t)$ gives

$$
\begin{equation*}
d x_{2}=\left[\bar{A}_{1} x_{1}+A_{2} x_{2}+\bar{D}\left(x_{1}\right)\right] d t+\sum_{j=1}^{n}\left(\bar{A}_{3 j} x_{1}+\bar{C}_{1 j}\right) d W_{j}, \tag{2.9}
\end{equation*}
$$

where $\bar{A}_{1}=A_{1}+B_{1} K_{1}$, and $\bar{A}_{3 j}=A_{3 j}+B_{2 j} K_{1}, \bar{C}_{1 j}=B_{2 j} K_{0}+C_{1 j}$, $j=1, \ldots, n$. The vector $D\left(x_{1}\right)$ is defined as

$$
\bar{D}\left(x_{1}\right)=\left[\begin{array}{c}
\bar{Q}_{10}+\bar{Q}_{11} x_{1}+x_{1}^{\prime} \bar{Q}_{12} x_{1} \\
\vdots \\
\bar{Q}_{n_{2} 0}+\bar{Q}_{n_{2} 1} x_{1}+x_{1}^{\prime} \bar{Q}_{n_{2} 2} x_{1}
\end{array}\right],
$$

where for $j=1, \ldots, n_{2}$ we have

$$
\begin{aligned}
\bar{Q}_{j 0} & =K_{0}^{\prime} R_{j} K_{0} \\
\bar{Q}_{j 1} & =K_{0}^{\prime} X_{j}+2 K_{0}^{\prime} R_{j} K_{1} \\
\bar{Q}_{j 2} & =Q_{j}+K_{1}^{\prime} X_{j}+X_{j}^{\prime} K_{1}+K_{1}^{\prime} R_{j} K_{1}
\end{aligned}
$$

Next we find $H(t)$ under the control $\bar{u}(t)$. Note that

$$
\begin{align*}
\int_{0}^{t} L_{2}^{\prime} x_{2} d s+p_{2}^{\prime} x_{2} & =p_{2}^{\prime}(0) x_{2}(0)+\int_{0}^{t}\left[p_{2}^{\prime} \bar{A}_{1} x_{1}+\left(\dot{p}_{2}^{\prime}+p_{2}^{\prime} A_{2}+L_{2}^{\prime}\right) x_{2}+p_{2}^{\prime} \bar{D}\left(x_{1}\right)\right] d t \\
& +\sum_{j=1}^{n} \int_{0}^{t}\left(p_{2}^{\prime} \bar{A}_{3 j} x_{1}+p_{2}^{\prime} \bar{C}_{1 j}\right) d W_{j} \\
& =p_{2}^{\prime}(0) x_{2}(0)+\int_{0}^{t}\left[p_{2}^{\prime} \bar{A}_{1} x_{1}+p_{2}^{\prime} \bar{D}\left(x_{1}\right)\right] d t \\
& +\sum_{j=1}^{n} \int_{0}^{t}\left(p_{2}^{\prime} \bar{A}_{3 j} x_{1}+p_{2}^{\prime} \bar{C}_{1 j}\right) d W_{j} \tag{2.10}
\end{align*}
$$

The product $p_{2}^{\prime} \bar{D}\left(x_{1}\right)$ can be written as

$$
p_{2}^{\prime} \bar{D}\left(x_{1}\right)=\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 0}+x_{1}^{\prime} \sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 1}^{\prime}+x_{1}^{\prime}\left(\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 2}\right) x_{1}
$$

The function $H(t)$ under the control $\bar{u}(t)$ can now be written as

$$
\begin{aligned}
H(t) & =p_{2}^{\prime} x_{2}(0)+p(t)+\int_{0}^{t}\left[\left(\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 0}\right)+K_{0}^{\prime} R K_{0}+L_{u}^{\prime} K_{0}\right] d t \\
& +\int_{0}^{t}\left[x_{1}^{\prime}\left(Q+K_{1}^{\prime} R K_{1}+\frac{1}{2} K_{1}^{\prime} X+\frac{1}{2} X^{\prime} K_{1}+\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 2}\right) x_{1}\right. \\
& \left.+x_{1}^{\prime}\left(2 K_{1}^{\prime} R K_{0}+X^{\prime} K_{0}+L_{1}+K_{1}^{\prime} L_{u}+\bar{A}_{1}^{\prime} p_{2}+\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 1}^{\prime}\right)\right] d t \\
& +\sum_{j=1}^{n} \int_{0}^{t}\left(p_{2}^{\prime} \bar{A}_{3 j} x_{1}+p_{2}^{\prime} C_{1 j}\right) d W_{j}+x_{1}^{\prime} P(t) x_{1}+p_{1}^{\prime}(t) x_{1} .
\end{aligned}
$$

For a symmetric and differentiable function $M(t)$ and a differentiable function $N(t)$, of dimensions $n_{1} \times n_{1}$ and $n_{1} \times 1$, respectively, such that $M(0) \geq 0$
and $N(0)=0$, the following holds:

$$
\begin{aligned}
0 & =-x_{1}^{\prime} M(t) x_{1}-x_{1}^{\prime} N(t)+x_{1}^{\prime}(0) M(0) x_{1}(0)+\int_{0}^{t}\left[x_{1}^{\prime}\left(\dot{M}+M \bar{A}+\bar{A}^{\prime} M\right) x_{1}+x_{1}^{\prime}(2 M \bar{B})\right. \\
& \left.+\sum_{j=1}^{n}\left(C_{j}^{\prime} M C_{j}\right)+x_{1}^{\prime} \dot{N}+x_{1}^{\prime} \bar{A}^{\prime} N+N^{\prime} \bar{B}\right] d t \\
& +\sum_{j=1}^{n} \int_{0}^{t}\left(x_{2}^{\prime} 2 M C_{j}+N^{\prime} C_{j}\right) d W_{j}
\end{aligned}
$$

Adding this to the right-hand side of $H(t)$ gives:

$$
\begin{align*}
H(t) & =p_{2}^{\prime} x_{2}(0)+p(t)+x_{1}^{\prime}(0) M(0) x_{1}(0)+\int_{0}^{t}\left[\left(\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 0}\right)+K_{0}^{\prime} R K_{0}+L_{u}^{\prime} K_{0}\right] d t \\
& +\int_{0}^{t}\left[\sum_{j=1}^{n}\left(C_{j}^{\prime} M C_{j}\right)+N^{\prime} \bar{B}\right] d t+x_{1}^{\prime}[P(t)-M(t)] x_{1}+x_{1}^{\prime}\left[p_{1}^{\prime}(t)-N(t)\right] \\
& +\int_{0}^{t}\left[x_{1}^{\prime}\left(Q+K_{1}^{\prime} R K_{1}+\frac{1}{2} K_{1}^{\prime} X+\frac{1}{2} X^{\prime} K_{1}+\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 2}+\dot{M}+M \bar{A}+\bar{A}^{\prime} M\right) x_{1}\right. \\
& +x_{1}^{\prime}\left(2 K_{1}^{\prime} R K_{0}+X^{\prime} K_{0}+L_{1}+K_{1}^{\prime} L_{u}+\bar{A}_{1}^{\prime} p_{2}+\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 1}^{\prime}\right. \\
& \left.\left.+2 M \bar{B}+\dot{N}+\bar{A}^{\prime} N\right)\right] d t \\
& +\sum_{j=1}^{n} \int_{0}^{t}\left[x_{1}^{\prime}\left(\bar{A}_{3 j}^{\prime} p_{2}+2 M C_{j}\right)+p_{2}^{\prime} C_{1 j}+N^{\prime} C_{j}\right] d W_{j} . \tag{2.11}
\end{align*}
$$

Define the matrices $M_{1}(t)$ and $N_{1}(t)$ as:

$$
\begin{aligned}
M_{1} & \equiv\left[\bar{A}_{31}^{\prime} p_{2}+2 M C_{1}, \ldots, \bar{A}_{3 n}^{\prime} p_{2}+2 M C_{n}\right] \\
& =\bar{A}_{3} p_{2}+2 M \bar{C}, \\
N_{1} & \equiv\left[p_{2}^{\prime} C_{11}+N^{\prime} C_{1}, \ldots, p_{2}^{\prime} C_{1 n}+N^{\prime} C_{n}\right] .
\end{aligned}
$$

where $\bar{A}=\left[\bar{A}_{31}^{\prime}, \ldots, \bar{A}_{3 n}^{\prime}\right]$, and $\bar{C}=\left[C_{1}, \ldots, C_{n}\right]$. The stochastic integrals of (2.11) multiplied by the constant $\gamma q$ can be written in the following more
convenient form

$$
\begin{aligned}
& \gamma q \sum_{j=1}^{n} \int_{0}^{t}\left[x_{1}^{\prime}\left(\bar{A}_{3 j}^{\prime} p_{2}+2 M C_{j}\right)+p_{2}^{\prime} C_{1 j}+N^{\prime} C_{j}\right] d W_{j} \\
= & \int_{0}^{t} \gamma q\left(x_{1}^{\prime} M_{1}+N_{1}\right) d W=\frac{1}{2} \int_{0}^{t} \gamma^{2} q^{2} q_{1}\left(x_{1}^{\prime} M_{1}+N_{1}\right)\left(M_{1}^{\prime} x_{1}+N_{1}^{\prime}\right) d t \\
- & \frac{1}{q_{1}} \frac{1}{2} \int_{0}^{t} q_{1}^{2} \gamma^{2} q^{2}\left(x_{1}^{\prime} M_{1}+N_{1}\right)\left(M_{1}^{\prime} x_{1}+N_{1}^{\prime}\right) d t+\frac{1}{q_{1}} \int_{0}^{t} q_{1} \gamma q\left(x_{1}^{\prime} M_{1}+N_{1}\right) d W
\end{aligned}
$$

where $1<q_{1} \in \mathbb{R}$. The function $\gamma q H(t)$ can now be written as:

$$
\begin{aligned}
& \gamma q H(t)=\gamma q\left[p_{2}^{\prime} x_{2}(0)+p(t)+\int_{0}^{t}\left[\left(\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 0}\right)+K_{0}^{\prime} R K_{0}+L_{u}^{\prime} K_{0}+\frac{1}{2} N_{1} N_{1}^{\prime} \gamma q q_{1}\right] d t\right. \\
& \left.\quad+x_{1}^{\prime}(0) M(0) x_{1}(0)+\int_{0}^{t}\left[\sum_{j=1}^{n}\left(C_{j}^{\prime} M C_{j}\right)+N^{\prime} \bar{B}\right] d t+x_{1}^{\prime}[P(t)-M(t)] x_{1}+x_{1}^{\prime}\left[p_{1}^{\prime}(t)-N(t)\right]\right] \\
& \quad+\gamma q \int_{0}^{t}\left[x _ { 1 } ^ { \prime } \left(Q+K_{1}^{\prime} R K_{1}+\frac{1}{2} K_{1}^{\prime} X+\frac{1}{2} X^{\prime} K_{1}+\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 2}+\right.\right. \\
& \left.\quad \dot{M}+M \bar{A}+\bar{A}^{\prime} M+\frac{1}{2} q_{1} \gamma q M_{1} M_{1}^{\prime}\right) x_{1} \\
& \quad+x_{1}^{\prime}\left(2 K_{1}^{\prime} R K_{0}+X^{\prime} K_{0}+L_{1}+K_{1}^{\prime} L_{u}\right. \\
& \left.\left.\quad+\bar{A}_{1}^{\prime} p_{2}+\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 1}^{\prime}+2 M \bar{B}+\dot{N}+\bar{A}^{\prime} N+\gamma q q_{1} M_{1} N_{1}^{\prime}\right)\right] d t \\
& \quad-\frac{1}{q_{1}} \frac{1}{2} \int_{0}^{t} q_{1}^{2} \gamma^{2} q^{2}\left(x_{1}^{\prime} M_{1}+N_{1}\right)\left(M_{1}^{\prime} x_{1}+N_{1}^{\prime}\right) d t+\frac{1}{q_{1}} \int_{0}^{t} q_{1} \gamma q\left(x_{1}^{\prime} M_{1}+N_{1}\right) d W
\end{aligned}
$$

We choose the functions $M(t)$ and $N(t)$ to be solutions to the following Riccati and linear differential equations, respectively:

$$
\left\{\begin{array}{l}
\dot{M}+M \bar{A}+\bar{A}^{\prime} M+Q+K_{1}^{\prime} R K_{1}+\frac{1}{2} K_{1}^{\prime} X+\frac{1}{2} X^{\prime} K_{1}+\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 2}+\frac{1}{2} q_{1} \gamma q M_{1} M_{1}^{\prime}=0  \tag{2.12}\\
M(0) \geq 0
\end{array}\right.
$$

$$
\left\{\begin{array}{l}
\dot{N}+\bar{A}^{\prime} N+\gamma q q_{1} M_{1} N_{1}^{\prime}+2 K_{1}^{\prime} R K_{0}+X^{\prime} K_{0}+L_{1}+K_{1}^{\prime} L_{u}+\bar{A}_{1}^{\prime} p_{2} \\
+\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 1}^{\prime}+2 M \bar{B}=0, \\
N(0)=0
\end{array}\right.
$$

Assumption 3. There exists a unique solution to (2.12).
A simple sufficient condition for this assumption to hold is (see, e.g. [4]):

$$
Q+K_{1}^{\prime} R K_{1}+K_{1}^{\prime} X+X^{\prime} K_{1}+\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 2}+q_{1} \gamma q \bar{A}_{3} p_{2} p_{2}^{\prime} \bar{A}_{3}^{\prime} \geq 0
$$

if $\gamma<0$, and with a " $\leq$ " sign if $\gamma>0$ (due to the time change $t^{\prime}=T-t$ ).
The process $\gamma q H(t)$ now becomes:

$$
\begin{aligned}
& \gamma q H(t)=\gamma q\left[p_{2}^{\prime} x_{2}(0)+p(t)+\int_{0}^{t}\left[\left(\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 0}\right)+K_{0}^{\prime} R K_{0}+L_{u}^{\prime} K_{0}+\frac{1}{2} N_{1} N_{1}^{\prime} \gamma q q_{1}\right] d t\right. \\
& \left.+x_{1}^{\prime}(0) M(0) x_{1}(0)+\int_{0}^{t}\left[\sum_{j=1}^{n}\left(C_{j}^{\prime} M C_{j}\right)+N^{\prime} \bar{B}\right] d t+x_{1}^{\prime}[P(t)-M(t)] x_{1}+x_{1}^{\prime}\left[p_{1}^{\prime}(t)-N(t)\right]\right] \\
& -\frac{1}{q_{1}} \frac{1}{2} \int_{0}^{t} q_{1}^{2} \gamma^{2} q^{2}\left(x_{1}^{\prime} M_{1}+N_{1}\right)\left(M_{1}^{\prime} x_{1}+N_{1}^{\prime}\right) d t+\frac{1}{q_{1}} \int_{0}^{t} q_{1} \gamma q\left(x_{1}^{\prime} M_{1}+N_{1}\right) d W
\end{aligned}
$$

The expected value for the exponential of $\gamma q H(t)$ after applying Hölder's inequality becomes:

$$
\left.\left.\begin{array}{l}
\mathbb{E}\left[e^{\gamma q H(t)}\right] \\
\leq e^{\gamma q\left[p(t)+\int_{0}^{t}\left(\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 0}+K_{0}^{\prime} R K_{0}+L_{u}^{\prime} K_{0}+\frac{1}{2} N_{1} N_{1}^{\prime} \gamma q q_{1}+\sum_{j=1}^{n}\left(C_{j}^{\prime} M C_{j}\right)+N^{\prime} \bar{B}\right) d t\right]} \\
\times \mathbb{E}\left[e^{\gamma q p_{2}^{\prime} x_{2}(0)}\right] \mathbb{E}\left[e^{\gamma q x_{1}^{\prime}(0) M(0) x_{1}(0)}\right]\left(\mathbb{E}\left[e^{x_{1}^{\prime}[P(t)-M(t)] x_{1}+x_{1}^{\prime}\left[p_{1}^{\prime}(t)-N(t)\right]}\right]^{\frac{\gamma q q_{1}}{q_{1}-1}}\right.
\end{array}\right)^{\frac{q_{1}-1}{q_{1}}},\right]^{\frac{1}{q_{1}}}\left(\mathbb{E}\left[e^{-\frac{1}{2} \int_{0}^{t} q_{1}^{2} \gamma^{2} q^{2}\left(x_{1}^{\prime} M_{1}+N_{1}\right)\left(M_{1}^{\prime} x_{1}+N_{1}^{\prime}\right) d t+\int_{0}^{t} q_{1} \gamma q\left(x_{1}^{\prime} M_{1}+N_{1}\right) d W}\right]\right)^{\frac{q_{1}}{q_{1}}},
$$

where

$$
\begin{aligned}
c(t)= & e^{\gamma q\left[p(t)+\int_{0}^{t}\left(\sum_{j=1}^{n_{2}} p_{2 j} \bar{Q}_{j 0}+K_{0}^{\prime} R K_{0}+L_{u}^{\prime} K_{0}+\frac{1}{2} N_{1} N_{1}^{\prime} \gamma q q_{1}+\sum_{j=1}^{n}\left(C_{j}^{\prime} M C_{j}\right)+N^{\prime} \bar{B}\right) d t\right]} \\
& \times \mathbb{E}\left[e^{\gamma q p_{2}^{\prime} x_{2}(0)}\right] \mathbb{E}\left[e^{\gamma q x_{1}^{\prime}(0) M(0) x_{1}(0)}\right]<\infty, \quad \forall t \in[0, T] .
\end{aligned}
$$

It remains to derive conditions under which

$$
\begin{equation*}
\mathbb{E}\left[e^{\frac{\gamma q q_{1}}{q_{1}-1} x_{1}^{\prime}[P(t)-M(t)] x_{1}+\frac{\gamma q q_{1}}{q_{1}-1} x_{1}^{\prime}\left[p_{1}^{\prime}(t)-N(t)\right]}\right]=\mathbb{E}\left[e^{x_{1}^{\prime} \bar{P}_{2}(t) x_{2}+x_{1}^{\prime} \bar{P}_{1}(t)}\right]<\infty \tag{2.13}
\end{equation*}
$$

where

$$
\bar{P}_{2}(t)=\frac{\gamma q q_{1}}{q_{1}-1}[P(t)-M(t)], \quad \bar{P}_{1}(t)=\frac{\gamma q q_{1}}{q_{1}-1}\left[p_{1}^{\prime}(t)-N(t)\right] .
$$

From equation (2.8) it follows that

$$
x_{1}(t) \sim N(\eta(t), \Sigma(t))
$$

Here $\eta(t)$ is the solution to the linear differential equation

$$
\left\{\begin{array}{l}
\dot{\eta}-\bar{A} \eta-\bar{B}=0 \\
\eta(0)=\mu_{0}
\end{array}\right.
$$

whereas $\Sigma(t)=\bar{P}(t)-\eta(t) \eta(t)^{\prime}$ with $\bar{P}(t)$ being the solution to

$$
\left\{\begin{array}{l}
\dot{\bar{P}}-\bar{A} \bar{P}-\bar{P} \bar{A}^{\prime}-\bar{B} \eta^{\prime}-\eta \bar{B}^{\prime}-\sum_{j=1}^{n} C_{j} C_{j}^{\prime}=0 \\
\bar{P}(0)=\mathbb{E}\left[x_{1}(0) x_{1}^{\prime}(0)\right]
\end{array}\right.
$$

Assumption 4. $\Sigma(t)>0, \forall t \in[0, T]$.
Assumption 5. $\Sigma_{1}(t) \equiv\left(\Sigma^{-1}-2 \bar{P}_{2}\right)^{-1}>0, \forall t \in[0, T]$.

Lemma 1. Let the Assumption 4 and Assumption 5 hold. Then the control process (2.7) belongs to $\mathcal{A}$.

Proof. We only need to show that under assumptions A4 and A5 the relation (2.13) holds. Under assumption A4 the distribution $N(\eta(t), \Sigma(t))$ has a density. Therefore,

$$
\begin{aligned}
& \mathbb{E}\left[e^{x_{1}^{\prime} \bar{P}_{2}(t) x_{2}+x_{1}^{\prime} \bar{P}_{1}(t)}\right]=\int_{\mathbb{R}^{n_{1}}} e^{x^{\prime} \bar{P}_{2}(t) x+x^{\prime} \bar{P}_{1}(t)} \frac{1}{(2 \pi)^{n_{1} / 2}|\Sigma|^{1 / 2}} e^{-\frac{1}{2}(x-\eta)^{\prime} \Sigma^{-1}(x-\eta)} d x \\
& =\frac{\left|\Sigma_{1}\right|^{1 / 2}}{|\Sigma|^{1 / 2}} e^{-\frac{1}{2}\left(\bar{P}_{1}(t)+\Sigma^{-1} \eta\right)^{\prime}\left(\Sigma^{-1}-2 \bar{P}_{2}(t)\right)^{-1}\left(\bar{P}_{1}(t)+\Sigma^{-1} \eta\right)-\frac{1}{2} \eta^{\prime} \Sigma^{-1} \eta} \\
& \times \int_{\mathbb{R}^{n_{1}}} \frac{1}{(2 \pi)^{n_{1} / 2}\left|\Sigma_{1}\right|^{1 / 2}} e^{-\frac{1}{2}\left(x-\Sigma_{1}\left(\bar{P}_{1}(t)+\Sigma^{-1} \eta\right)\right)^{\prime} \Sigma_{1}^{-1}\left(x-\Sigma_{1}\left(\bar{P}_{1}(t)+\Sigma^{-1} \eta\right)\right)} d x \\
& =\frac{\left|\Sigma_{1}\right|^{1 / 2}}{|\Sigma|^{1 / 2}} e^{-\frac{1}{2}\left(\bar{P}_{1}(t)+\Sigma^{-1} \eta\right)^{\prime}\left(\Sigma^{-1}-2 \bar{P}_{2}(t)\right)^{-1}\left(\bar{P}_{1}(t)+\Sigma^{-1} \eta\right)-\frac{1}{2} \eta^{\prime} \Sigma^{-1} \eta}<\infty .
\end{aligned}
$$

Remark 1. Note that a sufficient condition for Assumption 5 to hold is $P(t)>M(t), \forall t \in[0, T]$, which, while somewhat easier to interpret, is more conservative than necessary.

### 2.3. Problem solution

We can now state and prove the main result of this section.
Theorem 1. Let the Assumption 1 and Assumption 2 hold. Let the coefficients $K_{0}(t)$ and $K_{1}(t)$ be chosen as

$$
K_{0}=-\frac{1}{2} \bar{R}^{-1} \bar{Y}, \quad K_{1}=-\frac{1}{2} \bar{R}^{-1} \bar{X} .
$$

Let the Assumption 3, Assumption 4, and Assumption 5 hold in this case. Then there exists a unique solution to problem (2.1) given by

$$
\begin{equation*}
u^{*}(t)=K_{0}+K_{1} x_{1}(t) \tag{2.14}
\end{equation*}
$$

The optimal cost functional is

$$
J^{*}=\gamma \mathbb{E}\left[\exp \left\{(\gamma / 2)\left[x_{10}^{\prime} P(0) x_{10}+p(0)+p_{1}^{\prime}(0) x_{10}+p_{2}^{\prime}(0) x_{20}\right]\right\}\right],
$$

with $P, p, p_{1}$ and $p_{2}$ being solutions of differential equations (2.4), (2.6), (2.5) and (2.2) respectively.

Proof. The differential of $H(t)$ is:

$$
\begin{aligned}
& d H(t) \quad=\left[x_{1}^{\prime}(t) Q x_{1}(t)+u^{\prime}(t) R u(t)+u^{\prime}(t) X x_{1}(t)+L_{1}^{\prime} x_{1}(t)+L_{2}^{\prime} x_{2}(t)+L_{u}^{\prime} u(t)\right] d t \\
& +\quad\left[x_{1}^{\prime}(t) \dot{P}(t) x_{1}(t)+x_{1}^{\prime}(t)\left(A^{\prime} P(t)+P(t) A\right) x_{1}(t)+2 u^{\prime}(t) B^{\prime} P(t) x_{1}(t)+\sum_{j=1}^{n} C_{j}^{\prime} P(t) C_{j}\right. \\
& +\quad \dot{p}(t)+\dot{p}_{1}^{\prime}(t) x_{1}(t)+p_{1}^{\prime}(t)\left(A x_{1}(t)+B u(t)\right)+\dot{p}_{2}^{\prime}(t) x_{2}(t) \\
& +\quad p_{2}^{\prime}(t)\left(A_{1} x_{1}(t)+A_{2} x_{2}(t)+D\left(x_{1}(t), u(t)\right)+B_{1} u(t)\right] d t \\
& +\quad \sum_{j=1}^{n}\left[x_{1}^{\prime}(t)\left(2 P(t) C_{j}+A_{3 j}^{\prime} p_{2}(t)\right)+p_{2}^{\prime}(t) B_{2 j} u(t)+p_{1}^{\prime}(t) C_{j}+p_{2}^{\prime}(t) C_{1 j}\right] d W_{j}(t) .
\end{aligned}
$$

Define $G(t)$ as:

$$
G(t) \equiv e^{\frac{\gamma}{2} H(t)}
$$

From the definitions of the differential equations and their initial conditions, it is clear that

$$
J(u(\cdot))=\gamma \mathbb{E}[G(T)]
$$

The differential of $G(t)$ is:

$$
\begin{aligned}
& d G(t)=\frac{\gamma}{2} G(t)\left[x_{1}^{\prime}(t) Q x_{1}(t)+u^{\prime}(t) X x_{1}(t)+u^{\prime}(t) R u(t)+L_{1}^{\prime} x_{1}(t)+L_{2}^{\prime} x_{2}(t)+L_{u}^{\prime} u(t)\right. \\
&+ x_{1}^{\prime}(t) \dot{P}(t) x_{1}(t)+x_{1}^{\prime}(t)\left(A^{\prime} P(t)+P(t) A\right) x_{1}(t)+2 u^{\prime}(t) B^{\prime} P(t) x_{1}(t) \\
&+\quad \sum_{j=1}^{n} C_{j}^{\prime} P(t) C_{j}+\dot{p}(t)+\dot{p}_{1}^{\prime} x_{1}(t)+p_{1}^{\prime}(t)\left(A x_{1}(t)+B u(t)\right)+\dot{p}_{2}^{\prime} x_{2}(t) \\
&\left.+\quad p_{2}^{\prime}(t)\left(A_{1} x_{1}(t)+A_{2} x_{2}(t)+D\left(x_{1}(t), u(t)\right)+B_{1} u(t)\right)\right] d t \\
&+\quad \frac{G(t)}{2}\left(\frac{\gamma}{2}\right)^{2} \sum_{j=1}^{n}\left[x_{1}^{\prime}(t)\left(2 P(t) C_{j}+A_{3 j}^{\prime} p_{2}(t)\right)\left(2 C_{j}^{\prime} P(t)+p_{2}^{\prime}(t) A_{3 j}\right) x_{1}(t)\right. \\
&+\quad 2 u^{\prime}(t) B_{2 j}^{\prime} p_{2}(t)\left(2 C_{j}^{\prime} P(t)+p_{2}^{\prime} A_{3 j}\right) x_{1}(t) \\
&+\quad 2 x_{1}^{\prime}(t)\left(2 P(t) C_{j}+A_{3 j}^{\prime} p_{2}(t)\right)\left(C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right) \\
&+\quad u^{\prime}(t) B_{2 j}^{\prime} p_{2}(t) p_{2}^{\prime}(t) B_{2 j} u(t)+2 u^{\prime}(t) B_{2 j}^{\prime} p_{2}(t)\left(C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right) \\
&\left.+\quad\left(p_{1}^{\prime}(t) C_{j}+p_{2}^{\prime}(t) C_{1 j}\right)\left(C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right)\right] d t \\
&+\quad \sum_{j=1}^{n} \frac{\gamma}{2} G(t)\left[x_{1}^{\prime}(t)\left(2 P C_{j}+A_{3 j}^{\prime} p_{2}\right)+p_{2}^{\prime} B_{2 j} u(t)+p_{1}^{\prime} C_{j}+p_{2}^{\prime} C_{1 j}\right] d W_{j}(t)
\end{aligned}
$$

The sum of the terms that contain the control $u(t)$ and appear in the $d t$ part of $d G(t)$ is:

$$
\begin{align*}
& u^{\prime}(t) X x_{1}(t)+u^{\prime}(t) R u(t)+L_{u}^{\prime} u(t)+2 u^{\prime}(t) B^{\prime} P(t) x_{1}(t)+p_{1}^{\prime}(t) B u(t) \\
+ & \sum_{i=1}^{n_{2}} p_{2 i}(t)\left[u^{\prime}(t) X_{i} x_{1}(t)+u^{\prime}(t) R_{i} u(t)\right]+p_{2}^{\prime}(t) B_{1} u(t) \\
+ & \frac{\gamma}{4} \sum_{j=1}^{n}\left[2 u^{\prime}(t) B_{2 j}^{\prime} p_{2}(t)\left(2 C_{j}^{\prime} P(t)+p_{2}^{\prime}(t) A_{3 j}\right) x_{1}(t)+u^{\prime}(t) B_{2 j}^{\prime} p_{2}(t) p_{2}^{\prime}(t) B_{2 j} u(t)\right. \\
+ & \left.2 u^{\prime}(t) B_{2 j}^{\prime} p_{2}(t)\left(C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right)\right] \\
= & u^{\prime}(t)\left[R+\sum_{j=1}^{n_{2}} p_{2 j}(t) R_{j}+\frac{\gamma}{4} \sum_{j=1}^{n} B_{2 j}^{\prime} p_{2}(t) p_{2}^{\prime}(t) B_{2 j}\right] u(t) \\
+ & u^{\prime}(t)\left\{X+2 B^{\prime} P(t)+\sum_{i=1}^{n_{2}} p_{2 i}(t) X_{i}+\frac{\gamma}{4} \sum_{j=1}^{n} 2 B_{2 j}^{\prime} p_{2}(t)\left[2 C_{j}^{\prime} P(t)+p_{2}^{\prime}(t) A_{3 j}\right]\right\} x_{1}(t) \\
+ & u^{\prime}(t)\left\{L_{u}+B^{\prime} p_{1}(t)+B_{1}^{\prime} p_{2}(t)+\frac{\gamma}{4} \sum_{j=1}^{n} 2 B_{2 j}^{\prime} p_{2}(t)\left[C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right]\right\} \\
= & u^{\prime}(t) \bar{R} u(t)+u^{\prime}(t) \bar{X} x_{1}(t)+u^{\prime}(t) \bar{Y}=u^{\prime}(t) \bar{R} u(t)+u^{\prime}(t)\left[\bar{X} x_{1}(t)+\bar{Y}\right]= \\
= & {\left[u(t)+\frac{1}{2} \bar{R}^{-1}\left(\bar{X} x_{1}(t)+\bar{Y}\right)\right]^{\prime} \bar{R}\left[u(t)+\frac{1}{2} \bar{R}^{-1}\left(\bar{X} x_{1}(t)+\bar{Y}\right)\right] } \\
- & \frac{1}{4}\left[\bar{X} x_{1}(t)+\bar{Y}\right]^{\prime} \bar{R}^{-1}\left[\bar{X} x_{1}(t)+\bar{Y}\right], \tag{2.15}
\end{align*}
$$

where the last step is achieved via completion of squares. The sum of the terms that are quadratic in $x_{1}(t)$ that appear in the $d t$ part of $d G(t)$ is zero.

Indeed,

$$
\begin{aligned}
& x_{1}^{\prime}(t) Q x_{1}(t)+x_{1}^{\prime}(t)\left(A^{\prime} P(t)+P(t) A\right) x_{1}(t)+x_{1}^{\prime}(t) \dot{P} x_{1}(t)+\sum_{i=1}^{n_{2}} p_{2 i}(t) x_{1}^{\prime}(t) Q_{i} x_{1}(t) \\
+ & x_{1}^{\prime}(t)\left\{\frac{\gamma}{4} \sum_{j=1}^{n}\left[2 P(t) C_{j}+A_{3 j}^{\prime} p_{2}(t)\right]\left[2 C_{j}^{\prime} P(t)+p_{2}^{\prime}(t) A_{3 j}\right]\right\} x_{1}(t) \\
- & \frac{1}{4} x_{1}^{\prime}(t) \bar{X}^{\prime} \bar{R}^{-1} \bar{X} x_{1}(t)=0
\end{aligned}
$$

due to Assumption 2. Similarly, due to our assumption on $p_{1}(t)$, the sum of the terms linear in $x_{1}(t)$ that appear in the $d t$ part of $d G(t)$ is also zero:

$$
\begin{aligned}
& L_{1}^{\prime} x_{1}(t)+\dot{p}_{1}^{\prime} x_{1}(t)+p_{1}^{\prime}(t) A x_{1}(t)+p_{2}^{\prime}(t) A_{1} x_{1}(t)-\frac{1}{2} x_{1}^{\prime}(t) \bar{X}^{\prime} \bar{R}^{-1} \bar{Y} \\
+ & x_{1}^{\prime}(t) \frac{\gamma}{4} \sum_{j=1}^{n} 2\left[2 P(t) C_{j}+A_{3 j}^{\prime} p_{2}(t)\right]\left[C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right]=0 .
\end{aligned}
$$

The sum of the terms that are linear in $x_{2}(t)$ is also zero due to our assumption on $p_{2}(t)$ :

$$
L_{2}^{\prime} x_{2}(t)+\dot{p}_{2}^{\prime}(t) x_{2}(t)+p_{2}^{\prime}(t) A_{2} x_{2}(t)=0
$$

The sum of the remaining terms, which are independent of the states and control, is also zero due to our assumption of $p(t)$.
We now focus on the expected value of the integral form of the $d W_{j}$ terms of $d G(t)$. Note that this expectation is
$\mathbb{E}\left\{\sum_{j=1}^{n} \frac{\gamma}{2} \int_{0}^{T} G(s)\left[x_{1}^{\prime}(s)\left(2 P C_{j}+A_{3 j}^{\prime} p_{2}\right)+p_{2}^{\prime} B_{2 j} u(s)+p_{1}^{\prime} C_{j}+p_{2}^{\prime} C_{1 j}\right] d W_{j}(s)\right\}$
If the integrands of the stochastic integrals are square integrable processes, then this expectation is zero. On the other hand, this is the case for all $u(\cdot) \in \mathcal{A}$. Indeed, for all $j=1, \ldots, n$, we have

$$
\begin{aligned}
& \int_{0}^{T} \mathbb{E}\left[G^{2}(s)\left[x_{1}^{\prime}(s)\left(2 P C_{j}+A_{3 j}^{\prime} p_{2}\right)+p_{2}^{\prime} B_{2 j} u(s)+p_{1}^{\prime} C_{j}+p_{2}^{\prime} C_{1 j}\right]^{2}\right] d t \\
\leq & \int_{0}^{T}\left(\mathbb{E}\left[G^{2 q}(s)\right]\right)^{\frac{1}{q}}\left(\mathbb{E}\left[\left[x_{1}^{\prime}(s)\left(2 P C_{j}+A_{3 j}^{\prime} p_{2}\right)+p_{2}^{\prime} B_{2 j} u(s)+p_{1}^{\prime} C_{j}+p_{2}^{\prime} C_{1 j}\right]^{\frac{2 q}{q-1}}\right]\right)^{\frac{q-1}{q}} d t
\end{aligned}
$$

This is clearly finite for all our admissible controls. Therefore, the cost functional $J(u(\cdot))$ for all $u(\cdot) \in \mathcal{A}$ can be written as

$$
\begin{aligned}
J(u(\cdot) & =\gamma \mathbb{E}[G(0)] \\
& +\frac{\gamma^{2}}{2} \mathbb{E} \int_{0}^{T} G(t)\left[u(t)+\frac{1}{2} \bar{R}^{-1}\left(\bar{X} x_{1}(t)+\bar{Y}\right)\right]^{\prime} \bar{R}\left[u(t)+\frac{1}{2} \bar{R}^{-1}\left(\bar{X} x_{1}(t)+\bar{Y}\right)\right] \\
& \geq \gamma \mathbb{E}[G(0)] .
\end{aligned}
$$

This lower bound is achieved if and only if

$$
u(t)=u^{*}(t)=-\frac{1}{2} \bar{R}^{-1}\left(\bar{X} x_{1}(t)+\bar{Y}\right)
$$

Assumption 3, Assumption 4, and Assumption 5 ensure that $u^{*}(\cdot) \in \mathcal{A}$.

Remark 2. If the process $x_{1}(t)$ is deterministic under the control $u^{*}(t)$, then it is not necessary to have Assumptions 3-5 for the conclusions of Theorem 1 to hold. Indeed, it is clear from section 2.2 that in this case $u^{*}(t)$ is admissible.

In summary, we have formulated a risk sensitive control problem for a specific class of nonlinear stochastic differential models and given the solution in closed-form. In section 3, we generalise this problem further and allow for a noise dependent penalty in the cost functional. First we see an application of a special case of the proposed model in the next subsection.

### 2.4. Application to interest rate modelling and bond pricing

As an important application of the results obtained thus far, in this subsection we propose a new model for the interest rate and obtain the price of a zero-coupon bond in an explicit closed-form. Hence, consider a bond market where the basic traded securities are zero-coupon bonds of different maturities [8]. One approach to modelling such a market is the so-called martingale modelling, where it is assumed that there exists a unique risk-neutral probability measure (under which all discounted assets are martingales), and the interest rate $r(t)$ is modelled directly under such a measure. Popular models of the interest rate are the affine term-structure models [8], and quadraticaffine term-structure models (QATSM) (see [2] and [25], among others).

Let $\mathbb{P}$ denote the risk-neutral probability measure in the bond market, and consider the uncontrolled system dynamics (1.4), i.e.

$$
\left\{\begin{align*}
d x_{1}(t) & =A x_{1}(t) d t+\sum_{j=1}^{n} C_{j} d W_{j}(t)  \tag{2.16}\\
d x_{2}(t) & =\left[A_{1} x_{1}(t)+A_{2} x_{2}(t)+D\left(x_{1}(t)\right)\right] d t \\
& +\sum_{j=1}^{n}\left[A_{3 j} x_{1}(t)+C_{1 j}\right] d W_{j}(t) \\
x_{1}(0) & =x_{10}, \quad x_{2}(0)=x_{20}, \quad \text { where } x_{10}, x_{20} \text { are constant vectors }
\end{align*}\right.
$$

where we have assumed that the coefficients $B, B_{1}, X_{i}, R_{i}, B_{2 i}$, in equation (1.4) are all zero. We propose the following model for the interest rate:

$$
\begin{equation*}
r(t) \equiv x_{1}^{\prime}(t) \bar{Q} x_{1}(t)+\bar{L}_{1}^{\prime} x_{1}(t)+\bar{L}_{2}^{\prime} x_{2}(t) \tag{2.17}
\end{equation*}
$$

where the coefficients are assumed as
$\bar{Q}_{1}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{1} \times n_{1}}\right), \quad \bar{L}_{1}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{1}}\right), \quad \bar{L}_{2}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{2}}\right)$,
and $\bar{Q}_{1}$ is also symmetric. When $\bar{L}_{2}=0$ and/or $D\left(x_{1}(t)\right)=0$, this is identical to the traditional QATSM; see, e.g. [2] and the references therein. However, when these conditions are not satisfied, we end up with a new and larger class of models. In particular, note that the diffusion terms in the state transition equations for $x_{2}(t)$ are allowed to be affine in the state variables. This makes the model different from and more general than- Vasicek type models even when $\bar{Q}=0$ and $D=0$. As our next result shows, the price of a zero-coupon bond can still be obtained in an explicit closed-form, and hence this interest rate model merits empirical verification along the lines of [1], [3]. By the risk-neutral pricing formula, the price of a zero-coupon bond $B(t, T)$ maturing at time $T$ is

$$
B(t, T)=\mathbb{E}\left[e^{-\int_{t}^{T} r(\tau) d \tau} \mid \mathcal{F}(t)\right]
$$

which after substituting the expression for the interest rate (2.17) becomes
$B(t, T)=\mathbb{E}\left\{\exp \left[-\int_{t}^{T}\left[x_{1}^{\prime}(\tau) \bar{Q} x_{1}(\tau)+\bar{L}_{1}^{\prime} x_{1}(\tau)+\bar{L}_{2}^{\prime} x_{2}(\tau)\right] d \tau\right] \mid \mathcal{F}(t)\right\}$.

However, this is the same as the cost functional (1.5) beginning at time $t$ (rather than zero), and with the following coefficients:

$$
\begin{aligned}
\gamma & =1, \quad S=0, \quad S_{1}=0, \quad S_{2}=0, \quad L_{u}=0, \quad X=0 \\
Q & =-2 \bar{Q}, \quad L_{1}=-2 \bar{L}_{1}, \quad L_{2}=-2 \bar{L}_{2}, \quad R=0
\end{aligned}
$$

The relevant differential equations from section 2.1 now become:

$$
\begin{gather*}
\left\{\begin{array}{l}
\dot{p}_{2}(t)+A_{2}^{\prime} p_{2}(t)-2 \bar{L}_{2}=0, \\
p_{2}(T)=0,
\end{array}\right.  \tag{2.18}\\
\left\{\begin{array}{l}
\dot{P}(t)+A^{\prime} P(t)+P(t) A-2 \bar{Q}+\sum_{i=1}^{n_{2}} p_{2 i} Q_{i} \\
+\frac{1}{4} \sum_{j=1}^{n}\left[2 P(t) C_{j}+A_{3 j}^{\prime} p_{2}(t)\right]\left[2 C_{j}^{\prime} P(t)+p_{2}^{\prime}(t) A_{3 j}\right]=0, \\
P(T)=0,
\end{array}\right.  \tag{2.19}\\
\left\{\begin{array}{l}
\dot{p}_{1}-2 \bar{L}_{1}+A^{\prime} p_{1}(t)+A_{1}^{\prime} p_{2}(t)+\frac{1}{2} \sum_{j=1}^{n}\left[2 P(t) C_{j}+A_{3 j}^{\prime} p_{2}(t)\right]\left[C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right]=0 \\
p_{1}(T)=0
\end{array}\right.  \tag{2.20}\\
\left\{\begin{array}{l}
\dot{p}+\sum_{j=1}^{n} C_{j}^{\prime} P(t) C_{j}+\frac{1}{4} \sum_{j=1}^{n}\left[p_{1}^{\prime}(t) C_{j}+p_{2}^{\prime}(t) C_{1 j}\right]\left[C_{j}^{\prime} p_{1}(t)+C_{1 j}^{\prime} p_{2}(t)\right]=0 \\
p(T)=0
\end{array}\right.
\end{gather*}
$$

From Theorem 1 and its proof we immediately obtain the following result.
Corollary 1. Let the Riccati equation (2.19) have a unique solution for all $t \in[0, T]$. Under Assumptions 3-5 in sections 2.1-2.2, the price at time $t$ of a zero-coupon bond maturing at time $T$ is

$$
B(t, T)=\exp \left\{(1 / 2)\left[x_{1}(t)^{\prime} P(t) x_{1}(t)+p(t)+p_{1}^{\prime}(t) x_{1}(t)+p_{2}^{\prime}(t) x_{2}(t)\right]\right\}
$$

with $P(t), p(t), p_{1}(t)$ and $p_{2}(t)$ being solutions at time $t$ of the differential equations (2.19), (2.21), (2.20) and (2.18), respectively.

This gives us a new and large class of interest rate models (which nests QATSM models in [2] and linear ATSM models such as those discussed in chapter 8 of [8]), for which we have a closed form bond pricing formula, as a by-product of our result on nonlinear risk-sensitive control. This raises two interesting problems: whether this is the largest class of QATSM type models and whether it brings any benefits, on real financial data, in terms of accurate yield curve modelling over existing models. Both these problems are topics of current research and are not explored here.

## 3. Generalised risk-sensitive control

### 3.1. Problem formulation and solution

In this section we consider a more general criterion. The generalisation consists in introducing noise dependent penalties on the control $u(t)$ and $x_{1}(t)$, as mentioned above. This kind of criterion was first introduced by the authors in [11], and it is a natural generalisation of the classical risk-sensitive cost functional. Hence consider the following generalised risk-sensitive criterion

$$
\begin{align*}
\widetilde{J}(u(\cdot)) & =\gamma \mathbb{E}\left\{\operatorname { e x p } \left[\frac{\gamma}{2} x_{1}^{\prime}(T) S x_{1}(T)+\frac{\gamma}{2} \int_{0}^{T}\left[x_{1}^{\prime}(t) Q x_{1}(t)+u^{\prime}(t) R u(t)\right] d t\right.\right. \\
& +\frac{\gamma}{2} S_{1}^{\prime} x_{1}(T)+\frac{\gamma}{2} S_{2}^{\prime} x_{2}(T) \\
& +\frac{\gamma}{2} \int_{0}^{T}\left[L_{1}^{\prime} x_{1}(t)+L_{2}^{\prime} x_{2}(t)+L_{u}^{\prime} u(t)+u^{\prime}(t) X x_{1}(t)\right] d t \\
& \left.\left.+\frac{\gamma}{2} \int_{0}^{T}\left[x_{1}^{\prime}(t) Q_{x}+u^{\prime}(t) R_{u}\right] d W(t)\right]\right\} \tag{3.1}
\end{align*}
$$

where we assume that

$$
Q_{x}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{n_{1} \times n}\right), \quad R_{u}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m \times n}\right)
$$

In this section we give the solution to the optimal control problem

$$
\left\{\begin{array}{l}
\min _{u(\cdot) \in \widetilde{\mathcal{A}}} \widetilde{J}(u(\cdot))  \tag{3.2}\\
\text { s.t. }(1.4) \text { holds, }
\end{array}\right.
$$

where, similarly to the previous section, we give the definition of the admissible set $\widetilde{\mathcal{A}}$ after introducing some necessary notation. We find the solution to (3.2) by the change of measure method, the main idea of which is to introduce a new probability measure, under which the original problem (3.2) can be transformed into a control problem the solution of which can be obtained by a direct application of Theorem 1. Let us introduce the following notation for the rows of the corresponding matrices:

$$
Q_{x}^{\prime}=\left[\begin{array}{c}
q_{1} \\
\vdots \\
q_{n}
\end{array}\right], \quad R_{u}^{\prime}=\left[\begin{array}{c}
r_{1} \\
\vdots \\
r_{n}
\end{array}\right], \quad A_{3 j}=\left[\begin{array}{c}
a_{1 j} \\
\vdots \\
a_{n_{2} j}
\end{array}\right], \quad B_{2 j}=\left[\begin{array}{c}
b_{1 j} \\
\vdots \\
b_{n_{2} j}
\end{array}\right]
$$

where $j=1, \ldots, n$. We define the stochastic process $\theta(t)$ as:

$$
\theta(t) \equiv-\frac{\gamma}{2}\left[Q_{x}^{\prime} x_{1}(t)+R_{u}^{\prime} u(t)\right]=\left[\begin{array}{c}
-\frac{\gamma}{2}\left(q_{1} x_{1}(t)+r_{1} u(t)\right) \\
\vdots \\
-\frac{\gamma}{2}\left(q_{n} x_{1}(t)+r_{n} u(t)\right)
\end{array}\right]=\left[\begin{array}{c}
\theta_{1} \\
\vdots \\
\theta_{n}
\end{array}\right] .
$$

Define the process $Z^{u}(t)$ and the random variable $Z^{u}$ as:

$$
\begin{aligned}
Z^{u}(t) & \equiv \exp \left[-\int_{0}^{t} \theta^{\prime}(\tau) d W(\tau)-\frac{1}{2} \int_{0}^{t} \theta^{\prime}(\tau) \theta(\tau) d \tau\right] \\
Z^{u} & \equiv Z^{u}(T)
\end{aligned}
$$

In order to ensure that $\mathbb{E}\left[Z^{u}\right]=1$, and thus $Z^{u}$ is a random variable that can be used to define an equivalent probability measure, we assume that the admissible controls satisfy the Novikov condition

C3. $\mathbb{E}\left[e^{\frac{1}{2} \int_{0}^{T} \theta^{\prime}(s) \theta(s) d s}\right]<\infty$.
We can now introduce an equivalent probability measure $\widetilde{\mathbb{P}^{u}}$ as

$$
\widetilde{\mathbb{P}^{u}}(\alpha) \equiv \int_{\alpha} Z^{u}(\omega) d \mathbb{P}(\omega), \quad \forall \alpha \in \mathcal{F}
$$

By Girsanov's theorem, the process

$$
\widetilde{W}^{u}(t) \equiv W(t)+\int_{0}^{t} \theta(\tau) d \tau
$$

is a standard Brownian motion under the new probability measure $\widetilde{\mathbb{P}^{u}}$. Let $\widetilde{\mathbb{E}^{u}}$ denote the expectation under $\widetilde{\mathbb{P}^{u}}$. We can express criterion (3.1) in terms of this expectation as

$$
\begin{align*}
\widetilde{J}(u(\cdot)) & =\gamma \widetilde{\mathbb{E}^{u}}\left\{\operatorname { e x p } \left[\frac{\gamma}{2} x_{1}^{\prime}(T) S x_{1}(T)+\frac{\gamma}{2} \int_{0}^{T}\left[x_{1}^{\prime}(t) Q x_{1}(t)+u^{\prime}(t) R u(t)\right] d t\right.\right. \\
& +\frac{\gamma}{2} S_{1}^{\prime} x_{1}(T)+\frac{\gamma}{2} S_{2}^{\prime} x_{2}(T) \\
& +\frac{\gamma}{2} \int_{0}^{T}\left[L_{1}^{\prime} x_{1}(t)+L_{2}^{\prime} x_{2}(t)+L_{u}^{\prime} u(t)+u^{\prime}(t) X x_{1}(t)\right] d t \\
& \left.\left.+\frac{\gamma}{2} \int_{0}^{T} \frac{\gamma}{4}\left(x_{1}^{\prime}(t) Q_{x}+u^{\prime}(t) R_{u}\right)\left(Q_{x}^{\prime} x_{1}(t)+R_{u}^{\prime} u(t)\right) d t\right]\right\} \tag{3.3}
\end{align*}
$$

We now rearrange the terms of this criterion so that it has the form of (1.5). Note that

$$
\begin{aligned}
& x_{1}^{\prime}(t) Q x_{1}(t)+u^{\prime}(t) R u(t)+u^{\prime}(t) X x_{1}(t)+\frac{\gamma}{4}\left(x_{1}^{\prime}(t) Q_{x}+u^{\prime}(t) R_{u}\right)\left(Q_{x}^{\prime} x_{1}(t)+R_{u}^{\prime} u(t)\right) \\
= & x_{1}^{\prime}(t) Q x_{1}(t)+u^{\prime}(t) R u(t)+u^{\prime}(t) X x_{1}(t)+\frac{\gamma}{4}\left(x_{1}^{\prime}(t) Q_{x} Q_{x}^{\prime} x_{1}(t)+2 u^{\prime}(t) R_{u} Q_{x}^{\prime} x_{1}(t)\right. \\
+ & \left.u^{\prime}(t) R_{u} R_{u}^{\prime} u(t)\right)=x_{1}^{\prime}(t)\left(Q+\frac{\gamma}{4} Q_{x} Q_{x}^{\prime}\right) x_{1}(t) \\
+ & u^{\prime}(t)\left(X+\frac{\gamma}{2} R_{u} Q_{x}^{\prime}\right) x_{1}(t)+u^{\prime}(t)\left(R+\frac{\gamma}{4} R_{u} R_{u}^{\prime}\right) u(t) \\
= & x_{1}^{\prime}(t) \widetilde{Q} x_{1}(t)+u^{\prime}(t) \widetilde{X} x_{1}(t)+u^{\prime}(t) \widetilde{R} u(t)
\end{aligned}
$$

where

$$
\widetilde{Q}=Q+\frac{\gamma}{4} Q_{x} Q_{x}^{\prime}, \quad \widetilde{X}=X+\frac{\gamma}{2} R_{u} Q_{x}^{\prime}, \quad \widetilde{R}=R+\frac{\gamma}{4} R_{u} R_{u}^{\prime} .
$$

For later convenience, we also denote $\widetilde{L}_{1}=L_{1}, \widetilde{L}_{2}=L_{2}, \widetilde{L}_{u}=L_{u}, \widetilde{S}=S$, $\widetilde{S}_{1}=S_{1}, \widetilde{S}_{2}=S_{2}$. In what follows we will introduce further coefficients with a tilde overline, and for ease of referring, we will call the set of the coefficients without the tilde overline as $\mathcal{S}$, whereas the set of the coefficients with the tilde overline as $\widetilde{\mathcal{S}}$.

The criterion (3.3) can now be written as:

$$
\begin{align*}
\widetilde{J}(u(\cdot)) & =\gamma \widetilde{\mathbb{E}}\left\{\operatorname { e x p } \left[\frac{\gamma}{2} x_{1}^{\prime}(T) \widetilde{S} x_{1}(T)+\frac{\gamma}{2} \int_{0}^{T}\left[x_{1}^{\prime}(t) \widetilde{Q} x_{1}(t)+u^{\prime}(t) \widetilde{R} u(t)\right] d t\right.\right. \\
& +\frac{\gamma}{2} \widetilde{S}_{1}^{\prime} x_{1}(T)+\frac{\gamma}{2} \widetilde{S}_{2}^{\prime} x_{2}(T) \\
& \left.\left.+\frac{\gamma}{2} \int_{0}^{T}\left[\widetilde{L}_{1}^{\prime} x_{1}(t)+\widetilde{L}_{2}^{\prime} x_{2}(t)+\widetilde{L}_{u}^{\prime} u(t)+u^{\prime}(t) \widetilde{X} x_{1}(t)\right] d t\right]\right\} \tag{3.4}
\end{align*}
$$

which is of the same form as (1.5) with the main difference being that the expectation is under $\widetilde{\mathbb{E}^{u}}$, and that the coefficients are those with a tilde overline. In order to make use of Theorem 1, we must also transform the system dynamics (1.4) so that it is expressed in terms of $\widetilde{W^{u}}(t)$. The equation for $x_{1}(t)$ can be written as:

$$
\begin{align*}
d x_{1}(t) & =\left[A x_{1}(t)+B u(t)\right] d t+\sum_{j=1}^{n} C_{j} d W_{j}(t) \\
& =\left[A x_{1}(t)+B u(t)\right] d t+\sum_{j=1}^{n} C_{j}\left[d \widetilde{W}_{j}(t)+\frac{\gamma}{2}\left(q_{j} x_{1}(t)+r_{j} u(t)\right) d t\right] \\
& =\left[\left(A+\frac{\gamma}{2} \sum_{j=1}^{n} C_{j} q_{j}\right) x_{1}(t)+\left(B+\frac{\gamma}{2} \sum_{j=1}^{n} C_{j} r_{j}\right) u(t)\right] d t \\
& +\sum_{j=1}^{n} C_{j} d \widetilde{W}^{u}{ }_{j}(t) \\
& =\left(\widetilde{A} x_{1}(t)+\widetilde{B} u(t)\right) d t+\sum_{j=1}^{n} \widetilde{C}_{j} d \widetilde{W}^{u}(t) \tag{3.5}
\end{align*}
$$

where

$$
\widetilde{A}=A+\frac{\gamma}{2} \sum_{j=1}^{n} C_{j} q_{j}, \quad \widetilde{B}=B+\frac{\gamma}{2} \sum_{j=1}^{n} C_{j} r_{j}, \quad \widetilde{C}_{j}=C_{j}, \quad j=1, \ldots, n
$$

Writing the equation for $x_{2}(t)$ in terms of $\widetilde{W^{u}}(t)$ is more involved due to the nonlinearity. We begin by expressing the following vectors in more details:

$$
\begin{gathered}
x_{1}^{\prime}(t) q_{j}^{\prime} A_{3 j} x_{1}(t)=\left[\begin{array}{c}
x_{1}^{\prime}(t) q_{j}^{\prime} a_{1 j} x_{1}(t) \\
\vdots \\
x_{1}^{\prime}(t) q_{j}^{\prime} a_{n_{2} j} x_{1}(t)
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{2} x_{1}^{\prime}(t)\left(q_{j}^{\prime} a_{1 j}+a_{1 j}^{\prime} q_{j}\right) x_{1}(t) \\
\vdots \\
\frac{1}{2} x_{1}^{\prime}(t)\left(q_{j}^{\prime} a_{n_{2} j}+a_{n_{2 j}}^{\prime} q_{j}\right) x_{1}(t)
\end{array}\right], \\
u^{\prime}(t) r_{j}^{\prime} A_{3 j} x_{1}(t)=\left[\begin{array}{c}
u^{\prime}(t) r_{j}^{\prime} a_{1 j} x_{1}(t) \\
\vdots \\
u^{\prime}(t) r_{j}^{\prime} a_{n_{2} j} x_{1}(t)
\end{array}\right], \\
x_{1}^{\prime}(t) q_{j}^{\prime} B_{2 j} u(t)=\left[\begin{array}{c}
x_{1}^{\prime}(t) q_{j}^{\prime} b_{1 j} u(t) \\
\vdots \\
x_{1}^{\prime}(t) q_{j}^{\prime} b_{n_{2 j}} u(t)
\end{array}\right] \\
u^{\prime}(t) r_{j}^{\prime} A_{3 j} x_{1}(t)+x_{1}^{\prime}(t) q_{j}^{\prime} B_{2 j} u(t)=\left[\begin{array}{c}
u^{\prime}(t)\left(r_{j}^{\prime} a_{1 j}+b_{1 j}^{\prime} q_{j}\right) x_{1}(t) \\
\vdots \\
u^{\prime}(t)\left(r_{j}^{\prime} a_{n_{2} j}+b_{n_{2} j}^{\prime} q_{j}\right) x_{1}(t)
\end{array}\right]
\end{gathered}
$$

We define $\widetilde{D}\left(x_{1}(t), u(t)\right)$ as:

$$
\begin{aligned}
\widetilde{D}\left(x_{1}(t), u(t)\right) & \equiv D\left(x_{1}(t), u(t)\right)+\frac{\gamma}{2} \sum_{j=1}^{n}\left[x_{1}^{\prime}(t) q_{j}^{\prime} A_{3 j} x_{1}(t)+u^{\prime}(t) r_{j}^{\prime} A_{3 j} x_{1}(t)+x_{1}^{\prime}(t) q_{j}^{\prime} B_{2 j} u(t)\right. \\
& \left.+u^{\prime}(t) r_{j}^{\prime} B_{2 j} u(t)\right]=\left[\begin{array}{c}
u^{\prime}(t) \widetilde{X}_{1} x_{1}(t)+u^{\prime}(t) \widetilde{R}_{1} u(t)+x_{1}^{\prime}(t) \widetilde{Q}_{1} x_{1}(t) \\
\vdots \\
u^{\prime}(t) \widetilde{X}_{n_{2}} x_{1}(t)+u^{\prime}(t) \widetilde{R}_{n_{2}} u(t)+x_{1}^{\prime}(t) \widetilde{Q}_{n_{2}} x_{1}(t)
\end{array}\right]
\end{aligned}
$$

where for $i=1, \ldots, n_{2}$ :

$$
\begin{aligned}
\widetilde{X}_{i} & =X_{i}+\frac{\gamma}{2} \sum_{j=1}^{n}\left(r_{j}^{\prime} a_{i j}+b_{i j}^{\prime} q_{j}\right) \\
\widetilde{R}_{i} & =R_{i}+\frac{\gamma}{4} \sum_{j=1}^{n}\left(r_{j}^{\prime} b_{i j}+b_{i j}^{\prime} r_{j}\right) \\
\widetilde{Q}_{i} & =Q_{i}+\frac{\gamma}{4} \sum_{j=1}^{n}\left(q_{j}^{\prime} a_{i j}+a_{i j}^{\prime} q_{j}\right) .
\end{aligned}
$$

The equation for $x_{2}(t)$ can now be written as:

$$
\begin{align*}
& d x_{2}(t)=\left[A_{1} x_{1}(t)+A_{2} x_{2}(t)+D\left(x_{1}(t), u(t)\right)+B_{1} u(t)\right] d t \\
& +\sum_{i=1}^{n}\left[A_{3 j} x_{1}(t)+B_{2 j} u(t)+C_{1 j}\right]\left[d \widetilde{W}^{u}(t)+\frac{\gamma}{2}\left(q_{j} x_{1}(t)+r_{j} u(t)\right) d t\right] \\
& =\left[\left(A_{1}+\frac{\gamma}{2} \sum_{j=1}^{n} C_{1 j} q_{j}\right) x_{1}(t)+A_{2} x_{2}(t)+\widetilde{D}\left(x_{1}(t), u(t)\right)\right. \\
& \left.+\left(B_{1}+\frac{\gamma}{2} \sum_{j=1}^{n} C_{1 j} r_{j}\right) u(t)\right] d t+\sum_{j=1}^{n}\left(A_{3 j} x_{1}(t)+B_{2 j} u(t)+C_{1 j}\right) d \widetilde{W}^{u}(t) \\
& =\left[\widetilde{A}_{1}+\widetilde{A}_{2} x_{2} t+\widetilde{D}\left(x_{1}(t), u(t)\right)+\widetilde{B}_{1} u(t)\right] d t \\
& +\sum_{j=1}^{n}\left[\widetilde{A}_{3 j} x_{1}(t)+\widetilde{B}_{2 j} u(t)+\widetilde{C}_{1 j}\right] d \widetilde{W}_{j}(t), \tag{3.6}
\end{align*}
$$

where

$$
\begin{aligned}
& \widetilde{A}_{1}=A_{1}+\frac{\gamma}{2} \sum_{j=1}^{n} C_{1 j} q_{j}, \quad \widetilde{B}_{1}=B_{1}+\frac{\gamma}{2} \sum_{j=1}^{n} C_{1 j} r_{j} \\
& \widetilde{A}_{2}=A_{2}, \quad \widetilde{A}_{3 j}=A_{3 j}, \quad \widetilde{B}_{2 j}=B_{2 j}, \quad \widetilde{C}_{1 j}=C_{1 j}
\end{aligned}
$$

with $j=1, \ldots, n$. The conditions $\mathrm{C} 1(\mathrm{q})$ and $\mathrm{C} 2(\mathrm{q})$ for the coefficients of the set $\widetilde{\mathcal{S}}$ we denote by $\widetilde{C}_{1}(q)$ and $\widetilde{C}_{2}(q)$, respectively, and make the following assumption.

Assumption 6. Assumptions 1 and 2 hold for the set $\widetilde{\mathcal{S}}$.
We can now define the set of admissible control processes $\widetilde{\mathcal{A}}$.
Definition 2. Let

$$
\widetilde{\mathcal{A}}_{q}=\left\{u(\cdot) \in L_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right): C 3, \widetilde{C}_{1}(q), \text { and } \widetilde{C}_{2}(q) \text { hold }\right\} .
$$

The set of admissible controls $\tilde{\mathcal{A}}$ for the problem (3.2) is

$$
\widetilde{\mathcal{A}}=\bigcup_{q>1} \widetilde{\mathcal{A}}_{q} .
$$

Note that the problem of minimizing (3.4) subject to (3.5), (3.6), which is equivalent to (3.2), is similar to the problem (2.1) with the coefficients from the set $\widetilde{\mathcal{S}}$. The only difference is that in (3.4) the probability measure $\widetilde{\mathbb{P}^{u}}$ depends on the control. However, for each control satisfying C3, and the corresponding $\widetilde{\mathbb{P}^{u}}$, the process $\widetilde{W^{u}}(t)$ is a Brownian motion, and similarly for problem (2.1), i.e. for each control process $u(t)$, and the probability measure $\mathbb{P}$, the process $W(t)$ is a Brownian motion. Therefore, the two problems have the same solution. This means that we can use Theorem 1 to find the solution to problem of minimizing (3.4) subject to (3.5), (3.6). First we need to derive some conditions that ensure a control process (2.7) satisfies condition C3. We introduce the coefficients:

$$
\begin{aligned}
K_{0 \theta} & =-\frac{\gamma}{2} R_{u}^{\prime} K_{0}, \quad K_{1 \theta}=-\frac{\gamma}{2}\left(Q_{x}^{\prime}+R_{u}^{\prime} K_{1}\right), \\
\widetilde{M}_{1} & =\left[2 \widetilde{M} C_{1}, \ldots, 2 \widetilde{M} C_{n}\right], \quad \widetilde{N}_{1}=\left[2 \widetilde{N}^{\prime} C_{1}, \ldots, 2 \widetilde{N}^{\prime} C_{n}\right],
\end{aligned}
$$

where $\widetilde{M}$ and $\widetilde{N}$ are solutions to the following Riccati and linear differential equations, respectively:

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{\widetilde{M}}+\widetilde{M} \bar{A}+\bar{A}^{\prime} \widetilde{M}+\frac{1}{2} K_{1 \theta}^{\prime} K_{1 \theta}+\frac{1}{2} \widetilde{M}_{1} \widetilde{M}_{1}^{\prime}=0 \\
\widetilde{M}(T)=0
\end{array}\right.  \tag{3.7}\\
& \left\{\begin{array}{l}
\dot{\tilde{N}}+\bar{A}^{\prime} \widetilde{N}+\widetilde{M}_{1} \widetilde{N}_{1}^{\prime}+K_{1 \theta}^{\prime} K_{0 \theta}+2 \widetilde{M} \bar{B}=0 \\
\widetilde{N}(T)=0
\end{array}\right.
\end{align*}
$$

Assumption 7. There exists a unique solution to (3.7) such that $P_{0}^{-1}>$ $2 \widetilde{M}(0)$.

Lemma 2. If Assumption 7 holds, then $\bar{u}(t)$ satisfies $C 3$.

Proof. Let $u(t)=\bar{u}(t)$. Then we have:

$$
\begin{aligned}
& \mathbb{E}\left[e^{\frac{1}{2} \int_{0}^{T} \theta^{\prime}(s) \theta(s) d s}\right]=\mathbb{E}\left[e^{x_{1}^{\prime}(0) \widetilde{M}(0) x_{1}(0)+x_{1}^{\prime}(0) \widetilde{N}(0)+\int_{0}^{T}\left[\sum_{j=1}^{n}\left(C_{j}^{\prime} \widetilde{M} C_{j}\right)+\widetilde{N}^{\prime} \bar{B}+\frac{1}{2} \widetilde{N}_{1} \widetilde{N}_{1}^{\prime}\right] d t}\right] \\
& \times \mathbb{E}\left[e^{\int_{0}^{T}\left(x_{1}^{\prime} \widetilde{M}_{1}+\widetilde{N}_{1}\right) d W-\frac{1}{2} \int_{0}^{T}\left(x_{1}^{\prime} \widetilde{M}_{1}+\widetilde{N}_{1}\right)\left(\widetilde{M_{1}^{\prime}} x_{1}+\widetilde{N}_{1}^{\prime}\right) d t}\right] \\
& \leq e^{\int_{0}^{T}\left[\sum_{j=1}^{n}\left(C_{j}^{\prime} \widetilde{M} C_{j}\right)+\widetilde{N}^{\prime} \widetilde{B}+\frac{1}{2} \widetilde{N}_{1} \widetilde{N}_{1}^{\prime}\right] d t} \mathbb{E}\left[e^{\left.x_{1}^{\prime}(0) \widetilde{M}(0) x_{1}(0)+x_{1}^{\prime}(0) \widetilde{N}(0)\right]}\right. \\
& =e^{\int_{0}^{T}\left[\sum_{j=1}^{n}\left(C_{j}^{\prime} \widetilde{M} C_{j}\right)+\widetilde{N}^{\prime} \widetilde{B}+\frac{1}{2} \widetilde{N}_{1} \widetilde{N}_{1}^{\prime}\right] d t} \\
& \times \int_{\mathbb{R}^{n_{1}}} e^{x^{\prime} \widetilde{M}(0) x+x^{\prime} \widetilde{N}(0)} \frac{1}{\left.(2 \pi)^{n_{1} / 2}\left|P_{0}\right|\right|^{1 / 2}} e^{-\frac{1}{2}\left(x-\mu_{0}\right)^{\prime} P_{0}^{-1}\left(x-\mu_{0}\right)} d x \\
& =\frac{e^{-\frac{1}{2} \mu_{0}^{\prime} P_{0}^{-1} \mu_{0}-\frac{1}{2}\left(\widetilde{N}(0)+P_{0}^{-1} \mu_{0}\right)^{\prime}\left(P_{0}-2 \widetilde{M}(0)\right)^{-1}\left(\widetilde{N}(0)+P_{0}^{-1} \mu_{0}\right)+\int_{0}^{T}\left[\sum_{j=1}^{n}\left(C_{j}^{\prime} \widetilde{M} C_{j}\right)+\widetilde{N}^{\prime} \widetilde{B}_{2} \frac{1}{2} \widetilde{N}_{1} \widetilde{N}_{1}^{\prime}\right] d t}}{\left|\left(P_{0}^{-1}-2 \widetilde{M}(0)\right)\right|^{1 / 2}\left|P_{0}\right|^{1 / 2}} d x \\
& \times \int_{\mathbb{R}^{n_{1}}} \frac{e^{-\frac{1}{2}\left[x-\left(P_{0}^{-1}-2 \widetilde{M}(0)\right)^{-1}\left(\widetilde{N}(0)+P_{0}^{-1} \mu_{0}\right)\right]^{\prime}\left(P_{0}^{-1}-2 \widetilde{M}(0)\right)\left[x-\left(P_{0}^{-1}-2 \widetilde{M}(0)\right)^{-1}\left(\widetilde{N}(0)+P_{0}^{-1} \mu_{0}\right)\right]}}{(2 \pi)^{n_{1} / 2}\left|\left(P_{0}^{-1}-2 \widetilde{M}(0)\right)\right|^{-1 / 2}} \\
& =\frac{e^{-\frac{1}{2} \mu_{0}^{\prime} P_{0}^{-1} \mu_{0}-\frac{1}{2}\left(\widetilde{N}(0)+P_{0}^{-1} \mu_{0}\right)^{\prime}\left(P_{0}-2 \widetilde{M}(0)\right)^{-1}\left(\widetilde{N}(0)+P_{0}^{-1} \mu_{0}\right)+\int_{0}^{T}\left[\sum_{j=1}^{n}\left(C_{j}^{\prime} \widetilde{M} C_{j}\right)+\widetilde{N}^{\prime} \widetilde{B}+\frac{1}{2} \widetilde{N}_{1} \widetilde{N}_{1}^{\prime}\right] d t}}{\mid(0))\left.\right|^{1 / 2}\left|P_{0}\right|^{1 / 2}},
\end{aligned}
$$

where the first equality above is obtained using similar steps to the section (2.2), and thus the detailed derivation is omitted.

We can now state the solution to problem (3.2) which obtained by a direct application of Theorem 1.
Theorem 2. Let the Assumption 6 hold, and let $\widetilde{\bar{R}}, \tilde{\bar{Y}}, \widetilde{\bar{X}}$, denote the coefficients $\bar{R}, \bar{Y}, \bar{X}$, corresponding to the set $\widetilde{\mathcal{S}}$, respectively. For the choice of the coefficients $K_{0}(t)$ and $K_{1}(t)$ as

$$
K_{0}=-\frac{1}{2} \widetilde{\bar{R}}^{-1} \widetilde{\bar{Y}}, \quad K_{1}=-\frac{1}{2} \widetilde{\bar{R}}^{-1} \widetilde{\bar{X}} x_{1}(t)
$$

let the Assumption 3-5 and Assumption 7 hold for the coefficients of the set $\widetilde{\mathcal{S}}$. Then there exists a unique solution to problem (3.2) given by

$$
\begin{equation*}
\widetilde{u}^{*}(t)=K_{0}+K_{1} x_{1}(t) . \tag{3.8}
\end{equation*}
$$

Remark 3. If the process $x_{1}(t)$ is deterministic under the control $\widetilde{u}^{*}(t)$, then it is not necessary to have Assumptions 3-5 and Assumption 7 for the conclusions of Theorem 2 to hold, since it is clear from Remark 2 and condition C3 that $\widetilde{u}^{*}(t)$ is admissible in this case.

### 3.2. Application to optimal investment

As already indicated in the introduction, a special case of the risk-sensitive control problem (2.1) is that of exponential utility maximization. In this section we propose a natural generalisation of the expected utility as a criterion for optimal investment. The resulting problem is an example of the generalised risk-sensitive control problem (3.2), and thus Theorem 2 is used to obtain the solution.

Consider a market model consisting of a risk-free asset $S_{0}(t)$ and the risky assets $S_{i}(t), i=1,2, \ldots, m$. These assets are the solutions to the following equations:

$$
\left\{\begin{array}{l}
d S_{0}(t)=S_{0}(t) r d t \\
d S_{i}(t)=S_{i}(t)\left[\mu_{i} d t+\sum_{j=1}^{n} \sigma_{i j} d W_{j}(t)\right], \quad i=1, \ldots, m \\
S_{i}(0)>0 \text { is given for all } i=0, \ldots, m
\end{array}\right.
$$

where we assume that

$$
r(\cdot), \mu_{i}(\cdot), \sigma_{i j}(\cdot) \in L^{\infty}(0, T ; \mathbb{R}), \quad i=1, \ldots, m, \quad j=1, \ldots, n
$$

We pack the volatility coefficients $\sigma_{i j}$ in the following more convenient form:

$$
\begin{aligned}
\sigma_{i} & \equiv\left[\sigma_{1 i}, \sigma_{2 i}, \ldots, \sigma_{m i}\right], \quad i=1, \ldots, n, \\
\sigma & \equiv\left[\sigma_{1}^{\prime}, \sigma_{2}^{\prime}, \ldots, \sigma_{n}^{\prime}\right]
\end{aligned}
$$

The equation describing the value $y(t)$ of a self-financing portfolio in such a market is

$$
\begin{align*}
d y(t) & =[r y(t)+b u(t)] d t+\sum_{j=1}^{n} \sigma_{j} u(t) d W_{j}(t)  \tag{3.9}\\
& =[r y(t)+b u(t)] d t+u^{\prime}(t) \sigma d W(t) \tag{3.10}
\end{align*}
$$

where $y(0)=y_{0}$, the investors initial wealth, is given; $b \equiv\left[\mu_{1}-r, \ldots, \mu_{m}-r\right]$; and $u_{i}(t)$ is the amount of wealth invested in asset $i$. The optimal investment
problem with exponential utility is defined as:

$$
\left\{\begin{array}{l}
\min _{u(\cdot) \in L_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right)} \mathbb{E}\left[e^{-a y(T)}\right]  \tag{3.11}\\
\text { s.t. } \quad(3.9) \text { holds }
\end{array}\right.
$$

where $0<a \in \mathbb{R}$ is some given coefficient. The solution to this problem is well-known and was first obtained by Merton in [29], [30].

The integral form of equation (3.10) is

$$
y(T)=y_{0}+\int_{0}^{T}[r y(\tau)+b u(\tau)] d \tau+\int_{0}^{T} u^{\prime}(\tau) \sigma d W(\tau)
$$

Substituting this into the criterion of problem (3.11) we get

$$
\begin{align*}
& \mathbb{E}\left[\exp \left(-a y_{0}-\int_{0}^{T}[\operatorname{ary}(\tau)+a b u(\tau)] d \tau-\int_{0}^{T} u^{\prime}(\tau) a \sigma d W(\tau)\right)\right] \\
\sim & \mathbb{E}\left[\exp \left(\int_{0}^{T}[(-a r) y(\tau)+a b u(\tau)] d \tau+\int_{0}^{T} u^{\prime}(\tau)(-a \sigma) d W(\tau)\right)\right] \tag{3.12}
\end{align*}
$$

where $\sim$ indicated that both the criteria give the same optimal control. Clearly, criterion (3.12) is just an example of the generalised risk-sensitive criterion (3.1). The parameter $a$, which is chosen by the investor, can adjust the coefficients $\operatorname{ar}(t), a b(t), a \sigma(t)$, but obviously not in an arbitrary manner. In order to give the investor more flexibility in choosing the coefficients of the optimal investment criterion, we propose the following natural generalisation of (3.12):

$$
\begin{equation*}
\widehat{J}(u(\cdot)) \equiv \mathbb{E}\left[\exp \left(\int_{0}^{T}\left[\widehat{L} y(\tau)+\widehat{L}_{u}^{\prime} u(\tau)\right] d \tau+\int_{0}^{T} u^{\prime}(\tau) \widehat{R} d W(\tau)\right)\right] \tag{3.13}
\end{equation*}
$$

where the coefficients are assumed to belong to the following spaces:

$$
\widehat{L}(\cdot) \in L^{\infty}(0, T ; \mathbb{R}), \quad \widehat{L}_{u}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m}\right), \quad \widehat{R}(\cdot) \in L^{\infty}\left(0, T ; \mathbb{R}^{m \times n}\right)
$$

The optimal investment problem for this criterion is:

$$
\left\{\begin{array}{l}
\min _{u(\cdot) \in L_{\mathcal{F}}^{2}\left(0, T ; \mathbb{R}^{m}\right)} \widehat{J}(u(\cdot))  \tag{3.14}\\
\text { s.t. } \quad(3.9) \text { holds }
\end{array}\right.
$$

However, this is just an important example of the control problem (3.2) with $x_{2}(t)=y(t)$ and the following coefficients:

$$
\begin{aligned}
& n_{2}=1, \quad A=0, \quad B=0, \quad C_{j}=0, \quad A_{1}=0, \quad A_{2}=r, \quad, Q_{1}=0, \quad X_{1}=0 \\
& B_{1}=b, \quad A_{3 j}=0, \quad B_{2 j}=\sigma_{j}, \quad C_{1 j}=0, \quad \gamma=1, \quad S=0, \quad S_{1}=0, \quad S_{2}=0 \\
& R=0, \quad L_{1}=0, \quad L_{2}=2 \widehat{L}, \quad L_{u}=2 \widehat{L}_{u}, \quad Q_{x}=0, \quad R_{u}=2 \widehat{R} \equiv\left[\widehat{r}_{1}^{\prime}, \ldots, \widehat{r}_{n}^{\prime}\right] \\
& X=0, \quad R_{1}=0, \quad Q=0 .
\end{aligned}
$$

From these, we obtain the coefficients of the set $\widetilde{\mathcal{S}}$ as:

$$
\begin{aligned}
& \widetilde{Q}=0, \quad \widetilde{X}=0, \quad \widetilde{R}=\widehat{R} \widehat{R}^{\prime}, \quad \widetilde{L}_{1}=0, \quad \widetilde{L}_{2}=2 \widehat{L}, \quad \widetilde{L}_{u}=2 \widehat{L}_{u}, \quad \widetilde{S}=0, \quad \widetilde{S}_{1}=0 \\
& \widetilde{A}=0, \quad \widetilde{B}=0, \quad \widetilde{C}=0, \quad \widetilde{Q}_{1}=0, \quad \widetilde{X}_{1}=0, \quad \widetilde{R}_{1}=\frac{1}{2} \sum_{j=1}^{n} \sigma_{j} \widehat{r}_{j}^{\prime}, \quad \widetilde{A}_{1}=0, \quad \widetilde{B}_{1}=b, \\
& \widetilde{A}_{3 j}=0, \quad \widetilde{B}_{2 j}=\sigma_{j}, \quad \widetilde{C}_{1 j}=0, \quad \widetilde{C}_{j}=0, \quad \widetilde{A}_{2}=r, \quad \widetilde{S}_{2}=0
\end{aligned}
$$

Equation (2.2) now becomes:

$$
\left\{\begin{array}{l}
\dot{p}_{2}(t)+r p_{2}(t)+2 \widehat{L}=0 \\
p_{2}(T)=0
\end{array}\right.
$$

whereas the coefficients $\widetilde{\bar{R}}, \widetilde{\bar{X}}, \widetilde{\bar{Y}}, \widetilde{\bar{Z}}$, are

$$
\begin{aligned}
& \widetilde{\bar{R}}=\widehat{R} \widehat{R}^{\prime}+\frac{p_{2}(t)}{2} \sum_{j=1}^{n} \sigma_{j} \widehat{r}_{j}^{\prime}+\frac{p_{2}^{2}(t)}{4} \sum_{j=1}^{n} \sigma_{j}^{\prime} \sigma_{j} \\
& \widetilde{\bar{X}}=0, \quad \widetilde{\bar{Y}}=2 \widehat{L}_{u}+p_{2}(t) b^{\prime}, \quad \widetilde{\bar{Z}}=0
\end{aligned}
$$

The Assumption 1 now becomes:
Assumption 8. $\widetilde{\bar{R}}(t)>0$, a.e. $t \in[0, T]$.

It is easy to show that equation (2.4) has a unique solution equal to zero in this case. Hence Assumption 6 holds. Is is also true that (2.6), (2.5) have a unique solution equal to zero. Since $x_{1}(t)=0 \forall t \in[0, T]$, the optimal investment strategy $\widetilde{u}^{*}(t)$ follows directly from Theorem 2 and Remark 3 .

Corollary 2. Let the Assumption 3 hold. There exists a unique solution to the optimal investment problem (3.14) given by

$$
\widetilde{u}^{*}(t)=-\frac{1}{2}\left[\widehat{R} \widehat{R}^{\prime}+\frac{p_{2}(t)}{2} \sum_{j=1}^{n} \sigma_{j}{\hat{r}_{j}^{\prime}}^{\prime} \frac{p_{2}^{2}(t)}{4} \sum_{j=1}^{n} \sigma_{j}^{\prime} \sigma_{j}\right]^{-1}\left[2 \widehat{L}_{u}+p_{2}(t) b^{\prime}\right]
$$

We do not explore the possible economic interpretation of this generalisation here, since our motivation is simply to see how far we can go while still obtained simple closed-form solutions of increasingly general class of systems and cost functions.

## 4. Conclusions

In this paper we consider the risk-sensitive control problem for a class of nonlinear systems with multiplicative noise. Under certain reasonable assumptions, the complete solution to such an optimal control problem is obtained in an explicit closed-form. The generalised version of the criterion that includes noise dependent penalties on the control and state is also solved in an explicit closed form by using a change of measure approach. We propose two different possible applications of these results. First, we propose a new interest rate model and derive the price of a zero-coupon bond in an explicit closed-form. Second, we propose a generalisation of the classical optimal investment problem with exponential utility. Both these applications are worthy of further exploration, in terms of economic interpretation as well as empirical studies. One further possibility for application to optimal investment would be to include the state $x_{1}(t)$ as a model for the image of the product, similarly to [18], [28]. In this case the aim of the company that produces the new product and invests in a market, would be to maximise its exponential utility and ensure that the image of its product changes according to a desired policy. This application will be considered in a future paper.
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